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Oracle Workloads on VMware Hybrid Multi-Clouds

Customers have successfully run business-critical Oracle workloads with high performance demands on VMware® vSphere® for many years.

Customers deploying business-critical Oracle workloads must often do so while managing to stringent SLAs, continuing to deliver high
levels of performance, and maintaining application availability. Managing data storage in this context is a significant challenge, as
traditional storage solutions for business-critical applications come with a variety of issues to overcome, including inadequate
performance and scalability, storage inefficiency, management complexity, and excessive deployment and operating costs.

With more and more production servers being virtualized, the demand for highly converged server-based storage is surging. VMware
vSAN™ is designed to provide highly scalable, available, reliable, and high-performance storage using cost-effective hardware (i.e.,
direct-attached disks in VMware ESXi" hosts). VSAN adheres to a new policy-based storage management paradigm, simplifying and
automating the complex management workflows of traditional enterprise storage systems with respect to configuration and clustering.

VSAN Stretched Cluster enables active/active data centers that are separated by metro distance.

VMware Cloud™ on AWS is an on-demand service that enables customers to run applications across VMware vSphere cloud
environments with access to a broad range of AWS services. Powered by VMware Cloud Foundation™, this service integrates vSphere,
VvSAN and VMware NSX* along with VMware vCenter® management, and is optimized to run on dedicated, elastic, bare-metal AWS
infrastructure. ESXi hosts in VMware Cloud on AWS reside in an AWS availability zone (AZ) and are protected by vSphere High
Availability (HA).

Stretched Clusters for VMware Cloud on AWS is designed to protect against an AWS AZ failure. With Stretched Clusters for VMware
Cloud on AWS, business-critical Oracle workloads with exceptionally high SLA, performance, and application availability requirements
can take advantage of cloud deployment while simultaneously achieving high availability across multiple AZs.

Solution Overview

This paper describes the deployment, migration, and configuration of business-critical Oracle workloads on VMware Cloud on AWS and
Stretched Clusters for VMware Cloud on AWS.

Key Results
The following highlights summarize the deployment and migration strategies available for moving Oracle workloads to VMware Cloud
on AWS:

» Deploying Oracle workloads on VMware Cloud on AWS

» Migrating Oracle workloads from VMware on-premises to VMware Cloud on AWS

» Deploying Oracle workloads on Stretched Clusters for VMware Cloud on AWS

Introduction

Purpose

This paper describes the strategies and best practices for deploying or migrating Oracle workloads from on-premises to VMware Cloud
on AWS and Stretched Clusters for VMware Cloud on AWS.

Scope
This reference architecture outlines the deployment and migration strategies and use cases involved in movement of Oracle workloads
to VMware Cloud on AWS.

» Deploying Oracle workloads on VMware Cloud on AWS

» Migrating Oracle workloads from VMware on-premises to VMware Cloud on AWS

» Deploying Oracle workloads on Stretched Clusters for VMware Cloud on AWS
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Audience

This reference architecture is intended for Oracle database administrators, virtualization and storage architects, or others involved
in planning, architecting, and administering Oracle workloads on a VMware SDCC platform, with plans to transition to VMware
Cloud on AWS.

Terminology
This paper includes the following terminology:

TERM DEFINITION

Oracle Single Instance Oracle Single-Instance database consists of a set of memory structures,
background processes, and physical database files, which serves the
database users.

Oracle Automatic Storage Management (Oracle ASM) Oracle ASM is a volume manager and a file system for Oracle database files
that support Single-Instance Oracle Database and Oracle Real Application
Cluster (RAC) configurations.

Oracle ASMLIB and Oracle ASMFD Oracle ASMLIB maintains permissions and disk labels that are persistent on
the storage device, so that the label is available even after an operating
system upgrade. Oracle ASMFD helps prevent corruption in Oracle ASM
disks and files within the disk group.

TABLE 1. Terminology

Technology Overview

This section provides an overview of the technologies used in this solution:

« VMware vSphere

* VMware vSAN

« VMware VSAN Storage Policy

« VMware Virtual Disk Provisioning Policies

« Storage Policy-Based Management

» VMware vSAN Stretched Cluster

* VMware SDDC

» Hybrid and Multi-Cloud as the VMware Cloud
» VMware Cloud on AWS

- Stretched Clusters for VMware Cloud on AWS
» VMware Cloud on Dell EMC

« Google Cloud VMware Engine

» Azure VMware Solution

« Oracle Cloud VMware Solution

« VMware Hybrid Cloud Extension

- Oracle Database Architecture

« Oracle ASM, ASMLIB and ASMFD
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VMware vSphere

VMware vSphere, the industry-leading virtualization and cloud platform, is the efficient and secure platform for hybrid clouds,
accelerating digital transformation by delivering simple and efficient management at scale, comprehensive built-in security, a universal
application platform, and a seamless hybrid cloud experience. The result is a scalable, secure infrastructure that provides enhanced
application performance and can be the foundation of any cloud.

As the next-generation infrastructure for next-generation applications, vSphere 7.0 has been rearchitected with native Kubernetes,
enabling IT admins to use VMware vCenter Server® to operate Kubernetes clusters through namespaces. VMware vSphere with Tanzu
allows IT admins to leverage their existing skillset to deliver self-service infrastructure access to their DevOps teams, while providing
observability and troubleshooting of Kubernetes workloads. vSphere 7 provides an enterprise platform for both traditional and
modern applications, enabling customers and partners to deliver a developer-ready infrastructure, scale without compromise,

and simplify operations.

Learn more about VMware vSphere 7.0.

VMware VSAN
VMware VSAN is a software-defined storage solution, built from the ground up, for vSphere VMs.

It abstracts and aggregates locally attached disks in a vSphere cluster to create a storage solution that can be provisioned and managed
from vCenter and the vSphere client. VSAN is embedded within the hypervisor, hence storage and compute for VMs are delivered from
the same x86 server platform running the hypervisor.

Hyperconverged infrastructure (HCI) backed by VMware vVSAN provides a wide array of deployment options, from a two-node setup to
a standard cluster supporting up to 64 hosts. Also, VSAN accommodates a stretched cluster topology to serve as an active-active
disaster recovery solution. VSAN includes HCI Mesh, which allows customers to remotely mount a VSAN datastore to other vSAN
clusters, disaggregating storage and compute. This allows greater flexibility to scale storage and compute independently.

Learn more about VMware vSAN.

VMware vSAN Storage Policy

VSAN requires VMs deployed on VSAN datastores be assigned at least one storage policy. When provisioning a VM, if you do not
explicitly assign a storage policy to the VM, the vSAN default storage policy is assigned.

The default policy contains vVSAN rule sets and a range of basic storage capabilities typically used for the placement of VMs deployed on
VSAN datastores.
VvSAN Default Storage Policy Specifications

Specification Setting

Primary level of failures to tolerate 1

Number of disk stripes per object 1

Flash read cache reservation, or flash capacity used for the read cache [¢)

Object space reservation o}

Note:

Setting the Object space reservation to zero means that the virtual disk is thin provisioned, by
default.

Force provisioning No

FIGURE 1. Default vSAN Storage Policy
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Key storage policy rules:

STORAGE POLICY DESCRIPTION

Number of Failures to tolerate Defines the number of host, disk, or network failures a VM object can tolerate. For n failures
tolerated, n+1 copies of the VM object are created and 2n+1 hosts with storage are required. The
settings applied to the VMs on the Virtual SAN datastore determines the datastore’s usable
capacity.

Object Space Reservation (OSR) Percentage of the object logical size that should be reserved during the object creation. The
default value is O percent and the maximum value is 100 percent.

Number of disk stripes per object This policy defines how many physical disks across each copy of a storage object are striped. The
default value is 1 and the maximum value is 12.

Flash read cache reservation Flash capacity reserved as read cache for the VM object. Specified as a percentage of the logical
size of the VMDK object. It is set to O percent by default and Virtual SAN dynamically allocates
read cache to storage objects on demand.

TABLE 2. Key Storage Policy Rules

Object Space Reservation (OSR) - an administrator should always be aware of over-committing storage on vVSAN, just as one needs to
monitor over-commitment on a traditional SAN or NAS array.

By default, VM storage objects deployed on vSAN are thinly provisioned. This capability, ObjectSpaceReservation, specifies the
percentage of the logical size of the storage object that should be reserved (thick provisioned) when the VM is being provisioned. The
rest of the storage object will remain thin provisioned. The default value is 0%, implying the object is deployed as thin. The maximum
value is 100%, meaning the space for the object is fully reserved, which can be thought of as full, thick provisioned. Since the default is
0%, all VMs deployed on vSAN are provisioned as thin disks unless one explicitly states a requirement for ObjectSpaceReservation in
the policy. If ObjectSpaceReservation is specified, a portion of the storage object associated with that policy is reserved.

There is no eager-zeroed thick format on vVSAN. OSR, when used, behaves similarly to lazy-zeroed thick.

More information on VSAN Object Space Reservation (OSR) can be found in the VMware vSAN Design Guide.

Learn more about vVSAN Default Storage Policy.

VMware Virtual Disk Provisioning Policies
When performing certain VM management operations, it’s possible to specify a provisioning policy for the virtual disk file. The
operations include creating a virtual disk, cloning a VM to a template, or migrating a VM with VMware vSphere® Storage vMotion®.

You can also use VMware vSphere Storage vMotion or cross-host vSphere Storage vMotion to transform virtual disks from one format
to another.

OPTION DESCRIPTION

Thick Provision Lazy Zeroed Creates a virtual disk in a default thick format. Space required for the virtual disk is allocated when
the disk is created. Data remaining on the physical device is not erased during creation but is
zeroed out on demand later on first write from the VM. VMs do not read stale data from the
physical device.
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Thick Provision Eager Zeroed (EZT) A type of thick virtual disk that supports clustering features such as the multi-writer attribute for
Oracle shared disk in an oracle cluster. Space required for the virtual disk is allocated at creation
time. In contrast to the thick provision lazy zeroed format, the data remaining on the physical
device is zeroed out when the virtual disk is created. Creating virtual disks in this format may take
longer than creation of other types of disks. Increasing the size of an eager zeroed thick virtual
disk causes a significant stun time for the VM.

Thin Provision Use this format to save storage space. For the thin disk, provision as much datastore space as the
disk would require based on the value entered for the virtual disk size. The thin disk starts small
and, at first, uses only as much datastore space as the disk needs for its initial operations. If the
thin disk needs more space later, it can grow to its maximum capacity and occupy the entire
datastore space provisioned to it. Thin provisioning is the fastest method to create a virtual disk
because it creates a disk with only the header information. It does not allocate or zero out storage
blocks. Storage blocks are allocated and zeroed out when they are first accessed.

TABLE 3. Virtual Disk Formats Available in vSphere Storage vMotion

VMDK modes are shown in the table below:

OPTION DESCRIPTION
Dependent Dependent disks are included in snapshots.
Independent-persistent Disks in persistent mode behave like conventional disks on a physical computer. All data written

to a disk in persistent mode is written permanently to the disk.

Independent- non-persistent Changes to disks in non-persistent mode are discarded when the VM is turned off or reset.
Non-persistent mode enables restarting of the VM with a virtual disk in the same state every time.
Changes to the disk are written to and read from a redo log file that is deleted when the VM is
turned off or reset.

TABLE 4. VMDK Modes

Learn more about VMware virtual disk provisioning policies.

Storage Policy-Based Management (SPBM)

Within a software-defined data center (SDDC), storage policy based management (SPBM) plays a significant role, helping to align
storage with the application demands of your VMs. SPBM provides a storage policy framework that serves as a single unified control
panel across a broad range of data services and storage solutions.

As an abstraction layer, SPBM abstracts storage services delivered by VMware vSphere® Virtual Volumes™, vSAN, 1/O filters, or other
storage entities.

Rather than integrating with each individual type of storage and data services, SPBM provides a universal framework for different
types of storage.
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Storage Policy-Based Management (SPBM)

vSphere APIs for IO Filtering (VAIO)

I/O Filter
Vendors

Traditional
vSAN vVols (VMFS, NFS)
Storage Storage Storage
Vendors Vendors Vendors

FIGURE 2. Storage Policy-Based Management (SPBM)

SPBM offers the following mechanisms:

« Promotion of storage capabilities and data services that storage arrays and other entities, such as 1/O filters, offer
« Bidirectional communications between ESXi and vCenter Server on one side with storage arrays and entities on the other
« VM provisioning based on VM storage policies

Learn more about Storage Policy-Based Management.

VMware VSAN Stretched Cluster

Stretched clusters extend the VSAN cluster from a single data site to two sites for a faster level of availability and intersite load balancing.
Stretched clusters are typically deployed in environments where the distance between data centers is limited, such as metropolitan or
campus environments.

You can use stretched clusters to manage planned maintenance and avoid disaster scenarios, because maintenance or loss of one site
does not affect the overall operation of the cluster. In a stretched cluster configuration, both data sites are active sites. If either site fails,
VSAN uses the storage on the other site. vSphere HA restarts any VM that must be restarted on the remaining active site.

You must designate one site as the preferred site. The other site becomes a secondary or nonpreferred site. If the network connection
between the two active sites is lost, vVSAN continues operation with the preferred site. The site designated as preferred typically is the
one that remains in operation unless it is resyncing or has another issue. The site that leads to maximum data availability is the one that
remains in operation.

A VSAN stretched cluster can tolerate one link failure at a time without data becoming unavailable. A link failure is a loss of network
connection between the two sites or between one site and the witness host. During a site failure or loss of network connection, vVSAN
automatically switches to fully functional sites.
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Configure Stretched Cluster Configure fault domains X
Divide the hosts in 2 fault domains that will be used for configuring vSAN stretched cluster.
1 Configure fault domains Preferred domain: Secondary domain
FO 1 FD2

2 Select witness host
3 Claim disks for witness host 0 1026233107 [ 102623390
jloc

H 1026233205 H 102623476

CANCEL NEXT

FIGURE 3. vSAN Stretched Cluster

Each stretched cluster consists of two data sites and one witness host. The witness host resides at a third site and contains the witness
components of VM objects. It contains only metadata and does not participate in storage operations.

The witness host serves as a tiebreaker when a decision must be made regarding availability of datastore components and the network
connection between the two sites is lost. In this case, the witness host typically forms a VSAN cluster with the preferred site. But if the
preferred site becomes isolated from the secondary site and the witness, the witness host forms a cluster using the secondary site.
When the preferred site is online again, data is resynchronized to ensure that both sites have the latest copies of all data.

More information on VSAN Stretched Cluster can be found here and here.

VMware SDDC

The mobile cloud era is changing line-of-business expectations of IT. For IT organizations to securely deliver the anticipated
improvements in service quality and speed, a software-defined data center (SDDC) approach is required. The VMware approach to the
SDDC delivers a unified platform that supports any application and provides flexible control.

The VMware architecture for the SDDC empowers companies to run hybrid clouds and to leverage unique capabilities to deliver key
outcomes that enable efficiency, agility, and security. Enterprises using VMware technology have three ways to establish an SDDC and
transition at their own pace: build their own using reference architectures, use a converged infrastructure, or use a hyper-converged
infrastructure for which the full SDDC is delivered already implemented on the customer’s hardware of choice.

Learn more about VMware SDDC.

Hybrid and Multi-Cloud as the VMware Cloud

The term hybrid cloud describes the use of both private and public cloud platforms, working in conjunction. It can refer to any
combination of cloud solutions that work together on-premises and offsite to provide cloud computing services to a company. A hybrid
cloud environment allows organizations to benefit from the advantages of both types of cloud platforms and choose which cloud to use
based on specific data needs.
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A multi-cloud environment is as its name suggests, reflecting multiple and disparate cloud offerings and forms, all of which are part of
the ubiguitous VMware Cloud™.

VMware’s hybrid cloud portfolio offers a combination of solutions that enable organizations to easily extend, protect, or replace
on-premises infrastructure. These hybrid cloud offerings are built on an SDDC architecture, leveraging VMware’s industry-leading
compute, networking, and storage virtualization technologies.

Any combination of clouds powered by VMware creates a common operating environment across VMware-based on-premises private
clouds and VMware-based public clouds. Cloud solutions from VMware Cloud Provider Partners (VCPP) including IBM, Oracle,
Microsoft, Google, Amazon Web Services (AWS) and others. Native public clouds such as AWS, Azure, Oracle and Google Cloud
Platform using VMware technologies including VMware Cloud Foundation, VMware vRealize® and VMware Cloud Services, along with
on-premises managed cloud services such as VMware Cloud on Dell EMC, form the core of VMware Cloud offerings.

This approach enables a diverse set of use cases, including regional capacity expansion, disaster recovery, application migration, data
center consolidation, new application development and burst capacity.

Learn more about VMware Hybrid Cloud.

VMware Cloud on AWS

VMware Cloud on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments
with access to a broad range of AWS services. Powered by VMware Cloud Foundation, this service integrates vSphere, vVSAN and
VMware NSX along with VMware vCenter management, and is optimized to run on dedicated, elastic, bare-metal AWS infrastructure.

With VMware Hybrid Cloud Extension™, customers can easily and rapidly perform large-scale bi-directional migrations between
on-premises and VMware Cloud on AWS environments.

With the same architecture and operational experience on-premises and in the cloud, IT teams can now quickly derive instant business
value from use of the AWS and VMware hybrid cloud experience. VMware Cloud on AWS is ideal for enterprise IT infrastructure and
operations organizations looking to migrate on-premises vSphere-based workloads to the public cloud, consolidate and extend data
center capacities, and optimize, simplify, and modernize their disaster recovery solutions.

VRealize Suite, ISV ecosystem

— Operational _ — VMware Cloud™ on AWS — Native AWS —
Management Powered by VMware Cloud Foundation Services

@ B @ [} % eE:

vCenter vCenter

q::
5 =
vSphere vSAN
Slzdelizs Bals AWS Global Infrastructure
Center

FIGURE 4. VMware Cloud on AWS

Learn more about VMware Cloud on AWS.
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Stretched Clusters for VMware Cloud on AWS

Amazon’s global infrastructure is broken up into regions. Each region supports the services for a given geography. Within each region,
Amazon builds isolated and redundant islands of infrastructure called availability zones (AZ). When VMware deploys a vSphere cluster
as part of the VMware Cloud on AWS managed service, all hosts for a given cluster are placed into a single AZ.

To protect against AZ failure, customers have the option to deploy a stretched cluster. When selected, a VSAN stretched cluster is
created across three AZs, creating a vSphere cluster that can survive the loss of an entire availability zone. To protect against split-brain
scenarios and help measure site health, a managed VSAN witness is also created in a third AZ. The third AZ is picked at random from the
remaining AZs.

With a copy of the data in each AZ, vSphere HA is empowered to recover from any failure using a simple restart. In summary, stretched
clusters simplify the cloud by providing the same trusted controls and capabilities in addition to the scale and flexibility of the AWS
infrastructure.

Now applications can span multiple AWS availability zones within a VMware Cloud on AWS cluster. vSAN fault domains are configured to
inform vSphere and vCenter which hosts reside in which AZs. Each fault domain is named after the AZ it resides within to increase clarity.

Some of the advantages are:
« Zero RPO high availability for enterprise applications virtualized on vSphere across AWS AZs, leveraging multi-AZ
stretched clustering.
« Stretched clusters enable developers to focus on core application requirements and capabilities, instead of infrastructure availability.
« Significantly improve your application’s availability without needing to architect it into your application.

« VMware Cloud on AWS infrastructure delivers protection against failures of AWS AZs at an infrastructure level. Stretching an SDDC
cluster across two AWS AZs within a region means if an AZ goes down, it is simply treated as a vSphere HA event and the VM is
restarted in the other AZ.

Stretched Network

Stretched Cluster

o mirom [Momirom [rom
[I_o ] in_o_1i] o] im_o ] Witness

)
0

FIGURE 5. Stretched Clusters for VMware Cloud on AWS

More information on Stretched Clusters for VMware Cloud on AWS can be found here and here.

mware® REFERENCE ARCHITECTURE | 12


https://cloud.vmware.com/vmc-aws/roadmap
https://docs.vmware.com/en/VMware-Cloud-on-AWS/solutions/VMware-Cloud-on-AWS.39646badb412ba21bd6770ef62ae00a2/GUID-83A103FAC7B7B21A257B8A8BD4B2CCC9.html

Oracle Workloads on VMware Hybrid Multi-Clouds

VMware Cloud on Dell EMC

VMware Cloud on Dell EMC combines the simplicity and agility of the public cloud with the enhanced security and control of
on-premises infrastructure, delivered as-a-service to data center and edge locations. This fully managed VMware Cloud service
provides a simple, secure, and scalable infrastructure for customer’s on-premises datacenter and edge locations. VMware’s industry
leading compute, storage, and networking software is integrated with enterprise-class Dell EMC VxRail hardware, empowering you to
drive any enterprise workload. The unique approach of this service empowers customers to focus on business innovation and
differentiation, while VMware operates the entire infrastructure end-to-end.

VMware Cloud on Dell EMC is a fully managed VMware Cloud Service which includes a physical Dell VxRail hyper-converged
infrastructure built to a customer’s capacity needs and is delivered onsite preloaded with vSphere, NSX, and vSAN software. Included
with this service is full management of the hardware infrastructure, including monitoring, software patching and upgrades, security
updates, lifecycle management and break-fix service in the event of a hard failure. This service is backed by an enterprise-grade SLA.

Containers

vmware

Cloud Foundation Dell EMC
Enterprise Services
Data protection
Backup

Automation and operation Disaster recovery

o Cloud bursting
Storage
Compute Storage Network

Intrinsic security and lifestyle automation

Dell EMC VxRail

FIGURE 6. VMware Cloud on Dell EMC
Learn more about VMware Cloud on Dell EMC.

Google Cloud VMware Engine (GCVE)

Google Cloud VMware Engine allows organizations to seamlessly migrate their VMware workloads to the cloud. This solution offers
flexible on-demand capacity and full operational consistency with your existing on-premises environments, allowing you to harness the
power of the Google Cloud Platform to modernize your infrastructure, operations, and processes.

By integrating VMware’s flagship compute, storage, network virtualization, and management technologies with dedicated, elastic,
bare-metal infrastructure, GCVE allows customers to access the agility, scale, and innovative services of the cloud while maintaining
operational consistency and leveraging existing tools and investments.
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FIGURE 7. Google Cloud VMware Engine

Learn more about Google Cloud VMware Engine.

Azure VMware Solution (AVS)

Azure VMware Solution (AVS) is a first-party Microsoft service that delivers the VMware SDDC stack as a managed service—sold,
operated, and supported by Microsoft—running natively on bare-metal infrastructure in the Microsoft Azure Cloud. Azure VMware
Solution is a VMware Cloud-verified platform that offers vSphere, vVSAN, NSX-T, and more, while being seamlessly integrated into
Microsoft Azure infrastructure and management tools.

With Azure VMware Solution, you can modernize your infrastructure by seamlessly moving vSphere-based workloads directly to
Microsoft Azure without application changes. Because Azure VMware Solution uses the same VMware SDDC components you use
on-premises, you can leverage the same skills and tools you use every day to build an elastic, hybrid, and scalable platform for your
existing or new vSphere applications.
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FIGURE 8. Azure VMware Solution

Learn more about Azure VMware Solution.
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Oracle Cloud VMware Solution (OCVS)

Oracle Cloud VMware Solution integrates VMware on-premises tools, skillsets, and processes with public Oracle Cloud services.
The solution is a customer-managed, native VMware cloud environment based on VMware Validated Design for use with the public
Oracle Cloud. It allows enterprises to access the scale and agility of the Oracle Cloud while extending VMware-based workloads and

applications across the Oracle Cloud. It also empowers enterprises to reduce operational costs and complexity, while mitigating
operational risk.

Oracle Cloud VMware Solution leverages VMware Cloud Foundation compute, network virtualization, and storage functions deployed
to Oracle bare-metal hosts in the Oracle Cloud. This consistent, unified cloud infrastructure and operations platform will enable your

enterprise to migrate and modernize applications faster while seamlessly moving workloads between on-premises environments and
Oracle Cloud at scale.

Enterprises can now move or extend VMware-based workloads without rearchitecting applications or retooling operations. Your IT
teams can also easily leverage Oracle services, such as Oracle Autonomous Database, Exadata Cloud, and Database Cloud, from the
same cloud data centers, on the same networks, with consistent portal access and modernized APIs.
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FIGURE 9. Oracle Cloud VMware Solution

Learn more about Oracle Cloud VMware Solution.
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VMware Hybrid Cloud Extension
VMware Hybrid Cloud Extension is an application mobility platform designed to simplify application migration, workload rebalancing,
and business continuity across data centers and clouds.
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FIGURE 10. VMware Hybrid Cloud Extension

VMware Hybrid Cloud Extension enables:

« Application migration - schedule and migrate thousands of vSphere VMs within and across data centers without requiring a reboot.

» Change platforms or upgrade vSphere versions — migrate workloads from vSphere and from non-vSphere (KVM and Hyper-V)
environments within and across data centers or clouds to current vSphere versions without requiring an upgrade.

» Workload rebalancing - provides a mobility platform across cloud regions and cloud providers to allow customers to move
applications and workloads at any time to meet scale, cost management, compliance, and vendor neutrality goals.

» Business continuity and protection — with Hybrid Cloud Extension, administrators can protect workloads by replicating them to
other Hybrid Cloud Extension-enabled sites. Workload migration is available on-demand, or it can be scheduled for business or for

maintenance planning.

Learn more about VMware Hybrid Cloud Extension.

VMware Hybrid Cloud Extension Migration Types
VMs can be moved to and from VMware Hybrid Cloud Extension-activated data centers using multiple migration technologies.

VMware Hybrid Cloud Extension Bulk Migration
This migration method uses the VMware vSphere replication protocols to move the VMs to a destination site.

» The bulk migration option is designed for moving VMs in parallel.
» This migration type can set to complete on a pre-defined schedule.
« The VM runs at the source site until the failover begins. The service interruption with the bulk migration is equivalent to a reboot.
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VMware Hybrid Cloud Extension vMotion
This migration method uses the VMware vMotion protocol to move a VM to a remote site.

» The vMotion migration option is designed for moving single VM at a time.
« VM state is migrated. There is no service interruption during the VMware Hybrid Cloud Extension vMotion migration.

VMware Hybrid Cloud Extension Cold Migration
This migration method uses the VMware NFC protocol. It is automatically selected when the source VM is powered off.

VMware Hybrid Cloud Extension Replication Assisted vMotion

VMware Hybrid Cloud Extension Replication-Assisted vMotion (RAV) combines advantages from VMware Hybrid Cloud Extension
Bulk Migration (parallel operations, resiliency, and scheduling) with VMware Hybrid Cloud Extension vMotion (zero downtime VM
state migration).

VMware Hybrid Cloud Extension OS Assisted Migration
This migration method provides for the bulk migration of guest (non-vSphere) VMs using OS-assisted migration to VMware vSphere
on-premises or cloud-based data centers. Activating this service requires additional Hybrid Cloud Extension licensing.

Learn more about VMware Hybrid Cloud Extension Migration Types.

Oracle Database Architecture

Oracle Database 19c¢, the latest generation of the world’s most popular database, provides businesses of all sizes with access to the
world’s fastest, most scalable, and reliable database technology. These capabilities enable secure and cost-effective deployment of
transactional and analytical workloads in the cloud, on-premises, and in hybrid cloud configurations.

An Oracle database server consists of a database and at least one database instance. In a clustered Oracle configuration, an Oracle
database will have more than one instance accessing the database.
« A database is a set of files, located on disk, that store data. These files can exist independently of a database instance.

« An instance is a set of memory structures that manage database files. The instance consists of a shared memory area, called the
system global area (SGA), and a set of background processes. An instance can exist independently of database files.

The physical database structures that comprise a database are:
- Data files — Every Oracle database has one or more physical data files, which contain all database data. The data of logical database
structures, such as tables and indexes, is physically stored in the data files.

» Control files — Every Oracle database has a control file. A control file contains metadata specifying the physical structure of the
database, including the database name, along with the names and locations of the database files.

- Online redo log files — Every Oracle database has an online redo log, representing a set of two or more online redo log files.
An online redo log is made up of redo entries (also called redo log records), which record all changes made to data.

« Many other files, including parameter files, archived redo files, backup files and networking files, are important to any oracle
database operation.

Learn more about Oracle database architecture.
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Oracle ASM, ASMLIB and ASMFD

ASM

Oracle Automatic Storage Management (ASM) is a volume manager and a file system for Oracle database files that supports single-
instance and clustered Oracle Database configurations.

Oracle ASM is Oracle’s recommended storage-management solution that can be used for both single-instance and clustered Oracle
databases, providing an alternative to conventional volume managers, file systems, and raw devices.

Oracle ASM uses disk groups to store data files. An Oracle ASM disk group is a collection of disks that Oracle ASM manages as a unit.
Users can add or remove disks from a disk group while a database continues to access files from the disk group.

Learn more about Oracle Automatic Storage management (ASM).

ASMLIB

Oracle ASMLIB maintains permissions and disk labels that are persistent on the storage device so that the label is available even after an
operating system upgrade.

The Oracle ASMLIB driver simplifies the configuration and management of block disk devices by eliminating the need to rebind block
disk devices used with Oracle ASM each time the system is restarted.

Learn more about Oracle ASMLIB.

ASMFD

Oracle ASMFD helps prevent corruption in Oracle ASM disks and files within the disk group. Oracle ASMFD simplifies the configuration
and management of disk devices by eliminating the need to rebind disk devices used with Oracle ASM each time the system is restarted.

Learn more about Oracle ASMFD.

Linux Device Persistence and udev Rules

Device names in Linux are not guaranteed persistent across reboots. A device (e.g., /dev/sdb) can be renamed on the next reboot
(e.g., /dev/sdc).

Linux udev rules may be used to guarantee device persistence across reboot.

Learn more about configuring device persistence for Oracle storage.
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Architectural Guidelines and Operational Considerations for Moving
Oracle Workloads to VMware Cloud on AWS Solution Configuration

VMware Cloud on AWS allows users to create vSphere-based data centers (SDDCs) on AWS. Each deployed SDDC includes VMware
ESXi hosts, VMware vCenter Server, VMware vVSAN, VMware NSX components and other software. The same HTML5-based vSphere
client is used to manage an SDDC once deployed.

One can rapidly and easily migrate application workloads from on-premises data centers running VMware SDDC to VMware Cloud on
AWS using VMware Hybrid Cloud Extension and back with:
« No VM conversions
» No application refactoring and, therefore, no application downtime
» No networking changes with L2VPN capability between on-premises SDDC and VMware Cloud on AWS provided by Hybrid Cloud
Extension Network Extension appliance

This is key, as some cloud providers require some level of refactoring to achieve the above. In this case, refactoring is not necessary,
resulting in significantly reduced time, effort, and man hours in planning migrations between on-premises infrastructure and the cloud.

The planning and design phase is very important in ensuring that migrations of mission-critical application workloads to VMware Cloud
on AWS are completed without negatively impacting application SLAs or affecting the performance, availability, manageability and
scalability of the workloads themselves. This document provides architectural guidelines to help enterprises in migration planning.

Architecture Guidelines

This section provides a summary of the guidelines and approaches to consider when planning a migration of Oracle workloads to
VMware Cloud on AWS, including use cases to aid requirements gathering and technical prerequisites to facilitate migration.

Use Case Definition
The following uses cases reflect those most frequently employed for Oracle workloads on VMware Cloud on AWS:

- Data center extension

- Footprint expansion or on-demand capacity within few hours (no over-provisioning or complex demand forecasting
with reduction in cost)

- Run test/development workloads and stream database backups to the cloud
- Run Oracle workloads in the cloud

» Disaster recovery
- Oracle DR workloads can be scaled in storage and compute
- Use VMware site recovery service for replication and orchestration
- Use traditional methods as well, such as Oracle Data Guard, Oracle GoldenGate, or other third-party solution
- Complement existing DR with existing solutions based on VMware Site Recovery Manager™ or vSphere replication

» Cloud migrations

- Simple, low-risk, seamless migration of Oracle workloads to VMware Cloud on AWS using known tools (e.g., VMware Hybrid
Cloud Extension, VMware vMotion, Oracle Data Guard, Oracle RMAN backup/restore)

- Connect Oracle workloads on VMware Cloud on AWS workloads to on-premises or AWS environments - EC2, RDS
- Data center wide evacuations - mass migrations
- Hardware/software refresh cycle or Oracle re-implementation
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« Application modernization
- Leverage native AWS services (e.g., AWS Simple Storage Service (S3) for Oracle backups)
- Update existing investments (e.g., extract data out of Oracle workloads and leverage analytics services)

Each particular use case, or combination of use cases, influences the general solution design and necessitates appropriate requirements
gathering. This document focuses on the first three use cases, namely data center extension, disaster recovery and cloud migrations.

Rightsizing

Before considering where to place Oracle workloads on a cloud platform, ensure your VM container is rightsized. A workload’s
performance profile should be collected over a sufficient period of time to reflect application spikes in resource utilization. While
defining the required time range to collect time series data, consult with DBAs and application owners to understand the workload
profile. At least a full month of non-rolled up time series data is recommended prior to executing the performance analysis.

Utilizing VMware vRealize True Visibility Suite” is proven to be very helpful in this preparation phase. While analyzing captured data,
make sure your rightsizing approach has been agreed upon by administrators, application owners and business owners, and that it
comprehends both spikes (high performance) and average utilization (higher density).

The following should be considered while sizing Oracle workloads:
» For CPU and memory resources allocation, check the host configuration for VMware Cloud on AWS to verify the workload will fit
and not overcommit host resources.

« Account for differences in physical CPU architectures between your current environment and the host instances used in VMware
Cloud on AWS.

- Always size the CPU resource based on the actual workload.

» The storage layer in VMware Cloud on AWS is provided by VMware VSAN - or hyperconverged infrastructure solution, if using an
Amazon EC2 I13.metal instance. Adding storage will require the addition of compute resources (hosts) as well. As an alternative, for
workloads with the primary capacity requirements, use Amazon i3en.metal hosts. An I3 instance should remain your primary choice
for a performance OLTP workloads.

Requirements

A crucial part of a successful migration is collecting business and technical requirements, allowing you to properly design a cloud
platform. For guidance, review Preparing for VMware Cloud on AWS before beginning your requirements gathering.

Business requirements are an important part of the requirements gathering process. Input examples include:

« RTO/RPO targets

» Business SLAs

« Licensing considerations

» Security and data-management considerations

Technical requirements will directly influence logical design and should be collected and validated with care. Pay special attention to the
following bullet points:

» Performance requirements of the workload (e.g., transactions-per-second, number of user connections, expected future
workloads changes)
« Capacity requirements (e.g., future growth, other projects to be served)

« Manageability requirements (e.g., providing access to a SDDC to appropriate user groups, reconfiguring monitoring tools,
backup solution in use, modifying scripting, vRealize Operations workflows)
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- Scalability requirements (e.g., method for increasing capacity of a SDDC, scale-out versus scale-in approach)

« Availability requirements (e.g., Oracle high-availability solutions in use, DRS groups, host-isolation response, number of availability
zones required)

« Application requirements (e.g., type of workloads [e.g., OLTP/data warehouse], dependencies between on-premises components
and network flow between them)

Risks and Constraints
Ensure that risks and constraints are identified and documented and that the risk-mitigation plan has been agreed by all
groups involved.
« An example of a constraint: available network bandwidth between on-premises and SDDC (e.g., is DirectAccess available?)
« An example of a risk: different CPU generations between on-premises ESXi hosts and hosts in an SDDC

High Level Architecture
A high-level solution architecture should include enough information to capture the on-premises environment hosting the Oracle
workloads and planned SDDC(s) with multiple AZs, while also providing enough details to work on logical design.

Standalone Oracle Workload on VMware Cloud on AWS : Reference
Architecture
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High Availability Options
VMware Cloud on AWS provides infrastructure level vSphere HA for Oracle workloads across non-stretched VMware Cloud on AWS
which is turned on by default on all clusters in an SDDC on VMware Cloud on AWS.

With Stretched Clusters for VMware Cloud on AWS, in addition to the infrastructure-level high availability provided by vSphere HA,
site-level high availability is provided by stretching across multiple AZs.

Operational VMware Cloud™ on AWS Native AWS Services
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Availability Availability — se—
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FIGURE 12. Stretched Clusters for VMware Cloud on AWS
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Logical Design

A logical design describes all technical decisions made and addresses identified technical requirements while minimizing risk. The level
of detail included should be sufficient to create an implementation guide for the solution. While specifics of each logical design are
unique, it’s important to ensure all technical prerequisites are met. The following prerequisites have been identified as crucial to the
successful migration of Oracle workloads to VMware Cloud on AWS:

» For on-premises-located VMs, ESXi hosts, or vSphere clusters hosting Oracle workloads, check and document all advanced settings
configured. Ensure corresponding options are available in VMware Cloud on AWS. For example, DRS anti-affinity groups and rules
must be re-created in an SDDC as they cannot be migrated.

» Check the Hybrid Migration with vMotion Checklist and ensure all requirements are met.

« If a Hybrid Cloud Extension appliance will be used to migrate the workload, review Hybrid Cloud Extension in the
VVMware Cloud on AWS and ensure all requirements are met.

» Hybrid Cloud Extensions Network Extension (NE) provides a Layer 2 VPN (L2VPN) to extend a broadcast domain from a customer
site into an AWS based SDDC. NE functionality is provided by a dedicated virtual appliance at both sites.

« It's recommended to ensure that Hybrid Linked Mode will be configured to allow managing both on-premises and public SDDCs
within a single vSphere client interface. Verify that all required user accounts are added to the cloud administration group.

Operational Considerations
Post-implementation maintenance and operation guidelines are a key component of any well-prepared infrastructure architecture.
While incorporating VMware Cloud on AWS SDDCs in an existing infrastructure, it’s critical that Day 2 operational routines are updated
accordingly, including:

» Backup configurations

« Monitoring configurations

» Operational documentations

If vRealize Operations Manager is used to monitor the environment, confirm that all SDDCs are added to vRealize Operations-managed
resources and configured using vCenter adapter with the public cloud option.
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Solution Configuration

This section introduces the resources and configurations for the solution:

» Architecture diagram

 Hardware resources

« Software resources

» Network configuration

» Storage configuration

« VMware and Oracle configuration

« VMware Hybrid Cloud Extension Configuration

Architecture Diagram
This solution architecture relies on a three-site scenario:

« On-premises vSphere cluster on Site A (Santa Clara)
- On-premises vSphere cluster on Site B (Wenatchee)
« Stretched Clusters for VMware Cloud on AWS
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FIGURE 13. On-Premises Sites A and B with Connectivity to Stretched Clusters for VMware Cloud On AWS
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The on-premises setup features two separate and dedicated vSphere cluster configurations: Site A and Site B.

 Site A is hosting production single-instance workloads.

« Site B is hosting disaster recovery (DR) single-instance workloads

- Both Site A and Site B are in hybrid linked mode.

- Both sites are connected to Stretched Clusters for VMware Cloud on AWS.

Site A infrastructure details are as follows:

« Virtual Center sc2wvcO3.vslab.local version 7.0.2 Build 17694817
» vSphere Cluster BCA-SiteC with 4-nodes running ESXi version 7.0.2 Build 17867351

« Each ESXi server is a Dell PowerEdge R640 Server with Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with 2x24 cores,
and 384GB RAM with hyperthreading

« Each ESXi server has access to a Pure Storage FlashArray//x50 (Purity/FA 6.1.6) for both block FC storage and vVols
- Each ESXi server features:

-2 x Qlogic ISP2812-based 64/32G Fibre Channel to PCle Controller for FC storage

-2 x Intel” Ethernet Controller X710 for 10GbE SFP+ for network connection

Site B infrastructure details are as follows:

« Virtual Center az2wvcO1.vslab.local version 7.0.2 Build 17694817
» vSphere Cluster AZ2-DC with 3-nodes running ESXi version 7.0.2 Build 17867351

« Each ESXi server is a Dell PowerEdge R740 Server with Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with 2x24 cores,
and 1TB RAM with hyperthreading

« Each ESXi server has access to a Pure Storage FlashArray//x50 (Purity/FA 6.1.6) for both block FC storage and vVols
- Each ESXi server features:

-2 x Emulex LightPulse LPe32000 Gen 6 16/32G PCle Fibre Channel Adapter for FC storage

-2 x Intel® Ethernet Controller X710 for 10GbE SFP+ for network connection

The Stretched Clusters for VMware Cloud on AWS setup has the following configuration:

« Virtual Center vcenter.sddc-44-232-220-144.vmwarevmc.com Version 7.0.2 Build 18231847

« A 6-node stretched cluster for VMware Cloud on AWS is setup across two AZs, with three servers in AZ us-west-2b and three
servers in AZ us-west-2¢, with each ESXI server version 7.0.2 Build 18226209

« Each ESXi server is an Amazon EC2 i3.metal with two sockets, 18 cores each with Intel Xeon processor E5-2686 v4 at 2.30GHz
without hyperthreading and 512GB RAM memory

» Storage is provided by the HCI VSAN instance
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FIGURE 14. 6-Node Stretched Clusters for VMware Cloud on AWS

An L2VPN is used to extend the on-premises data center on Site A to VMware Cloud on AWS and to migrate application workloads
rapidly and easily from on-premises to the VMware Cloud on AWS and back. This offers the following advantages:

« No VM conversions
» No application refactoring and, therefore, no application downtime
» No networking changes with L2VPN capability between the on-premises SDDC and VMware Cloud on AWS

Hardware Resources
Below are the hardware resources for the vSphere cluster on Site A):

DESCRIPTION SPECIFICATION
Server 4 x ESXi Server
Server Model Dell Inc. PowerEdge R640
CPU 2 sockets with 24 cores each, Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with hyperthreading enabled
RAM 384GB RAM
Storage controller 2 x QLogic ISP2812-based 64/32G Fibre Channel to PCle Controller for FC storage
Storage Array Pure x50 AFA (Purity/FA 6.1.6)
Network 2 x Intel” Ethernet Controller X710 for 10GbE SFP+ for network connection
Internal Disk Controller Dell HBA330 Mini
Internal Disks Cache—1x 372.61GB SSD ATA
Capacity—2 x 894.25GB SSD ATA
VSAN Disk Group 1VvSAN Disk Group per ESXi Server

TABLE 5. Site A Hardware Resources
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The following summarizes the virtual center sc2wvc03.vslab.local, vSphere cluster (BCA-SiteC), and one of the ESXi servers in the

vSphere cluster on Site A:

) sc2wvcO3.vslab.local ACTIONS v
Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks
Hosts HM Host Profiles
Name 1+ ~  Available CPU ~  Available Memory
(0] BCA-SiteC 51165 GHz 1,340.05 GB
o B )
S e ¢ BCA-SiteC | Zayions v
N e e e - —— -
Summary Monitor  Configure Permissions Hosts VMs Datastores Networks Updates
M Resource Pools
Narme 1 v State v Status ¥ Cluster
[] sc2esx02vslab.local Connected + Normal [[h BCA-SiteC
[ sc2esxiovslab.local Connected ~ Normal ([ BCA-SiteC
[ sc2esxitvslab.local Cennected ' Normal [ BCA-SiteC
[ se2esxi2vslab.local Connected ~ Nermal () BCA-SiteC
FIGURE 15. Site A vCenter and vSphere Cluster
B sc2esx09.vslab.local | acrions v
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Hypervisor: VMware ESX], 7.0.2, 17867351
Model: PowerEdge R640
Processor Type: Intel{R) Xecn(R) Platinum 8168 CPU @ 2.70GHz
Logical Processors: 96
NICs: 6
Virtual Machines: 8
State: Connected
Uptime: 46 days
=
DEALLENC &
Hardware
Manufacturer Dell Inc.
Model PowerEdge R64C

CPU Cores
Processor Type
Sockets
Cores per Socket
Logical Processors
Hyperthreading
Memory
Persistent Memory
> Virtual Flash Resource
> Networking

> Storage

FIGURE 16

vmware

[] 48 cPus x 2.6 GHz

Intel{R) Xecon(R) Platinum 8168 CPU @ 2.7CGHz
2

24

96

Active

D 58.29 GB / 383.44 GB

[J 1288/ 95988

8.58 GB/119.75 GB

sc2esx09.vslab.local

10 Datastore(s)

. Site A VMware ESXI Server Summary
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Below are the hardware resources for the vSphere cluster on Site B:

DESCRIPTION SPECIFICATION

Server 3 x ESXi Server

Server Model Dell Inc. PowerEdge R740

CPU 2 sockets with 24 cores each, Intel” Xeon® Platinum 8168 CPU @ 2.70GHz

with Hyperthreading enabled

RAM 1TB RAM

Storage controller 2 x Emulex LightPulse LPe32000 Gen 6 16/32G PCle Fibre Channel Adapter for FC storage
Storage Array Pure x50 AFA (Purity/FA 5.3.10)

Network 2 x Intel” Ethernet Controller X710 for 10GbE SFP+ for network connection

Internal Disk Controller Dell HBA330 Mini

Internal Disks Cache—1x372.61GB Samsung SSD ATA

Capacity—3 x 894.25GB SSD ATA

VSAN Disk Group 1VvSAN Disk Group per ESXi Server

TABLE 6. Site B Hardware Resources

The following summarizes the Virtual Center az2wvcO1.vslab.local, vSphere Cluster (AZ2-DC), and one of the ESXi servers in the
vSphere cluster on Site B:

) az2wvcOl.vslab.local | acrions v

Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Netwaorks I
Hosts Host Profiles
Name T ~  Available CPU ~  Available Memory
[E]] AZ2BCAN 38752 GHz 341297 GB

—_————

\’D] AZQ-DE .l‘ ACTIONS V

Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

Clusters Resource Pools Host Folders
Name 7 v State ~  Status ~  Cluster
[] sz2esx22vslab.local Connected +/ Normal [ Az2BCAN
[l azzesx23vslab.local Connected +/ Normal [0) az2BCAN
[l ez2esx24vslablocal Connected ' Normal [E) AZ2BEAN

FIGURE 17. Site B vCenter and vSphere Cluster
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B az2esx22.vslab.local ACTIONS Vv
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Hypervisor: VMware ESXi, 7.0.2, 17867351
Model: PowerEdge R740
Processor Type: Intel(R) Xeon(R) Platinum 8168 CPU @ 2.70GHz
Logical Processors: 96
NICs: 6
Virtual Machines: (o]
State: Connected
Uptime: 41 days
DEALEMC &
Hardware
Manufacturer Dell Inc.
Model PowerEdge R740

CPU Cores D 48 CPUs x 2.69 GHz

Processor Type Intel(R) Xeon(R) Platinum 8168 CPU @ 2.70GHz

Sockets 2
Cores per Socket 24
Logical Processors 96

Hyperthreading Active

Memory []ostee/1128

Virtual Flash Resource 16.29 GB /103.5 GB

v

az2esx22.vslab.local

v

Networking

2 Datastore(s)

v

Storage

FIGURE 18. Site B VMware ESXI Server Summary

The following hardware resources are utilized for VMware Cloud on AWS:

DESCRIPTION SPECIFICATION

Server 6 ESXi servers

Server model Amazon EC2 i3.metal

CPU 2 sockets, 18 cores each, Intel Xeon Processor E5-2686 v4 at 2.30GHz without hyperthreading
RAM 512GB
Disks 8 NVMe drives, each drive 1.73TB across 2 VSAN disk groups

VSAN disk groups 2 disk groups, each disk group with 1 NVMe for cache and 3 NVVMe for capacity

Network One 25G Amazon Elastic network adapter

TABLE 7. VMware Cloud on AWS Hardware Resources

vmware
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The Stretched Clusters for VMware Cloud on AWS features 6 ESXi servers across two fault domains (FD) or AZs for site-level HA, with
three ESXi servers in each AZ.

VSAN fault domains are configured to inform vSphere and vCenter which hosts reside in which AZs. Each fault domain is named after
the AZ it resides within to increase clarity.

B 2 8 @2 [J Cluster-1 | acrens -

o [ voanter sddc-35-155-246-32 wvmc v mwars <. Summary Monitar Configure Permissions Hosts W= Catastores Metwarks
- [ SDDC-Datacantar

~ [l Clustar-1 -IE- Rascurcs Pocls

[] 10.73.20.68
[] 10.73.80.70
[]10.73.20.71
El 10.73.20.84 Mame 1 v State v State ~  Cleter v
[] 10.73.20.85 [ w7zz082 Connected " Mormal I clustert
[J 10.73.80.86 [ 10722070 Connected v Mowmal 7 Clustert
> 3 Compute-ResourcaPaal
[] 10735071 Connected v Mommal [ cluster1
» 0 Wogmt-RescurcePool
5 E0.73.815 [] 10732084 Connected v Mommal [ cluster1
[l w7s5088 Connected " Mormal I cluzer
[ w7ss086 Connected + Mormal I clustert
FIGURE 19. Stretched Clusters for VMware Cloud on AWS ESXi Servers
The two fault domains or AZs are us-west-2b and us-west-2c with three ESXi servers in each AZ.
O Cluster-1 | setens -
Summary  Mondor  Corfigure  Permissions  Mosts  WMs  Datastores  Nebworis
LT T
¥ Condiguration e ed Cluster . Fault Cromains
» Maore
= AN Shafus Enalbad Caal g radics cun tolarala 1 Faulk domain taluras
Sarvicas maximum
Prafarred Laul domain uswest-2b
Disk Manapement
Faul Cuamaing Wilmaas hasl 1073815
B Tangat Sarvica

Fawl Bamada / Hoet

o [ vs-wesl-2o (3 rmu.:l
[l 10.72E0.86
[ 10.73.80.85
[ 10.72E0.89

o [ us-wes]-2D [3 Beats)
B 10.7380.E3
B 1073800

B 10.7380.70

FIGURE 20. Fault Domains in Stretched Clusters for VMware Cloud on AWS

mware® REFERENCE ARCHITECTURE | 29



Oracle Workloads on VMware Hybrid Multi-Clouds

To protect against split-brain scenarios and help measure site health, a managed vSAN witness is also created in a third AZ. The third
AZ is picked at random from the remaining AZs. The witness has been engineered to run on an EC2 m5.xlarge AMI to reduce the cost
to the customer.

ahere Client

B Q g8 @ 01073815  actiens -
v @vcenter.sddc-35-155~245-32.vmc.vmware_c,_. Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks Updates
+ [7 SDDC-Datacenter . .
Hypervisor: VMware ESXIi, 7.0.2, 18226209
~ [0 Cluster1 Model Amazon EC2 m5.xlarge
[ 10.73.80.69 Processor Type: Intel(R) Xeon(R) Platinum 8259CL CPU @ 2.50GHz
[]1 10.73.80.70 Logical Processors: 2
] 10.73.80.71 NICs: 1
D 10.73.80.84 Virtual Machines: el
State: C ted
0 10.73.B0.85 e onnecte
Uptime: 57 days
[] 10.73.80.86
» @ Compute-RescurcePeal
> © Moumt-RescurcePacl
> [10.73.81.5 @ SSH for the host has been enabled
Hardware
Manufacturer Amazon EC2
Model Amazon EC2 mE.xlarge
> CPU D 2CPUsx 25 GHz
Memory B soiee/157 c8
> Virtual Flash Resource 2.85GB/9.75GB
> Networking witness-1.sddc-44-232-220-144 vmwarevmc.com
> Storage O Datastore(s)

FIGURE 21. Witness in Stretched Clusters for VMware Cloud on AWS
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The graphic below captures one of the ESXi servers in the Stretched Clusters for VMware Cloud on AWS environment:

[} 10.73.80.68 | acTions~
Summary Monitor Configure Permissions VMs Datastores Networks
r— Hypervisor: VMware ESXi, 7.0.2, 18226209 cPU Free: 79.2¢
Model: Amazon EC2 3. metal ) Uit SniGie Capacity: 82
Processor Type: Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz
i Memory Free: 415.¢
Logical Processors: 72
NICs: 1 Used: 96.01 GB Capacity: 511.¢
Virtual Machines: 6 Storage Eree: 90
State: Connected
Uptime: 5 s Used: 33.45 TB Capacity: 124.
Fault Domain: us-west-2b
=1
=
Hardware ~ Configuration
Manufacturer Amazon EC2 Image Profile (Updated) ESXi-6.8.0-8493082-physical-amz-
ena
Model Amazon EC2 i3p.16xlarge
> vSphere HA State v/ Connected (Slave)
> CPU [ 36 cPus x 2.3 GHz
> Fault Tolerance (Legacy) Unsupported
Memory D 96.01 GB / 511.89 GB
> Fault Tolerance Unsupported
> Virtual Flash Resource oB/oB
> EVC Mode Disabled

v

v

Storage

Networking

Software Resources

esx-0.5ddc-35-155-246-32.vmc.vmware,.com

2 Datastore(s)

FIGURE 22. ESXi Server in Stretched Clusters for VMware Cloud on AWS

The following is a summary of the software resources used:

SOFTWARE

VERSION

PURPOSE

VMware vCenter Server

7.0.2 Build 17694817

VMware vCenter Server provides a centralized platform for managing
VMware vSphere environments

VMware ESXi Server

7.0.2 Build 17867351

ESXi servers to host VMs

ESXi Datastores

Purity//FA 6.1.6

Pure AFA provides both VMFS and vVol datastores

Oracle Linux

8.3 UEK

Oracle database server nodes

Oracle Database 19¢

19.12.0.0.0

Grid Infrastructure and Oracle database

vmware

TABLE 8. Software Resources
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Network Configuration
A VMware vSphere® Distributed Switch™ acts as a single virtual switch across all associated hosts in the datacenter. This setup enables
VMs to maintain a consistent network configuration as they migrate across multiple hosts.

A port group defines properties regarding security, traffic-shaping, and network adapter-teaming. Jumbo frames (MTU=9000 bytes)
are enabled on the VMware vSphere vMotion interface, and the default port group setting is used.

For Site A, VDS dVSwitch uses 2 x 10GbE adapter per host:
» 2 x 10GbE uplinks for VM traffic and VMkernel non-VM traffic

The following distributed switch-port groups were created for Oracle VM traffic to balance traffic across the available uplinks:

« Port group APPS-1614 with VLAN ID 1614 (Subnet 172.16.14.1/24) is for VM user traffic

+ Port group APPS-1605 with VLAN ID 1605 (Subnet 172.16.05.1/24) and APPS-1606 with VLAN ID 1606 (Subnet 172.16.06.1/24) for
Oracle Private traffic with two active/active uplinks set to Route based on originating virtual port.

« Port group APPS-1631 with VLAN ID 1631 for Management traffic
» Port group APPS-1632 with VLAN ID 1632 for vMotion traffic
» Port group APPS-1635 with VLAN ID 1635 for VSAN traffic

& dVSwitch ACTIONS Vv

Summary Monitor Configure Permissions Ports Hosts VMs Networks
Distributed Port Groups Uplink Port Groups
Name 1 v VLANID ~  NSXPort Group ID ~ VNI ~  PortBinding

2) APPS-1601
(2) APPS-1602
(2 APPS-1603
2) APPS-1604
(2) APPS-1605
(2) APPS-1606
2) APPS-1607
) APPS-1608
(2) APPS-1609
£ APPS-1610
2) APPS-1611

(2) APPS-1612
2) APPS-1613
2 APPS-1614

VLAN access: 1601

VLAN access: 1602
VLAN access: 1603
VLAN access: 1604
VLAN access: 1605
VLAN access: 1606
VLAN access: 1607
VLAN access: 1608
VLAN access: 1609
VLAN access: 1610
VLAN access: 1611

VLAN access: 1612
VLAN access: 1613
VLAN access: 1614

Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)

Static binding (elastic)

FIGURE 23. Site A vSphere Distributed Switch Port Group Configuration
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For Site B, VDS az2-dvSwitch uses 2x 10GbE adapters per host:
» 2 X 10GbE uplinks for VM traffic and VMkernel non-VM traffic

The following distributed switch-port groups were created for Oracle VM traffic to balance traffic across the available uplinks:

» Port group APPS-1810 with VLAN ID 1810 (Subnet 172.18.10.1/24) is for VM user traffic

« Port group APPS-1805 with VLAN ID 1805 (Subnet 172.18.05.1/24) and APPS-1806 with VLAN ID 1806 (Subnet 172.18.06.1/24) for
Oracle Private traffic with two active/active uplinks set to Route based on originating virtual port.

« Port group APPS-1809 with VLAN ID 1809 (Subnet 172.18.09.1/24) is for SRM Test Network
» Port group AZ2-COMP-MGMT with VLAN ID 1631 for Management traffic
» Port group AZ2-COMP-VMOTION with VLAN ID 1632 for vMotion traffic
» Port group AZ2-COMP-NFS with VLAN ID 1635 for NFS and vSAN traffic

az2-dvSwitch ACTIONS V

Summary Monitor Configure Permissions Ports Hosts VMs Networks
Distributed Port Groups Uplink Port Groups
Name v  VLANID ~  NSXPort Group ID ~  WNI ~  PortBinding

2y APPS-1801

[2) APPS-1802

2) APPS-1803

[2) APPS-1804

[2) APPS-1805

[2) APPS-1806

&) APPS-1807

) APPS-1808

2y APPS-1809

[2) APPS-1810

2) AZ2-COMP-MGMT
) AZ2-COMP-NFS

[2) AZ2-COMP-VMOTION

vmware

VLAN access: 1801
VLAN access: 1802
VLAN access: 1803
VLAN access: 1804
VLAN access: 1805
VLAN access: 1806
VLAN access: 1807
VLAN access: 1808
VLAN access: 1809
VLAN access: 1810
VLAN access: 1631
VLAN access: 1635
VLAN access: 1632

FIGURE 24. Site B vSphere Distributed Switch Port Group Configuration

Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)
Static binding (elastic)

Static binding (elastic)

(

(

(

(

(

(

Static hinding (elastic)

Static hinding (elastic)

Static binding (elastic)

Static binding (elastic)

Static binding (elastic)

Static binding (elastic)
(

Static binding (elastic)
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For VMware Cloud on AWS, each ESXi server contains

(1) 25GbE adapter per host.

@ B @ [ 10.129.32.4 | crions v
v @ veentersddc-44-232-220-4vmwarevmccom  Summary  Monitor  Configure  Permissions  VMs  Datastores  Networks  Updates
v [l) SDDC-Datacenter .
v ()] Cluster-1 Storage > Physical adapters
Networking v Add Networking Refresh Edit.
[ 10129325 Virtual switches Device Y Actual Speed Y Configured Speed Y Switch Y MACAddress Y Observed IPRanges

pute- ]
> (O Compute-ResourcePool e

> (@ Mgmt-ResourcePool
> 101291284

TCP/IP configuration

Virtual Machines v

VM Startup/Shutdown

Al Properties  CDP
Agent VM Settings
Default VM Compatibiity  poir
Swap File Location Name:
Location
System > Driver
Hardware > status
Status
Virtual Flash > Actual speed, Duplex

Configured speed, Duplex
Alarm Definitions Networks
Scheduled Tasks
Network I/O Control
status

SR-IOV
tatus

Cisco Discovery Protocol

Physical network adapter: vmnicO

LLDP

Amazon, Inc Elastic Network Adapter (VF)
vmnicO

PCI 0000:04:00.0

ena

Connected

25 Gbit/s, Full Duplex
25 Gbit/s, Full Duplex
No networks

Allowed

Not supported

@ Cisco Discovery Protocol is not available on this physical network adapter

Link Layer Discovery Protocol

@ Link Layer Discovery Protocol is not available on this physical network adapter

FIGURE 25. VMware Cloud on AWS ESXi Server Networking Details

¥

Wake on LAN Supported

SRIOV Status

orted

To create a logical segment, navigate to the VMware Cloud on AWS portal and click Networking & Security. Click Segments, then Add

Segments. The illustration below provides an example:

< ALLSDDCs

@ VSLAB-SDDCO1 | WM an AwS ) LS Weasl (ragen)

Summery Networking & Security  Add Cns Maintenance Troubleshooting Settings Support
Overview Segments
Network Segment, List Segment Profiles
Segments
VPN | apo seament
MAT
Tier-1 Gateways Seqment Name Type Subnets
Transit Connect
> @ OraclePrivate Disconnected 192,168.140.1/24
Security
Gateway Firewal 3y B L2E_CraceWorklosds-71687-878db786 Diseonnected 192.168.6.1/24
Distributec: Firewall
> @ L2E_SC2-COMP-ORACLE-1637-8780b786 Disconnacted 17216.37.1/24
Inventory

FIGURE 26. Logical Network Details

vmware

OPEN VCENTER

ACTIONS ¥

EXPAND ALL

status (D)
@ success
@ Success G

@ Success C
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Fill in the required details as shown above. Select the Disconnected option and specify the CIDR block of the segment in the Gateway/
Prefix Length field. Click Save when done.

As mentioned before, a disconnected network segment has no uplink and provides an isolated network accessible only to the VMs
connected to it.

< ALL SDDCs
OPEN VCENTER

[T |

@ VMC-VSLAB | wMconaws © us west oregon

Summary Networking & Security Add Ons Maintenance Troubleshooting Settings Support

Overview Segments G
Network SegmentList  Segment Profiles

Segments

VPN ADD sEGHMENT | COLLAPSE ALL Q, search

NAT

Tier-1 Gateways Segment Name Type Subnets status ©

Transit Connect

v @ AppsTeamOl Routed 17216115.1/24 @ Success C

Security

Seiswavipicuel VEN Tunnel D Not set Domain Name Not set VEw sTATISTICS

Distributed Firewall

Description Not ot Tags o VIEW RELATED GROUPS

Inventory

SIotRE > SEGMENT PROFILES

Services

A > DHCP STATIC BINDINGS
Tools o v Orecle Private Disconnected 192.168.115.1/24 @ Success C

IPFIX

Port Mirroring VPN Tunnel ID Not Set Domain Name Not Set i sTaTISTICS
System pesctiption ot set Tags o VIEW RELATED GROUPS

DNS

DHCP >  SEGMENT PROFILES

Global Configuration 5 DHCP STATIC BINDINGS

Public IPs

Direct Cornect

Conrected VPC

FIGURE 27. Logical Segments for Public and Private Network

Learn more about VMware Cloud on AWS logical networks.

The following are logical segments for Oracle VM traffic on VMware Cloud on AWS:

» Logical Segment Apps Team 01 (Subnet 172.16.115.1/24) for VM user traffic
« Logical Segment Oracle Private (Subnet 192.168.115.1/24) for VM private traffic

The following extended segments were created for Oracle VM traffic between on-premises Site A and VMware Cloud on AWS:

» Port group BCA-L2VPN for L2VPN for VM user traffic (non-Hybrid Cloud Extension traffic) enables VMs to keep the same
subnet when migrating from on-premises data centers to the cloud and back.

» Port group BCA-VPN-Network for routed VM: traffic enables VMs to communicate—or ping each other—without being on
the same subnet.

vSphere vMotion enables live migration of running (i.e., powered on) VMs from an on-premises host to a host in VMware Cloud on
AWS, with zero downtime for the application (less than one second switchover time), continuous service availability, and complete
transaction integrity. Furthermore, by enabling certain advanced configurations, vMotion migration between on-premises VMs and
VMware Cloud on AWS can be enabled across various VDS versions.

VMware Cloud on AWS provides multiple ways to establish network connectivity from on-premises environments, including different
types of VPNs and AWS Direct Connect (DX). AWS DX is a service provided by AWS that allows creation of a high-speed, low-latency
connection between an on-premises data center and AWS services, including VMware Cloud on AWS.
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Learn more about AWS Direct Connect.

Learn more about live vSphere vMotion migration between on-premises data centers and VMware Cloud on AWS.

If a custom MTU size has been configured for on-premises port groups, it’s important to recheck the MTU size and packet
defragmentation after migrating to VMware Cloud on AWS.

For now, the default MTU size for inter-SDDC networks is 8950 and is configurable on direct access-based connections (should be set
equally on all VIFs). For VPN-based connections, the MTU will be 1500. After changing the MTU size (switching to jumbo frames),
always test the final configuration to ensure that no defragmentation is happening along the path. Defragmentation may have higher
negative impact on the performance compared to gains from using jumbo frames.

Learn more about VMware Cloud on AWS MTU.

Storage Configuration
On Site A, each of the 4 ESXi servers contains 2 x QLogic ISP2812-based 64/32G Fibre Channel to PCle Controllers for FC storage.

[ sc2esx09.vslab.local ACTIONS v

summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage v  Storage Adapters
+ Add Software Adepter 5 Refresh  [2) Rescan Storage.. | & Rescan Adapter Remove
Storage Devices Adapter T  Type T  Status T Identifier Y Targets T  Devices
Host Cache Configuration » Model: Dell BOSS-S1 Adapter
Protocol Endpeints » Model Dell HBA330 Mini
/O Filters 4 Model: ISP2812-based 64/32G Fibre Channel to PCle Controller

Networking > = vmhbad Fibre Channel Online 8
& wmhbab Fibre Channel Online 20:00:34:80:0:70:36:¢1 21:00:34:80:0c:70:36:c 7 7
Virtual Machines >
& vmhbaba Fibre Channel Online 20:00:34:80:0¢:70:36:¢0 21:00:34:80:0¢t70:36:c0 0 o
System > & vmhbaB5 Fibre Channel Online 20:00:34:80:0d:70:36:¢1 21.00:34:80:04:70:36:¢1 0 o
CEEDS N ¥ Model: Lewisburg SATA AHCI Controller
Virtual Flash >
Alart Definitions Properties Devices Paths
Seheduled Tasks 2 Refresh Attach Detach Rename
Pure Storage > Name 4 ~  LUN v Type ~  Capacity ~  Datastore ~  Operational State ~  Hardware Acceleration ~  Drive Type
INFINIDAT NFINIDAT Fibre Channel Disk (naa.6742b0f0000006d0000000000. . n disk 45.47 B = oralnfiniclat Auachad Supported HDOD
NFINIDAT Fibre Channe| RAID Ctlr (naa.6742b0f0000006d000000 5} array control Not Consumed Attached Not supported HDD
PURE Fibre Channel Disk (naa624a9370a841b405a3a348ca000118) 253 disk 100MB  NotConsumed Attached Supported Flash
PURE Fibre Channel Disk (naa624a9370a841b405a3a348ca000119.. 254 disk 100078 Mot Consumed Attached Supported Flash
PURE Fibre Channe| Disk (naa624a9370a8412405a3a348ca00012 251 disk 20007B = oraPure Atached Supported Flash
PURE Fibre Channel Disk (naa624a9370s841b405a32348ca00012a 252 disk 50000 GB Mot Consumex Attached Supported Flash
PURE Fibre Channel Disk (naa624a9370a8415405a3a348ca000130.- 250 disk 200078 (3 Orasc2 Attached Supported Flash

FIGURE 28. Site A ESXi Server Storage Adapter
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B sc2esx09.vslab.local ACTIONS v

Summary Monitor Configure Permissions VMs Datastores MNetwaorks Updates
Storage v Storage Adapters
+ Al Software Adapter 53 Refresh [ Rescan Storage.. G Rescan Adapter Remove
Storage Devices Adepter T Type ¥ Sews ¥ Identifier T Tergats Y  Devicas

Host Cache Configuration

Model: Dell BOSS-51 Adapter

Protece| Endpoints Modlel: Dell HBA330 Mini

VO Filkers 4 Model: ISP2812-based 64/32G Fibre Channel to PCle Controller
Networking > <& wmhbad Fibre Channe! Online 20:00:34:80:0d:70:36:¢0 21:00:34:80:04 70:36:<0 a8 7
Virtual Machines >
<& wmhbab4 Fibre Channe! Online 20:00:24:80:0c:70:36:c0 21:00:34:80:0d.70:36:c0 [+ [+

System > <& vmhba65 Fibre Channel| Online 20:00:34:20:0ck:70:36:¢1 21:00:34:80:0c70: 36:c1 o [v)

Hardware S b Model Lewisburg SATA AHC| Contraller

Virtual Flash >

Alarm Definitions Properties  Devices  Paths

Scheduledilazxe 2 Refresh Auach [ Detach [Z Rename

Pure Storage > Name ~  LUN v Type v Capacty v Datastare v Operatianal State v Hardware Acceleration v Drive Type

INFINIDAT NFINIDAT Fibre Channel Disk (naa.§742b00000008d0000000000. n clisk 4547 TB @ Ovralnfinicat Artached Supporied HDD
NFINIDAT Fibre Channel RAID Ctlr (naa.6742b0f0000006000000 0 array control. - Mot Consumed Attached Not supported HDD
PURE Fibre Channel Disk (naa624a9370a841b405a3a348¢a000130... 250 disk 200078 = orasc2 Antached Supported Flash
PURE Fibre Channel Disk (naa624a9370a841h405a3a348¢a00012... 251 clisk 2000 7TB @ OraPure Attached Supporied Flash
PURE Fibre Channel Disk (naa524a9370a841b405a3a348ca00012a. . 252 disk 500.00 GB Net Consumed Attached Supported Flash
PURE Fibre Channel Disk (naa624a9370a841b405a3a348¢a000118f1) 253 disk 100 MB Not Consumed Attached Suppored Flash
PURE Fibre Channel Disk (naa624a2370a841b405a3a348¢a000119. 254 disk 10.00 TB Not Consumed Attached Supported Flash

FIGURE 29. Site A ESXi Server FC Storage Connections

Site A contains the following VMFS, vWOL, NFS and vSAN datastores as shown below:

[(h BCA-SiteC ‘ ACTIONS V

summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

laaﬂ Datastore Clusters

Name v Status v | Type Datastore C.. ¥ Capacity v Free

B SC2-TINTRI-EC6090 ~/ Normal NFS 3 12516 TB 83.96 TB
B OraTinui ~/ Normal NFS 3 12516 1B 83.96 TB
B datastore1 (7) " Normal VMFS 6 95.5 GB 94.09 GB
B orasc2 v Normal VMFS 6 207B 1857 1B
B datastorel (4) ~/ Normal VMFS 6 95.5 GB 94.09 GB
B sc2-Pure-Templates ~/ Normal VMFS 6 207TB 12.24 1B
& oraPure v/ Normal VMFS 6 50 TB 457 1B
& datastore1 (8) v Normal VMFS 6 95.5 GB 94.09 GB
B oralnfinidat ~/ Normal VMFS 6 45.47 1B 45.47 1B
B datastorel (3) ~/ Normal VMFS 6 95.5 GB 94.09 GB
= MsPure v Normal VMFS 6 207TB 1952 1B
= BCA-SiteC-vSAN ~/ Normal VSAN 6.99 1B 563 TB
B oravvoL ~/ Normal wWol 8192 TB 819116 TB

FIGURE 30. Site A Datastores
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On Site B, each of the 4 ESXi servers contains 2 x Emulex LightPulse LPe32000 Gen 6 16/32G PCle Fibre Channel Adapters for FC storage.

B az2esx22.vslab.local ACTIONS v

Surrmary Meonitor Configure Permissions VMs Datastores Networks Updates
Storage v Storage Adapters
-+ Add Software Adapter 2 Refresh  [Z; Rescan Storage.. | < Rescan Adapter Remove
Storage Devices Adapter T Type T Staws T Iidentifier T Targets ¥  Devices
Host Cache Configuration » Model: Dell BOSS-51 Adapter
Protocol Endpents » Model: Dell HBA330 Adapter
/O Filters 4 Model: Emulex LightPulse LPe32000 FCle Fibre Channel Adapter
Netwerking >
Fibre Channel Online 20:00-00:10:9b:34:45.71 10:00:00:10:9b: 34:45:71 7 3
Virtual Machines >
& wmhbagd Fibre Channel Online 20:00-00:10:90:34:45.70 10:00:00:10:9b:34:45:70 o o
System > & wmhbats Fibre Channel Online 20:00:00:10:9k:34:4571 10:00:00:10,96; 34:45,71 o 5}
CE) N ¥ Modlel: Lewisburg SATA AHCI Controller
b Model: Ulrastar SNIDO/SN150 NVMe SSD
Virtual Flash >
Aarm Definitions Properties Devices Paths
Scheduled Tasks .
&= Refresh Auach Detac! Rename
Pure Storage >
Name v LUN v Type v | Capacity v Datastors v Operaticnal State v Hardware Accelaration v Drive Type
NFINIDAT Fibre Channel RAID Cir (nas 674260f0000006d00000.. 0 array contro.. Mot Consumed Ausched Not suppertec HDD
PURE Fibre Channel Disk inaa.624a9370fabf667e843b44c500011 253 disk 1.00 ME Mot Coansumed Attached Suppoerted Flash
PURE Fibre Channel Disk (naa 624a93701ahf667e849b44c50004.. 254 disk 300076 (B AZ2-OraPu..  Auached Supported Flash

FIGURE 31. Site B ESXi Server Storage Adapter

B az2esx22.vslab.local ACTIONS v

summary Manitor Configure Permissions VMs Datastores Networks Updates

Storage v Storage Adapters
+ Add Software Adapter = Refresh [ Rescan Storage.. | G Rescan Adapter Ren
Storage Devicas Adspter T Type T Status T Identifier T Targets T  Devices
Haost Cache Configuration b Model Dell BOSS-S1 Adapter
Protecel Endpeinis ¥ Model: Dell HBA330 Acapter
/O Fiters 4 Model: Emulex LightPulse LPe32000 PCle Fibre Channel Adapter
Networking > & vmhbad Fibre Channel Online 20:00:00:10:9b:34:45.70 10:00:00:10:9h:34:45.70 2 3
Virtual Machines >
& vmhbagd Fibre Channel Online 20:00:00:10:95:34:45:70 10:00:00:10:9b:32:45:70 8 o
System > & vmhbags Fibre Channel Online 20:00:00:10:95:34:45:71 10:00:00:10:95:34:45:71 8 o
Hardware N » Model: Lewisburg SATA AHCI Contreller
» Model: Ulirastar SNIO0/SN150 NVMe SSD
Virtual Flash >
Aarm De’nitions Properties Devices Paths
Schaduled Tasks
Refresh Attach Detach Rename
Pure Storage
Name v LUN v Type v Capacity v Datastore ¥ Operational State ¥ | Herdware Accelaration v | Drive Type
NFINIDAT Fibre Channel RAID Cur (naa.6742b010000006d00000. - O array contro.- Not Consumed Auached Mot supported HDD
PURE Fibre Channel Disk {naa624a9370fabf667e849h44c50001 253 disk 100MB Mot Consumed Attached Supported Flash
PURE Fibre Channel Disk (na6.624a9370Mab(567¢849b44c50004. 254 disk 300078 [ AZ2-OraPu Attached Supported Flash

FIGURE 32. Site B ESXi Server FC Storage Connections
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Site B contains the following VMFES, vWOL, NFS and vSAN datastores as shown below:

AZ2-DC ACTIONS V

Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

Datastore Clusters Datastore Folders

Name ~  Status ~ | Type 1 v | Datastore... ~ Capacity v Free

@ AZ2-TINTRI-EC6090 /" Normal NFS 3 12518 1B 83.997TB
@ AZ2-OraPure ~/ Normal VMFS 6 30TB 29857B
@ AZ2-vSAN /' Normal vSAN 786 TB 772 7B

B az2oravvoL v Normal wWol 8192 TB 8192 1B

FIGURE 33. Site B Datastores

As indicated earlier, VMware vSAN can set availability, capacity, and performance policies per VM.

In the case of VMware Cloud on AWS, which uses VSAN storage internally, all VMs running inside the cloud SDDC consume storage
capacity and leverage storage services from the vVSAN datastore. Management workloads and the workloads belonging to a single
VMware Cloud on AWS customer are located on the same VSAN cluster.

However, the cloud SDDC introduces a new VSAN capability that provides two logical datastores instead of one. One of these datastores,
vsanDatastore, is used to store the management VMs; the other datastore, WorkloadDatastore, is used for the customer VMs.

SDDC-Datacenter ACTIONS V

Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates
Datastore Clusters Datastore Folders
Name 1 ~  Status v Type v  Datastore.. ~  Capacity ~  Free v
E vsanDatastore /' Normal VSAN 2074 TB 1439 TB
@ WorkloadDatastore /' Normal VvSAN 2074 TB 1439 TB

FIGURE 34. VMware Cloud on AWS vSAN Datastore
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VMware creates and operates a separate resource pool to manage customer workloads. Customers have the option of creating child
resource pools but cannot configure compute policies at initial availability.

v [ veenter sdde-36-155-246-32. vme vmware.com

+ [l SDDC-Datacenter @ Compute-ResourcePool | actions~

s Cluster-1 Summary Monitor Configure Permissions. Resource Pocls Whs
E’ 10.73.80.68 This pagl f Total
[3 10.73.80.69 VM3 and Templates: 17717
= Povnired on VM 13713
E’ 10.73.80.70 Child Resource Pools: 00
[1 10.73.80.84 Child wapps: 0/0
[4, 10.73.80.85
[3 10.73.80.86
> (@ compute-ResourcePosl Resgurce Settings o Related Objects
> @ Mgmt-ResourcePool cou
Shares Nermal (4000)
Reservation Expandable
Limit Unlimited
Worst Case Allocation G5.600 MHz
Memory
Shares Nermal (163840)
Reservation Expandable
Lirmnit Unlimited
Warst Case Allacation 5600 ME
Tags ~

FIGURE 35. VMware Cloud on AWS Compute Resource Pool
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The default vVSAN storage policy, vSAN Default Storage Policy, on VMware Cloud on AWS is shown below:

VM Storage Policies

Description

Rule-set 1: VSAN

Placement
Storage Type
Site disaster tolerance
Failures to tolerate
Number of disk stripes per object
IOPS Iimit for object
Object space reservation
Flash read cache reservation
Disable object checksum
Force provisioning
Encryption services
Space efficiency

Storage tier

CREATE EDIT CLONE REAPPLY RESET

()| Name ve

)] EE VEIaygSIIsiie Stlays puiicy - SNy P (7 Y ST IO T ST S~ £ U2~ £ £ 1= Y TV aT SV TSSO
D @ Management Storage Policy - Large Q vcenter.sddc-44-232-220-144.vmwarevmc.com
O E Management Storage Policy - Regular (%) veenter.sddc-44-232-220-144.vmwarevmc.com
D E@ Management Storage Policy - Single .. ﬂ vcenter.sddc-44-232-220-144. vmwarevmc.com
G @ Management Storage Policy - Stretch... Q vcenter.sddc-44-232-220-144. vmwarevmc.com
D @ Management Storage Policy - Stretch... (7)) veenter.sddc-44-232-220-144.vmwarevme.com
D @ Management Storage policy - Thin () veenter.sddc-44-232-220-144.vmwarevmc.com
0 E& VM Encryption Policy (2 veenter.sddc-44-232-220-144.vmwarevme.com
D @ VMC Workload Storage Policy - Clust... ﬂ vcenter.sddc-44-232-220-144. vmwarevmc.com

v vSAN Default Storage Policy .scdc-44-232-220-144.vmwarevme.com
D E2 VVol No Requirements Policy (7 vcenter.sddc-44-232-220-144 vmwarevmc.com
1

Rules VM Compliance VM Template Storage Compatibility
General
Name vSAN Default Storage Policy

Storage policy used as default for vSAN datastores

VSAN

None - standard cluster
1 failure - RAID-1 (Mirroring)
1

o}

Thin provisioning

0%

No

No

No preference

No preference

No preference

FIGURE 36. VMware Cloud on AWS Default vSAN Storage Policy

Learn more about vSAN Storage Policies and RAID configuration options on VMware Cloud on AWS.

VMware and Oracle Configuration
For on-premises Site A, two VMs were configured:

« One VM for production single-instance Oracle VM Oracle19c12-OEL83
» One VM for production single-instance Oracle VM Oracle19¢c-OL8-Primary

For on-premises Site B, one VM was configured:

» One VM for DR single-instance physical standby Oracle VM Oracle19¢c-OL8-Standby for the primary database Oracle VM
Oracle19¢-OL8-Primary on Site A

vmware
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Storage for the three on-premises VMs was provisioned as indicated below:
- Production single-instance Oracle VMs Oracle19¢12-OEL83 and Oracle19¢c-OL8-Primary are provisioned on Pure Storage X50
All-Flash FC Block VMFS6 datastore.

- DR single-instance physical standby Oracle VM Oracle19¢-OL8-Standby is provisioned on Tintri T880 All-Flash NFS Storage with
support for vSphere APIs for array integration (VAAI).

The on-premises Site A and Site B single-instance and physical standby VMs were created with the following components and settings:

» 8 vCPUs and 32GB memory

- Oracle Enterprise Linux 8.3 OS

« Oracle 19.12 Grid infrastructure and RDBMS binaries installed on all VMs

» Oracle SGA set to 16GB, and PGA set to 6GB for all database instances

» Oracle ASM and Oracle ASMLib

« All ASM disk groups disks are presented on different PVSCSI controllers for purposes of performance and queue depth.

- All database-related VMDKs are partitioned using Linux utilities, with proper alignment offset and labeled Oracle ASMLib.

» For sake of simplicity and illustration, one ASM Disk Group was created (DATA_DG), housing all datafiles, control files, redo log files
and archive log files. Separate ASM diskgroups for these components are recommended per best practice.

» All VMs host both Oracle Grid and RDBMS 19.12 multi-tenant production database oral9c with a pluggable database pdb1.

Network details for VM Oracle19¢c-OL8-Primary are as follows:

- VM network adapter is connected to port group APPS-1614 and assigned an IP address 172.16.14.50

Network details for VM Oracle19¢c-OL8-Standby are as follows:
- VM network adapter is connected to port group APPS-1810 and assigned an IP address 172.18.10.51

I . = o cf A = o
& Oracle19c-OL8-Primary 02 & Q ACTIONS v & Oracle19c-OL8-Standby o2 & % ACTIONS V
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS Oracle Linux 8 (64-bit) Guest OS: Oracle Linux 8 (64-bit)
Compatibility:  ESXi 7.0 U2 and later (VM version 19) Compatibility: ESXi 7.0 U2 and later (VM version 19)
VMware Tools:  Running, version:11328 (Guest Managed) VMware Tools: Running, version:11328 (Guest Managed)
MORE INFQ — — — — _ MORE INEQm — — = — _
DNS Name: =~ oracle19c-ol8-primary.vslab. local \’ DNS Na'ne:, = ’orac\e19c—o\8-standby.vs\ab.\oc;\ \ \
IP Addressess §1E.16 14.50 - IP Addresses - 17218.10.51 _
AT (O GENERE Host: sc2esxT0 V18D, [GeaT LAUNGH WEB CONSOLE Host T Teodvslablogam — =
LAUNCH RemoTE consoLe @ 0 @ EE] LAUNCH REMOTE coNsoLE @ 0 {I‘—é
VM Hardware VM Hardware
> CPU 8 CPU(s) > CPU 8 CPU(s)
> Memory [] 32 @B, 0.32 6B memory active 5 DOy [] 32 6B, 0.32 B memory ctive
= g0ce > Hard disk 1 80 GB
Total hard disks 3 hardl disks Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 (connected) > NEER ey APPS-1810 (connected)
CD/DVD drive 1 Disconnected 9 CD/DVD drive 1 Bl
i et 8 VB > Video card 8MB
VMCI device Device on the virtual machine PCl bus that provides support for the VI o Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface -
virtual machine communication interface

> Other Additional Hardware .
> Other Additional Hardware

Compatibility ESXI 7.0 U2 and later (VM version 19) . ) )
Compatibility ESXi 7.0 U2 and later (VM version 19)

Edit Settings..
Edit Settings.

FIGURE 37. Single-Instance Oracle19¢c-OL8-Primary and Physical Standby Oracle19¢c-OL8-Standby VM Details
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Details for VM Oracle19¢12-OELS83 are as follows:

- VM network adapter is connected to port group APPS-1614 and assigned an IP address 172.16.14.45

& Oracle19¢12-OEL83 o2 @@ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11328 (Guest Managed)

MORE INFO
DNS Name: oracle19cl12-0el83
IP Addresses: 172.16.14.45
Host: sc2esx10.vslab.local
LAUNCH WEB CONSOLE
LAUNCH REMOTE coNsoLE @ [_\ @ ﬂil
VM Hardware
> CPU 8 CPU(s)
> Memory D 32 GB, 0.64 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 {connected)
CD/DVD drive 1 Disconnected
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 38. Single-Instance Oracle19¢12-OEL83 VM Details

The table below details the Oracle VM Oracle19¢12-OEL83, Oracle19¢c-OL8-Primary and Oracle19c-OL8-Standby disk layout and ASM
disk group configuration:

NAME SCSI TYPE SCSI ID SIZE TYPE HARD DISK DISK NAME
(CONTROLLER, LUN)

Operating Paravirtual SCSI (0:0) 80 GB ext4 file system 1 /dev/sdal
System (OS) /

Oracle binary Paravirtual SCSI(0:1) 80 GB ext4 file system 2 /dev/sdb1
disk /uO1
DATA Disk 1 Paravirtual SCSI (1:0) 500 GB DATA_DG 3 DATA_DISKO1

TABLE 9. VMs Oracle19c¢12-OEL83, Oracle19¢c-OL8-Primary and Oracle19¢c-OL8-Standby Disk Layout
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The table below summarizes the network details:

» Production single-instance Oracle VM Oracle19¢12-OEL83

» Production single-instance Oracle primary VM Oracle19¢-OL8-Primary with production single-instance Oracle physical standby
Oracle19¢-OL8-Standby

NETWORK SITE AVM SINGLE-INSTANCE PRIMARY SINGLE-INSTANCE STANDBY
VM Name Oracle19¢12-OEL83 Oracle19¢c-OL8-Primary Oracle19¢-OL8-Standby

Public FDQN oracle19c12-0el83.vslab.local oracle19c-ol8-primary.vslab.local oracle19c-ol8-standby.vslab.local
Public IP 172.16.14.45 172.16.14.50 172.18.10.51

For VMware Cloud on AWS, one single-instance Oracle VM Oracle19¢12-OEL83-VMC was configured.
Storage for the VMware Cloud on AWS VM was provisioned on HCI vVSAN storage.
The VMware Cloud on AWS single instance was created with the following components and settings:

« 8 vCPUs and 32GB memory

» Oracle Enterprise Linux 8.3 OS

- Oracle 19.12 Grid infrastructure and RDBMS binaries installed on all VMs

 Oracle SGA set to 16GB, and PGA set to 6GB for all database instances

- Oracle ASM and Oracle ASMLib

« All ASM disk groups disks are presented on different PVSCSI controllers for purposes of performance and queue depth.

» All database-related VMDKs are partitioned using Linux utilities, with proper alignment offset and labeled Oracle ASMLib.

» For sake of simplicity and illustration, one ASM disk group was created (DATA_DG) housing all datafiles, control files, redo log files
and archive log files. Separate ASM diskgroups are recommended for these components per best practice.

» VM hosts both Oracle Grid and RDBMS 19.12 multi-tenant standby production database oral19c¢ with a pluggable database pdb1.

Network details for VM Oracle19c¢12-OEL83-VMC are as follows:
- VM network adapter is connected to port group Apps Team 01 and assigned an IP address 172.16.115.45

vmware

REFERENCE ARCHITECTURE | 44



Oracle Workloads on VMware Hybrid Multi-Clouds

q A = e
& Oracle19¢12-OEL83-VMC 0o @ AETENS 7
Summary Monitor Configure Permissions Datastores Networks Snapshots
Guest OS: Oracle Linux 8 {64-bit)
Compatibility: ESXi 7.0 and later (VM versicn 17)
VMware Tools: Running, version:11328 (Guest Managed)
MORE INFO
DNS Name: oracle19¢12-0el83
IP Addresses: 172.16.115.45
Host: 10.129.32.5
LAUNGH WEB CONSOLE
LAUNCH REMOTE CONSOLE @ A @ ﬂil
VM Hardware
> CPU 8 CPU(s)
> Memory D 32 GB, ¢.32 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 Apps Team O1 {connected)
CD/DVD drive 1 Disconnected 9

Video card

v

VMCI device

v

Other

Compatibility

Edit Settings...

8 MB

Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface

Additional Hardware

ESXi 7.0 and later (VM version 17)

FIGURE 39. Single-Instance Oracle19¢12-OEL83-VMC VM Details

The table below details the Oracle VM Oracle19¢12-OEL83-VMC disk layout and ASM disk group configuration:

NAME SCSITYPE SCSI ID SIZE TYPE HARD DISK DISK NAME
(CONTROLLER, LUN)

Operating Paravirtual SCSI (0:0) 80 GB ext4 file system 1 /dev/sdal

System (OS) /

Oracle binary Paravirtual SCSI (0:1) 80 GB ext4 file system 2 /dev/sdb1

disk /u01

DATA Disk 1 Paravirtual SCSI (1:0) 500 GB DATA_DG 3 DATA_DISKO1

TABLE 10. VMs Oracle19¢12-OEL83-VMC Disk Layout

vmware
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The table below summarizes the network details for cloud single-instance Oracle VM Oracle19¢12-OEL83-VMC:

NETWORK VMWARE CLOUD ON AWS VM
VM Name Oracle19¢12-OEL83-VMC

Public FDQN oracle19c12-oel83-vmc.vslab.local
Public IP 172.16.115.45

TABLE 11. VMs Oracle19¢12-OEL83-VMC Network Details

See Appendix A for the complete list of Oracle initialization parameters for the RAC vmcrac database.

All best practices for Oracle workloads on a VMware SDDC were followed in accordance with the
Oracle Databases on VMware Best Practices Guide.
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VMware Hybrid Cloud Extension Configuration
VMware Hybrid Cloud Extension was used for migrating Oracle workloads from Site A to VMware Cloud on AWS.

The hybrid cloud extension connector at Site A (VSLAB) initiates site pairing and the service mesh appliances initiate the interconnect
tunnels. The Hybrid Cloud Extension Cloud Manager and the service mesh appliances at the public cloud (VMware Cloud on AWS -
VMC-VSLAB) are the receivers.

Learn more about VMware Hybrid Cloud Extension Deployment types.

Refer to Hybrid Cloud Extension Installation Workflow for Hybrid Cloud Extension Public Clouds for activating Hybrid Cloud Extension
on VMware Cloud on AWS.

Download, deploy and activate the Hybrid Cloud Extension Manager in the source environment using the Hybrid Cloud Extension
Connector OVA as per Hybrid Cloud Extension Installation Workflow for Hybrid Cloud Extension Public Clouds.

Pair Hybrid Cloud Extension Connector with Hybrid Cloud Extension Cloud as outlined in Adding a Site Pair.

) Dashboard @ Dashboard

~ Infrastructure

& Site Pairing

& Interconnect Cloud Overview
~ Services

@ Network Extension

0 0 0 0 0

) Disaster Recovery TOTAL VIS MIGRATED VIGRATION IN PROGRESS MIGRATION SCHEDULED NETWORK EXTENSION Vs PROTECTED
~ Administration

& System Updates

# Troubleshooting o Site Pairings

8 Audit Logs

@ Activity Logs
v | & sczwcossiabiocal > ) HCX Cloud - VMC-VSLAB Us
@ DicE

© support Source : httpsi/sc2wvc03.vslab.ocal

Destination : https://hex.sddc-44-232-220-144.vmwarevme.com

&9

DIT SITE PAIRING  REMOVE SITE PAIRING

NEW SITE AAIRING

Active Migrations o Migrations Overview
8 scawvcosvsisblosal - ) scomconveisniocal - Thiswortn
No migrationsn progress! No migrations i last 0 days.
@ Site Pairing
& [ hexvslab.local-enterprise g @ HCX Cloud - VMC-VSLAB
@ https://172.16.31.150:443 & hittpsi/hex.sddc-44-232-220-144 ymwarevme.com
© santa Clara © US West 2 (Oregon)

1Interconnect(s)

EDIT CONNECTION DISCONNECT

FIGURE 40. Hybrid Cloud Extension Site Pairing Between Site A (VSLAB) and VMware Cloud on AWS (VMC-VSLAB)
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The Hybrid Cloud Extension Manager (connector) on Site A and Hybrid Cloud Extension Cloud Manager on VMware Cloud on AWS are

as shown below:

& VMware-HCX-Connector-4.2.0.0-18422311 0@ & @& | actonsv
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS: Other 4.x or later Linux (64-bit)

Compatibility:
VMware Tools:

~ <P Addresses

Host: —
LAUNCH WEB CONSOLE

LAUNCH REMOTE consoLE @D [_\ x|

VM Hardware

> CPU

> Memory

> Hard disk 1

> Network adapter 1
CD/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

vmware

ESXi 5.0 and later (VM version 8)
Running, version:10309 (Guest Managed)

MORE INFO
hexvsiablocal T~
172.16.31.150 _-

= = =sZ2eTOB .7 ocal

4.CPU(s)

[ 12 6B, 168 GB memory active
60 GB

APPS-1631 (connected)
Disconnected

4 MB

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface
Additional Hardware

ESXi 5.0 and later (VM version 8)

& hcx_cloud_manager

Summary

Monitor

VM Hardware

>

>

v

v

v

v

CPU

Memory

Hard disk 1

Network adapter 1

CD/DVD drive 1

Video card

VMCI device

Other

Compatibility

el ACTIONS Vv
Configure Permissions Datastores Networks Snhapshots
Guest OS Other 4.x or later Linux (64-bit)
Compatibility:  ESXi 5.0 and later (VM version 8)

VMware Tools:

= —DNs Name:
S < P Addresses

Host:

®© A%

Running, version:10309 (Guest Managed)

SERERER - 5 5 o
hex.sddc-44-232-220-144.vymwarevme.conm ~
10.129.224.25 -7
ponrlxr 2l

4 CPU(s)

[ 12 GB, 312 GB memory active

60 6B

mgmt-app-network (connected)

Disconnected <%
4mB

Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface
Additional Hardware

ESXi 5.0 and later (VM version 8)

FIGURE 41. Hybrid Cloud Extension Manager (Connector) on Site A and
Hybrid Cloud Extension Cloud Manager on VMware Cloud on AWS
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Hybrid Cloud Extension Network profiles for Site A are as shown below:

© Interconnect

Aulti-Site Service Mesh

Compute Profiles Service Mesh Network Profiles Sentinel Management

£3 HCX-Apps-VLAN1614

Network Details MTU
Backing: APPS-1614 1500
vCenter: sc2wvc03.vslab.local

Swilch dVSwitch

hide

EDIT DELETE

&3 HCX-Mgmt-Uplink-Repl-VLAN1631

Network Details MTU
Backing: SC2-COMP-MGMT 1500
vCenter: sc2wvc03.vslab.local

switch dVSwitch

hide

EDIT DELETE

2 HCX-vMotion-VLAN1632

Network Details MTU
Backing: $C2-COMP-VMOTION 1500
vCenter: sc2wvc03.vslab.local

Switch dVSwitch

hide

EDIT DELETE

1P Pools
1P Ranges
172.16.14.140 - 172.16.14.150
1P Pools
1P Ranges
172.16.31.200 - 172.16.31.220
1P Pools

IP Ranges

172.16.32.200 - 172.16.32.220

1P Usage (Used/Total)

o/ 1

1P Usage (Used/Total)

2/

1P Usage(Used/Total)

21

FIGURE 42. Hybrid Cloud Extension Network Profiles for Site A

vmware

Prefix Length

24

Prefix Length

24

Prefix Length

24

Gateway

172.16.14.1

Gateway

172.16.31.1

Gateway

172.16.32.1
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Hybrid Cloud Extension Network profiles for VMware Cloud on AWS are as shown below:

Interconnect

Multi-Site Service Mesh

Compute Profiles | Service Mesh |' Network Profiles }

&2 directConnectNetwork1

Network Details MTU IP Pools
Backing: 35¢l0ed3d-dor0-45d6-8546-17c630517e85 1500 IP Ranges IP Usage(Used/ Total) Prefix Length Gateway
vCenter: veenter.sddc-44-232-220-144.vmwarevmc.com

hide 172.16.205.2 - 172.16.205.100 2/99 24 172.16.205.1

EDIT

22 externalNetwork

Network Details MTU IP Pools
Backing: 16a41420-3575-4ba7-955b-0e53d084cd3e 1500 1P Ranges 1P Usage(Used/Totaly Prefix Length Gateway
vCenter: veenter.sddc-44-232-220-144.vmwarevmc.com

hide 44.241.200.216 o/1 o]
52.26.30.69 o/1

EDIT

£ mgmt-app-network

Network Details MTU IP Pools
Backing: mgmt-app-network 1500 IP Ranges 1P Usage(Used/Totaly Prefix Length Gateway
vCenter: veenter.sddc-44-232-220-144.vmwarevmc.com

hide 10.129.224.26 - 10.129.224.185 2/160 19 10.129.224.1

FIGURE 43. Hybrid Cloud Extension Network Profiles for VMware Cloud on AWS

Hybrid Cloud Extension network mapping for Site A and VMware Cloud on AWS is as shown below:

NETWORK SOURCE NETWORK PROFILE DESTINATION DESTINATION
SITE SITE NETWORK

VM Network Site A Hybrid Cloud Extension-Apps-VLAN1614 VMware Cloud Apps Team 01
on AWS

Management, Site A Hybrid Cloud Extension-Mgmt-Uplink-Repl-VLAN1631 VMware Cloud directConnectNetworki

Replication on AWS

vMotion Site A Hybrid Cloud Extension-vMotion-VLAN1632 VMware Cloud Part of the Service Mesh
on AWS

TABLE 12. Hybrid Cloud Extension Network Details Between Site A and VMware Cloud on AWS
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The compute profile for Site A is as shown below:

© Interconnect

Multi-Site Service Mesh

Compute Profiles Service Mesh

() HCX-Compute-Profile

Service Resources
[Flsc2wvco3.vslab.local
([]] BCA-SiteC

HCX Services

QSSSS

v This Compute Profile is being used in 1 Service Mesh(es).

Service Mesh

HCX-Service-Mesh

EDIT DELETE REVIEW CONNECTION RULES

The summary of HCX-Compu

Edit Compute Profile

Ready to Complete

Glck herg Lo review the configuration. Click Fish Lo create the Compute Profile.

Network Profiles

Sentinel Management

Deployment Container
[Psc2wvco3.vslab.local
([]] BCA-SiteC

Datestore
2 SC2-TINTRI-EC6090
Folder

£ Oracle

Cpu/Memory Reservations

0% @mo%

Paired Site

HCX Cloud - VMC-VSLAB

FIGURE 44. Site A Compute Profile

te-Profile is shown below:

Q Hex-Compute-Profile

[[] BCA-siteC

Deployment

JBBRUBA XOH

vmware

Networks
@HCX-Mgmt-Uplink-Repl-VLAN1631 ( Management
@HCX-vMotion-VLAN1632 ( vMotion | @ EDIT

vSphere Replication) @ EDIT

Network Container (Network Extension Appliance Limit)

@ dvswitch (Unlimited)

HCX Services

BEBOB06

P
3
&
ES
s
5
o
< g
S g
- E
3
dVSwitch z
q
z
o
2
\Summary of HCX-Compute-Profile X

Clusters for Service Enablement

[Psc2wvco3.vslab local
(BCA-siteC

Services selected

Switches configured
dVSwitch

Network profiles configured

HCX-vMotion-VLAN1632

QP

t-Uplink-Repl-VLAN1631

vMotion

Resources for deploying HCX Appliances
[Fsc2wvco3.vslab local
(IBCA-SiteC
Storage
E5C2-TINTRLEC6090
Folder
Proracle

Appliance Count

Network Backing: SC2-COMP-MGMT

IP Ranges: 172.16.31.200 - 172.16.31.220 (19)
Prefix Length: 24

Gateway: 172.16.31.1

Management

Network Backing: SC2-COMP-VMOTION
1P Ranges: 17216.32.200 - 172.16.32.220
20)

Prefix Length: 24
Gateway: 17216.32.1

FIGURE 45. Summary of HCX-Compute-Profile
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The compute profile for VMware Cloud on AWS is as shown below:

Interconnect

Multi-Site Service Mesh

{ Compute Profiles ] Service Mesh Network Profiles

O ComputeProfile(vcenter)

Service Resources Deployment Container Networks

[Pvcenter.sddc-44-232-220-144.vmwarevme.com [Pvcenter.sddc-44-232-220-144.vmwarevme.com @ mgmt-app-network ( Management | ( vMotion | @
[[]] SDDC-Datacenter (@ Mgmt-ResourcePool @ externalNetwork

HCX Services Datastore Network Container (Network Extension Appliance Limit)

& vsanDatastore

NSX-T Enabled Distributed Switch (Unlimited)

O

v This Compute Profile is being used in 1 Service Mesh(es).

Cpu/Memory Reservations

3 0% @5 0%

Service Mesh Paired Site HCX Services
HCX-Service-Mesh hcx.vslab local-enterprise o, e, o, ®, ® e o,
i ORSIEITS

EDIT DELETE REVIEW CONNECTION RULES
FIGURE 46. VMware Cloud on AWS Compute Profile

The summary of VMware Cloud on AWS HCX-Compute-Profile is shown below:

Summary of ComputeProfile(vcenter) X

Clusters for Service Enablement Resources for deploying HCX Appliances

Gvcenter.sddc—44—232—220444.vmwarevmc.com Gvcenter.sddc—44—232—220—144.vmwa revme.com
[[1sDDC-Datacenter OMgmt-ResourcePool

Services selected Storage

@ EI‘;S:'“DatastOre

Switches configured
NSX-T Enabled Distributed Switch Appliance Count;
Network profiles configured
mgmt-app-network ( Management | ( vMotion | Network Backing: mgmt-app-network
— IP Ranges: 18.129.224 .26 - 10.129.224.185 (158)
Prefix Length: 19
Gateway: 10.129.224.1
externalNetwork Network Backing: 16a41420-3575-4ba7-955b-0e53d084cd3e

IP Ranges: 44.241.200.276 (1), 52.26.30.69 (1)
Prefix Length: O

CLOSE

FIGURE 47. Summary of HCX-Compute-Profile
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The service mesh topology on Site A is as shown below:

@ Interconnect

Multi-Site Service Mesh

Compute Profiles Service Mesh Network Profiles Sentinel Management

& HCX-Service-Mesh v EDIT SERVICE MES|
SaTopology [P)Appliances | Tasks

Q Hex-Compute-Profile @ @ @ @ @ @ Q computeProfile(vcenter)
T
5

5 [Hscasiec ooy )

SDDC-Datacenter

[ENEEEEa]

o

B3 oracle () Mgmt-ResourcePool

1| Enabled Distributed i

avswitch

MHOMLIN M3LNIOVLVA
MHOMLIN HELNIOVLVD
4

aB2UBA XOH
JaBeueA XoH

HCX-NET-EXT Appliance

wvcO3.vslab.local/BCA-SiteC)) (hexwvslab.local-enterprise/sc2;

HCX-WAN-IX Applianée
((hcx.vslab.local-eﬁrprise/s cO3.vslab.local/BCA-SiteC)

HCX-WAN-OPT Appliance HCX-WAN-OPT Applia

(hex.vslab.local-enterprise/s¢2wvc03.vslab.local/BCA-SiteC) (HCX Cloud - VMC-VSLAB/center.sddc-44-232-220-144 . vmwarevmc.com/Mgmt-ResourcePool)

HCX-NET-EXT Applianc.e . HCX-WAN-IX Appliance
(hex.vslab.local-enterprise/sc2wvcO3.vslab.local/BCA-SiteC) (HCX Cloud - VMC-VSLABAcenter.sddc-44-232-220-144 vmwarevme.com/Mgmt-ResourcePool )

FIGURE 48. Site A Service Mesh Topology
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The service mesh appliances view on Site A is as shown below:

@ Interconnect

Multi-Site Service Mesh

Compute Profiles  Service Mesh  Network Profiles  Sentinel Management
SuTopology [ZAppliances [ Tasks

Appliances on hcx.vslab.local-enterprise

Appliance Name 7 Appliance Type A IP Address Tunnel Status Current Version
> | Hex-service-Mesh-IX-1l 172.16.31.200 (_ Management )(_vSphere Replication ) up ) #2009,
1d: 19994170-0cd0-46a0-8447-a9ab2d3b6ect B Hoxwanx — R
Compute: BCA-SiteC (Uptink_overidden’) @
Storage: SC2-TINTRI-EC6090
1721652200 ( wwotion ) @
> | Hex-Service-Mesh-WoO-i 7390
3108534-5000-4789-bade-7cASbe6ab733 & proxwan-opt
P— e ) 4200
> | HOX-Service-Mesh-NE-1! 1721631201 | Management (_Upiink Overridden’) (© 0o
1 0126280l5-1¢7¢-4b22-8fa7-77C102604142 _Unink @S
Compute: BCA-SiteC
Storage: SC2-TINTRI-EC6090
Network Container: dVSwitch
Extended Networks: 0/8
3 Appliance(s)
Appliances on HCX Cloud - VMC-VSLAB
Appliance Name Appliance Type IP Address Current Version
HCX-Service-Mesh-IX-Rl 1012922426 ( Management )| vMotion 4200
Bl HOX-WAN-IX
17216.205.2 ( Uplink Overridden )
169.254.105.2 (Uplink Overricden )
HCX-Service-Mesh-WO-R1 7390
HCX-WAN-OPT
HCX-Service-Mesh-NE-R1 10129.224.27 ( Management 4200

T-EXT

172.16.205.3 ( Uplink Overridden )

3 Appliance(s)

FIGURE 49. Site A Service Mesh Appliances
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The service mesh on VMware Cloud on AWS is as shown below:

Interconnect

Multi-Site Service Mesh

Compute Profiles Service Mesh ] Network Profiles

HCX-Service-Mesh

Site Pairing HCX Services
@ HCX Cloud - VMC-VSLAB « & hcx.vslab.local-enterprise o, o,
©US West (Oregony ©Santa Clara Ly @ "o
ComputeProfile(veenter) HCX-Compute-Profile
Uplinks (Cverridden) Uplinks (Cverridden)
@ directConnectNetworkl @ HCX-Mgmt-Uplink-Repl-VLAN1631
VIEW APPLIANCES VIEW TASKS DELETE

FIGURE 50. VMware Cloud on AWS Service Mesh

The service mesh appliances on VMware Cloud on AWS are as shown below:

Interconnect

Multi-Site Service Mesh

| Compute Profiles | Service Mesh 1 Network Profiles.

& HCX-Service-Mesh v
[®lAppliances [E1Tasks

Appliances on HCX Cloud - VMC-VSLAB
c

Appliance Name. T | Appliance Type v | IPAddress Tunnel Status Current Version
> | HCx-Service-Mesh-IX-R1
Id: e3bGaccd-58cl-487d-840b-663c7851aTbs
Compute: Mgmt-ResourcePool

172.16.205.2 (_Uplink_Ovenidden
Storage: vsanDatastore s D) @

> HCX-Service-Mesh-WO-R1
‘Compute: Mgmt-ResourcePool -

up ) 4200

(CX-WAN-IX 10129.224.26 | management ) vMotion ) @D

7390
HCX-WAN-OPT

> | HCx-Service-Mesh-NE-RI
Id: biac3ecob-ee95-4dd7-934d-ebselBscasa
Compute: Mgmt-ResourcePool i —
Storage: vsanDatastore 172162053 (_Upink CEETERED) @
Network Container: NSX-T Enabled Distributed Switch
Extended Networks: 0/8

) 4200
{CX-NET-EXT 10129.224.27 | vanagement ) @ @@=

3 Appliance(s)

Appliances on hcx.vslab.local-enterprise

Appliance Name Appliance Type IP Address Current Version

HCX-Service-Mesh-IX-1l

1721631200 ( Management |(_vSphere Replication )(" Uplink Overridden ) 4200
1721632200 ( vMotion

B [HeX-WAN-IX

7390
HCX-WAN-OPT

HCX-Service-Mesh-WG-I [

HCX-Service-Mesh-NE-I

172.16.31.201 | Management (" Uplink 'Overricden 4200

3 Anplla‘

FIGURE 51. VMware Cloud on AWS Service Mesh Appliances
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Solution Validation

This solution is designed and deployed three separate environments:
For on-premises Site A, one VM was configured:

« One VM for production single-instance Oracle VM Oracle19¢12-OEL83

For on-premises Site A and Site B, one primary-standby VM pair was configured:

» One VM for production single-instance Oracle primary VM Oracle19¢c-OL8-Primary on Site A
« One VM for DR single-instance Oracle physical standby VM Oracle19c-OL8-Standby on Site B

For VMware Cloud on AWS, one single-instance Oracle VM Oracle19¢12-OEL83-VMC was configured.

In this section, we present the test methodologies and processes used in this reference architecture.

Solution Test Overview
The solution validated the following:

» Deployment of a:
- Production single-instance Oracle VM Oracle19¢12-OELS83 on Site A

- Production single-instance Oracle VM Oracle19¢-OL8-Primary on Site A and single-instance physical standby Oracle VM
Oracle19¢c-OL8-Standby on Site B

— Production single-instance Oracle VM Oracle19¢12-OEL83-VMC in VMware Cloud on AWS

» Understanding VMware Hybrid Cloud Extension and Oracle migration methods to migrate Oracle workloads from on-premises
to VMware Cloud on AWS

» Migration of a:
- Production single-instance Oracle VM Oracle19¢12-OEL83 from on-premises Site A to VMware Cloud on AWS

- Production single-instance physical standby Oracle VM Oracle19¢c-OL8-Standby from on-premises Site B to
VMware Cloud on AWS

Test and Performance Metrics Data Collection Tools
The test and performance metrics data collection tools are as indicated below:

Test Tools and Configuration

SLOB Workload

SLOB is an Oracle workload generator designed to stress test storage |/O capability, specifically for Oracle Database using OLTP
workload. SLOB is not a traditional transactional benchmark tool. It is used to validate performance of the storage subsystem without
application contention.

SLOB Configuration
- Database VM with a 16GB SLOB schema
+ SLOB parameter UPDATE_PCT set to 100 to reflect very heavy I/O workload
» Think Time was set O to hit database with maximum requests concurrently to generate extremely intensive batch workload
» SLOB parameter SCALE for the workload set to 16GB with Oracle SGA set to 16GB
+ SLOB parameter REDO_STRESS for the workload set to HEAVY
« SLOB parameter RUN_TIME set to 30 minutes

The detailed SLOB configuration is included in Appendix C: SLOB Configuration.
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Key Metrics Data Collection Tools
The following monitoring tools are used in this solution:

» Oracle Automatic Workload Repository

- (AWR) reports with Automatic Database Diagnostic Monitor (ADDM). AWR collects, processes, and maintains performance
statistics for problem-detection and self-tuning purposes for Oracle Database. This tool can generate reports for analyzing Oracle
performance. ADDM analyzes data in AWR to identify potential performance bottlenecks. For each of the identified issues, it
locates the root cause and provides recommendations for correcting the problem. Learn more about Oracle AWR.

« Oracle dynamic performance (V$) views and Oracle Alert log to check for errors
 Linux system activity report (SAR)

- Linux SAR helps collect and evaluate a variety of information regarding system activity. With performance problems, SAR also
permits retroactive analysis of the load values for various subsystems (e.g., CPUs, memory, disks, interrupts, network interfaces).
Learn more about Linux SAR.

Deploying Oracle Workloads on On-premises

Successful deployment of Oracle workloads on VMware vSphere platform using VMDKs, regardless of the underlying storage (VMFS,
iISCSI, NFS, vVSAN, vWOL) is not significantly different from deploying Oracle on physical servers. Oracle DBAs can fully leverage their
current skill set while also delivering the benefits associated with virtualization.

A VM template Template-OL8-ORA19C with all of the required OS patches was used to provision the below VMs. Oracle ASM with
Oracle ASMLib was used to provision the database storage.

The steps to deploy a production single-instance Oracle database oral9¢c on VM Oracle19¢12-OEL83 Oracle database on Site A are no
different than deploying a single-instance Oracle database on any physical architecture.

1%c Enterprise Edition Re e 19.0.0.0.0 - Proc

FIGURE 52. Oracle Database ora19c in VM Oracle19¢12-OELS83 on Site A
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The steps to deploy a production single-instance Oracle database ora19c on VM Oracle19¢c-OL8-Primary on Site A and single-instance

physical standby database ora19c on VM Oracle19¢-OL8-Standby on Site B are no different than deploying the same on any physical
architecture.

Two VMs are utilized for this use case:

- Primary Oracle database VM Oracle19¢c-OL8-Primary with |IP address 172.16.14.50 on Site A
- Physical standby database VM Oracle19c-OL8-Standby with IP address 172.18.10.51 on Site B

FIGURE 53. Primary and Standby Oracle Database Details

Setup of Oracle Data Guard and Oracle GoldenGate are beyond the scope of this paper. Learn more about Oracle Data Guard.

The primary and standby database statuses are as shown below. There is no archive log gap on the standby database.

Primary Oracle Database VM Oracle19C-OL8-Primary Standby Oracle Database VM Oracle19C-OL8-Standby

8QL> SELECT sequence#, first_time, next_time, applied 8QL> SELECT ARCH.THREAD# "Thread", ARCH.SEQUENCE# "Last Sequence Received", APPL.SEQUENCE# "Last
FROM v$archived_log ORDER BY sequence#; Sequence Applied’, ARCH.SEQUENCE# - APPL. SEQUENCE# "Difference”
FROM

SEQUENCE# FIRST_TIM NEXT_TIME APPLIED (SELECT THREAD#,SEQUENCE# FROM V$ARCHIVED_LOG WHERE (THREAD#FIRST_TIME) IN (SELECT
e e e THREAD# MAX(FIRST_TIME) FROM VSARCHIVED_LOG GROUP BY THREAD#)) ARCH,

10 28-JUL-21 29-JUL-21 NO (SELECT THREAD#,SEQUENCE# FROM V$LOG_HISTORY WHERE (THREAD#,FIRST_TIME) IN (SELECT

11 29-JUL-21 29-JUL-21 NO THREAD# MAX(FIRST_TIME) FROM VSLOG_HISTORY GROUP BY THREAD#)) APPL

12 29-JUL-21 31-JUL-21 NO WHERE ARCH.THREAD# = APPL.THREAD#

13 31-JUL-21 31-JUL-21 NO ORDER BY 1;

14 31-JUL-21 01-AUG-21 NO

15 01-AUG-21 02-AUG-21 NO Thread Last Sequence Received Last Sequence Applied Difference

16 02-AUG-21 02-AUG-21NO = = =

17 02-AUG-21 03-AUG-21 NO 1 (‘ 49 49 0

18 03-AUG-21 03-AUG-21 NO sQL> I -

19 03-AUG-21 03-AUG-21 NO

20 03-AUG-21 03-AUG-21 NO SQL> SELECT * FROM V$ARCHIVE_GAP;

20 03-AUG-21 03-AUG-21 YES no rows selected

21 03-AUG-21 03-AUG-21 NO SQL>

48 04-AUG-21 04-AUG-21 NO
48 04-AUG-21 04-AUG-21 YES
4904A0G21 04AUG21~YES
<49 04-AUG-21 04-AUG-21 NO/
70 rows seleCtett — — — ~ ~
sQL>

FIGURE 54. Primary and Standby Oracle Database Status

vmware
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The standby Oracle VM Oracle19¢-OL8-Standby alert log for the database ora19¢ on Site B shows no errors and shows redo log
application as they are generated on primary database on Site A.

REC6 started with pid=50, ©S 1d=359%
Ftarting background process ARCT
P021-08-04T12:37:59.207328-07:00
RECT7 started with pid=37, 0SS 1d=3603
Ftarting background process ARCE
P021-08-04T12:37:59.,213953-07:00
RRCS started with pid=51, ©S 1d=36c07
Ftarting background process ARCS
P021-08-04T12:37:59.,233571-07:00
RECY started with pid=53, ©S 1d=3610
P021-08-04T12:37:59.233585%-07:00

(PID: : ARC1l: Archiwval started

(FID: 1 ARCZ2: Archival started

({PID: : ARC3: Archival started

(FID: : ARCd: Archiwval started

(PID: : ARCS5: Archival started

({PID: : ARC6: Archiwval started

(FID: : ARC7: Archiwval started

(PID: : ARCSB: Archival started

({PID: : ARCO9: Archiwval started

{PID: i STARTING ARCH PROCESSES COMPLETE
P021-08-04T12:38:03.477307-07:00

(PID:3628): krsr_rfs_atc: Tdentified database type as "PHYSTICAL STANDBY': Client is Foreground (PID:3584)
PO21-08-04T12:38:03.477325-07:00
rfs (PID:3631): krsr rfs atc: Identified database type as "PHYSICAL STANDBY': Client is ASYNC [PID:3632)
rfs (PID:3631): Primary database is in MAXIMUM PERFORMANCE mode
PO21-08-04T12:38:03.540775-07:00
rfs (PID:3631): Selected LNO:5 for T-1.5-50 dbid 11322%7011 branch 1079108%79
PO21-08-04T12:38:03.623148-07:00
rfs (PID:3634): krsr rfs atc: Identified database type as "PHYSICAL STANDBY': Client is FAL (PID:3539)
P021-08-04T12:38:03.6231470-07:00
rfs (PID:3634): Selected LNO:6 for T-1.5-49 dbid 1132297011 branch 1072108579
P021-08-04T12:38:03.73%0533-07:00
RRCO (PID:3572): Archiwved Log entry 32 added for T-1.5-49 ID 0x437cbe33 LAD:1
PO21-08-04T12:38:06,387418-07:00
hlter database recover managed standby database disconnect from session nodelay
P021-08-04T12:38:06.3%6206-07:00
b ttempt to start background Managed Standby Recovery process (oralbcsb)
Ftarting background process MRFO
P021-08-04T12:38:06.403855-07:00
RPO started with pid=57, 05 id=3643
P021-08-04T12:38:06.411115-07:00
Packground Managed Standby Recovery process started (oral9csb)
P021-08-04T12:38:11.432045-07:00
Started logmerger process
PO21-08-04T12:38:11.445963-07:00
PROC (PID:3646) : Managed Standby Recovery starting Real Time Apply
ax pdb is 3
PO21-08-04T12:38:11.,640630-07:00
Parallel Media Recovery started with 8 slaves
P021-08-04T12:38:11.683895-07:00
Ftopping change tracking
P021-08-04T12:38:11.746157-07:00
PR00 (PID:3646): Media Recovery Log +DATA DG/ORARISCSB/ARCHIVELOG/2021 08 04/thread 1 seq 49.318.1079639883
PRO0O (PID:3646) : Media Recovery Walting for T-1.5-50 {in transit)
P021-08-04T12:38:11.881635-07:00
fecovery of Online Redo Log: Thread 1 Group 5 Seg 50 Reading mem O

Mem# O: +DATA DG/ORALSCSB/stdby group05 redoOl.log
Mem# 1: +DATA DG/ORALSCSB/stdby groupls redo02.log
PO21-08-04T12:38:12,416178-07:00
alter database recover managed standby database disconnect from session nodelay
. . bl [

FIGURE 55. Alert log for Standby Oracle Database on Site B
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Primary-standby log shipping can be tested by switching log files on the primary database on Site A and observing the same log
sequence being applied on the standby database on Site B.

FIGURE 56. Log Switch on Primary Database Results in Changes Applied on Standby Database

Oracle Data Guard role transitions switchover and failover are the same as those for any physical architecture. Learn more
about role transitions.

The Oracle Databases on VMware Best Practices Guide provides best practice guidelines for deploying Oracle workloads on
a VMware SDDC.

In addition to this guide, VMware has created separate best practice documents for storage, networking, and performance.
They can be found for the versions specific to vSphere here.
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Deploying Oracle Workloads on VMware Cloud on AWS

The steps to deploy production single-instance Oracle database oral9c on VM Oracle19¢12-OEL83-VMC Oracle database on VMware
Cloud on AWS are no different than those required to deploy a single-instance Oracle database on any VMware vSphere platform.

A VM template Template-OL8-ORA19C with all of the required OS patches is used to provision the below VM. Oracle ASM with Oracle
ASMLib was used to provision the database storage.

>t name from

ction

FIGURE 57. Oracle Database oral9c in VM Oracle19¢12-OEL83-VMC on VMware Cloud on AWS
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The steps to deploy a production single-instance physical standby database oral9c on VM Oracle19¢c-OL8-Standby on VMware Cloud on
AWS are no different than those required to deploy the same physical standby architecture on Site B, with the primary instance on VM
Oracle19¢c-OL8-Primary on Site A.

Two VMs are utilized for this use case:

- Primary Oracle database VM Oracle19¢c-OL8-Primary with IP address 172.16.14.50 on Site A
- Physical standby database VM Oracle19c-OL8-Standby with IP address 172.16.115.51 on VMware Cloud on AWS

FIGURE 58. Primary and Standby Oracle Database Details

Setup of Oracle Data Guard and Oracle GoldenGate are beyond the scope of this paper. Learn more about Oracle Data Guard.

mware REFERENCE ARCHITECTURE | 62


https://docs.oracle.com/en/database/oracle/oracle-database/19/sbydb/introduction-to-oracle-data-guard-concepts.html#GUID-0DA5AED1-4D4B-446D-ADD2-7F463A688AEF

Oracle Workloads on VMware Hybrid Multi-Clouds

The standby Oracle VM Oracle19¢-OL8-Standby alert log for the database oral9c on VMware Cloud on AWS shows no errors and

shows redo log application as generated on the primary database on Site A.

2021-08-23T10:51:08.138720-07:00
ARCZ2 started with pid=46, 03 1d=4533
Starting background process ARC3
2021-08-23T710:51:08.213052-07:00
ARC3 started with pid=47, 035 id=453¢
Starting background process ARC4
2021-08-23T710:51:08.232016-07:00
ARCY4 started with pid=43, 03 1d=453%9
Starting background process ARCS
2021-08-23T710:51:08.244937-07:00
ARCE started with pid=4%, 0S5 id=454z2
Starting background process ARCO
2021-08-23T10:51:08.263833-07:00
ARCG started with pid=50, 08 id=4545
Starting background process ARCT
Completed: ALTER DATABASE MOUNT
2021-08-23T10:51:08.279167-07:00
ARCT started with pid=51, O3S 1d=4548
Starting background process ARCS
2021-08-23T710:51:08.3025681-07:00
alter datakase recover managed standby database disconnect from sessgion nodelay
Starting background process ARCY
2021-08-23T10:51:08.308159-07:00
ARCB started with pid=38, 08 id=4552
2021-08-23T10:51:08.309609-07:00
Attempt to start background Managed Standby Recovery process (oralScsb)
2021-08-23T710:51:08.322101-07:00
ARCY started with pid=53, 08 i1d=4556
2021-08-23T10:51:08.323701-07:00
TMON (PID:4492): ARC1l: Archival started
Starting background process MRPO
(PID: : ARCZ: Archival started
ARC3: Archival started
ARC4: Archival started
ARCE: Archiwval started
ARCG: Archival started
ARC7: Archiwval started
ARCS: Archival started
ARCY9: Archival started
STARTING ARCH PROCESSES COMPLETE
2021-08-23T710:51:08.338364-07:00
MRPO started with pid=54, O3S 1d=4559
2021-08-23T710:51:08.339725-07:00
Background Managed Standby Recovery process started (oralScsb)
2021-08-23T710:51:13.361132-07:00
Started logmerger process
2021-08-23T710:51:13.400183-07:00
(PID:4562) : Managed Stancby Recovery starting Real Time Apply
max_pdb is 3
2021-08-23T710:51:13.617769-07:00
Parallel Media Recovery started with 8 =slaves
2021-08-23T710:51:13.654057-07:00
Stopping change tracking
2021-08-23T710:51:13.817537-07:00
Recovery of Online Redo Log: Thread 1 Group 5 Seq 56 Reading mem O
Mem# O: +DATA DG/ORAISCEB/stdby group05 redoOl.log
Mem# 1: +DATA DG/ORALSCSB/stdby grouplb_redc0Z.log
2021-08-23T710:51:14.345055-07:00
Completed: alter database recover managed standby database disconnect from session nodelay
2021-08-23T710:58:47.187555-07:00
db_recovery Tile dest_size of 10240 MB is 2.03%% used. This is a
user-specified limit on the amount of space that will be used by this
database for recovery-related files, and does not reflect the amount of
space availlable in the underlying filesystem or ASM diskgroup.
oracleloraclel9c—ol8-standby:oral%csb: /home/oracle>

FIGURE 59. Alert Log for Standby Oracle Database on VMware Cloud on AWS
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Primary-standby log shipping can be tested by switching log files on the Site A primary database and observing the same log sequence
being applied on the VMware Cloud on AWS standby database.

FIGURE 60. Log Switch on Primary Database Results in Changes Applied on Standby Database

Oracle Data Guard role transitions switchover and failover are the same when working with any physical architecture. Learn more
about role transitions.

The Oracle Databases on VMware Best Practices Guide provides best practice guidelines for deploying Oracle workloads on
a VMware SDDC.

In addition to this guide, VMware has created separate best practice documents for storage, networking, and performance. They can be
found for the versions specific to vSphere here.

Migration methodology for Oracle Workloads to VMware Cloud on AWS
Existing single-instance Oracle workloads can be migrated transparently and seamlessly, without any application refactoring, from
on-premises Site A or Site B to VMware Cloud on AWS.

There are broadly two ways existing Oracle workloads can be migrated from on-premises to VMware Cloud on AWS, depending on
certain restrictions:

» Using VMware and Oracle native tools

» Using VMware Hybrid Cloud Extension

Using VMware and Oracle Native Tools
The section below describes the methods for migrating Oracle single-instance workloads to VMware Cloud on AWS using a mix of
VMware vSphere and Oracle native tools.

Using Oracle Native Tools
Migrating Oracle single-instance workloads to VMware Cloud on AWS using Oracle native tools can be achieved by using any of the
below tools:
» Oracle Data Guard to set up replication between the two sites and failover to VMware Cloud on AWS after replication is complete
- Oracle GoldenGate

» Backup and recovery of on-premises Oracle databases using Oracle RMAN to VMware Cloud on AWS
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All of these Oracle utilities operate at an Oracle application level and are therefore completely transparent to the underlying
physical infrastructure.

Oracle Data Guard role transitions switchover and failover are the same when working with any physical architecture. Learn more
about role transitions.

Set up of Oracle Data Guard and Oracle GoldenGate are beyond the scope of this paper. Learn more about Oracle Data Guard.

Using VMware vSphere Native Tools
Migrating Oracle single-instance workloads to VMware Cloud on AWS using VMware vSphere native tools can be achieved by using
regular Cross vCenter vMotion.

Click Edit Settings on VM Oracle19¢12-OEL83 and select Cross vCenter Server export,

& Oracle19¢12-OEL83 ge® AcTIONS v

Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates

VMware Too's: Running, version 1328 (Guest Managed)
MORE INFO

N DNSNeme:  orecieloci2-0e83

1P Addresses: 172161445

% Open Remote Consoie [ Host sc205x10 vsiab loca
oncnreworeconsore @ ) 3 X

@ Migrate.

cone

Faut Toerance o] VMHaraware
VM Porces s oy 8cous)
328, 0.32 GB memory ective
068
3hard disis
APPS-161 (connected)

Disconnected 9

VMCI device

> Other

Additions! Hardware

Compatibilty

igrate | Oracle19¢12-OEL83

.| Reisted Objects 1 Select a migration type Select a migration type \

Cluster 2 Select a target vCenter ... Change the virtual machines’' compute resource, storage, or both.
N fost 3 Select a compute resour...
> @280 ) ©)
vsaN . Resource pool Change compute resource only
> () scawven vsieb oca ) 4 Select storage

Migrate the virtual machines to another host or cluster.
5 Select networks

6 Select vMotion priority O Change storage only

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster.
7 Ready to complete
O Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a speciff;datastore or datastore cluster.
@ Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain.

FIGURE 61. Cross vCenter vMotion for VM Oracle19¢12-OEL83
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Select a target vCenter, compare resource and storage.

Migrate | Oracle19c12-OEL83

v 1Select a migration type
2

Select a target vCenter Server

a target vCenter

Export Virtual Machines to the selected target vCenter Server.

Select a saved vCenter Server for the current migration

3 Select a compute resou
4 Select storage
5 Select networks

6 Select vMotion priority veenter sddc-44-232-220-144.vmw

Migrate | Oracle19c12-OEL83

v 1Select a migration type
+ 2 Select a target vCenter ...

7 Ready to complete

Migrate | Oracle19c12-OEL83

v 1Select a migration type Select storage

+ 2 Select a target vCenter .. Select the desti

ation storage for the virtual machine migration.

v 3Select a compute resour...

saTCH CONFIGURE R R R

4 Select storage
Select virtual disk format

5 Select folder

VM Storage Policy Keep existing VM storage policies v

6 Select networks .
| Disable Storage DRS for this virtual machine

7 Ready to complete

Name v | Storagecon v | Capacty ¥

207478

Provisionec ¥

98378

14.08 TB

Free v

3 Select a compute resour...

4 Select storage
5 Select folder
6 Select networks

7 Ready to complete

VM origin @

Type Y Placement ¥

Local

m
Compatibility

2items

@ Oracle19c12-OELE3

VSAN storage consumption would be 1.29 TB disk space and O B reserved Flash space.

CANCEL

Select a compute resource

Select a cluster, host, vApp or resource pool to run the virtual machines.

v [ vcenter.sddc-44-232-220-144.vmwarevmc.com
v [{] SDDC-Datacenter

v [[] Cluster-1
[ 10129.32.4
[ 10129325

> @ Mgmt-ResourcePool
> 101291284
> [J 10129.224.26

FIGURE 62. Target vCenter, Compare Resource and Storage for VM Oracle19¢12-OEL83

vmware
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Select target network details for VM Oracle19¢12-OELS83.

Migrate | Oracle19c12-OEL83

v 1Select a migration type Select folder WM origin ®
v 2 Select atarget vCenter..  Select the destination virtual machine folder for the virtual machine migration,
v 3 Select a compute resour..

Select location for the virtual machine migration.
v 4 Select storage

6 Select networks £ Discovered virtual machine

7 Ready td complete £ Management VMs

B3 VMs mid

<0 cloud

>
>
> B Templates
>
>

Compatibility checks succeeded.

cancer | eace | [[ERR

Migrate | Oracle19¢12-OELS83

v 1Select a migration type Select networks

VM origin

+ 2 Select a target vCenter ... Select destination networks for the virtual machine migration.

v 3 Select a compute resour...
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same source network.

v 4 Select storage

Source Network Used By Destination Network
v 5 Select folder

APPS-1614 1VMs /1 Network adlapters Apps Team 01 v
6 Select networks

7 Ready to complete
FIGURE 63. Target Network Details for VM Oracle19¢12-OEL83
The migration summary for VM Oracle19¢12-OEL83 is as shown below:

Migrate | Oracle19¢12-OEL83

1 Select a migration type Ready to complete

2 Select a target vCenter ... Verify that the information is correct and click Finish to start the migration.

3 Select a compute resour...

v
v
v
v 4 Select storage
v
v

5 Select folder Migration Type Change compute resource and storage
6 Select networks Virtual Machine Oracle19¢12-OEL83
7 Ready to complete
Cluster Cluster-1
Resource Pool Compute-ResourcePcol
Storage WorkloadDatastore
Disk Format As defined in the VM storage policy
Networks Virtual network adapters from APPS-1614 will be reassigned to "Apps Team C1"

FIGURE 64. Migration Summary for VM Oracle19¢c12-OEL83

vmware
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The VM Oracle19c¢12-OEL83 has been successfully migrated to VMware Cloud on AWS.

& Oracle19c12-OEL83 miy =
Summary Monitor Configure Permissi

Guest OS:
Compatibility:
VMware Tools:

DNS Name:
IP Addresses:
Host:

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ G @ EE

VM Hardware

> CPU

v

Memory

Hard disk 1

v

Total hard disks

v

Network adapter 1

CD/DVD drive 1

Video card

v

VMCI device

v

Other

Compatibility

@ ACTIONS V

25

cns Datastores Networks Snapshots

Oracle Linux 8 (64-bit)

ESXi 7.0 and later {VM version 17)
Running, version:11328 (Guest Managed)
MORE INFO

oracle19c¢12-0el83
172.16.115.45
10.129.32.5

8 CPU(s)
D 32 GB, 24 GB memory active
80 GB

3 hard disks

Apps Team 01 (connected)

wo

Disconnected

8 MB

Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface

Additional Hardware

ESXi 7.C and later {VM version 17)

FIGURE 65. VM Oracle19¢12-OEL83 on VMware Cloud on AWS

Migration of production single-instance physical standby Oracle VM Oracle19c-OL8-Standby from on-premises Site B to VMware Cloud
on AWS is no different than the above scenario in which VM Oracle19¢12-OEL83 is migrated from Site A to VMware Cloud on AWS.

Using VMware Hybrid Cloud Extension

VMware Hybrid Cloud Extension abstracts on-premises ve
cloud. VMs can be moved to and from VMware Hybrid Clo

rsus cloud notions and presents capabilities to VMs as a continuous hybrid
ud Extension-activated data centers using multiple migration technologies.

Currently, the five different Hybrid Cloud Extension methods are:

« VMware Hybrid Cloud Extension Bulk Migration

» VMware Hybrid Cloud Extension Cold Migration

« VMware Hybrid Cloud Extension vMotion

« VMware Hybrid Cloud Extension Replication Assisted v

Motion

« VMware Hybrid Cloud Extension OS Assisted Migration

Learn more about VMware Hybrid Cloud Extension migration types.

vmware
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The methods mentioned above (except Hybrid Cloud Extension OS Assisted Migration) can be used to migrate standalone Oracle
workloads as SLA requirements dictate.

The migration of Oracle VMs using Hybrid Cloud Extension OS Assisted Migration is outside the scope of this paper.

VMs with shared disks using multi-writer attribute are NOT supported because of the shared disk restriction (i.e., VMs with shared
.vmdk files) using VMware Hybrid Cloud Extension migration methods. More information on this restriction can be found in
Hybrid Migration with VMware Hybrid Cloud Extension Checklist. In any event, if VMs with multi-writer attribute can be migrated,
the resulting multi-writer configuration is no longer functional, as outlines in the restrictions section of Understanding VMware
Hybrid Cloud Extension Bulk Migration.

The production single-instance Oracle VM Oracle19¢12-OEL83 on Site A was used for all Hybrid Cloud Extension deployments.
Some caveats that one may encounter during Hybrid Cloud Extension migration:

» Migration of VMs between ESXi hosts with different CPU models may create an issue because vMotion requires the same family of
CPUs among the ESXi hosts to ensure the same CPU feature set is presented to all VMs. Refer to KB 1003212 “The target host does
not support the VM’s current hardware requirements” error during vMotion migration of a VM (1003212). One can enable per-VM
EVC as shown below:

& Oracle19c12-OEL83 O3 @ @ | acmonsv
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Settings v VMware EVC is Enabled
VM SDRS Rules > CPU Mode Intel® "Broadwell” Generation

vApp Options
> CPU Feature Set 57 Features
Alarm Definitions
Scheduled Tasks
Policies

VMware EVC

Guest User Mappings
Pure Storage v

Virtual Volumes

INFINIDAT

FIGURE 66. VMware EVC CPU Mode

» Occasionally, an issue may arise using bulk migration at the time of cutover because a guest OS may not reach a fully powered off
state within 100 seconds of the initial Shutdown Guest OS call (as part of bulk migration cutover). If the 100 second period elapses
and the VM does not reflect a powered off status, the migration will fail. If VMware Tools is not detected on the guest OS, pre-
migration validation will prompt a user to select Force Power Off.

« With Force Power Off selected, VMware Hybrid Cloud Extension Bulk Migration still utilizes VMware Tools (if present) to gracefully
shutdown a guest OS. After 100 seconds has elapsed since the initial Shutdown Guest OS call, an immediate power off will be
performed (if necessary) on the VM to move forward with the migration.

Refer to KB 82269 Unable to Power Off Guest OS during Switchover Using Hybrid Cloud Extension Bulk Migration (82269).

» Using the on-premises vSphere client (Hybrid Cloud Extension plug-in), one may occasionally encounter a message during bulk
migration validation check: “Non-VMware or out of date tools detected on [VM name]. Hybrid Cloud Extension will attempt a
graceful shutdown” is displayed during the bulk migration validation check.

Refer to KB 74740 for more details.
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Migrating Oracle Single-Instance Workloads Using Hybrid Cloud Extension Bulk Migration
Bulk migration uses the host-based replication to move a VM between Hybrid Cloud Extension data centers. To reduce the downtime,
the source VM remains online during the replication and is bootstrapped on the destination ESX host after replication completes.

Learn more about Hybrid Cloud Extension Bulk Migration.

The production single-instance Oracle VM Oracle19¢12-OEL83 on Site A was used for the Hybrid Cloud Extension bulk migration
deployment use case.

Oracle VM Oracle19¢12-OEL83 was powered up with IP Address 172.16.14.45 with database oral9c online. Click Migrate and add VM
Oracle19¢12-OEL83 to the migration process.

(2 Dashboard @ Migration
© Infrastructure
& sSite Pairing = Tracking i Management ewsar | [ C | [

& Interconnect
© services
2 Network Extension VM Storagel emory! cPUs
@ Migration
 Disaster Recovery
+ Administration
& System Updates
& Troubleshooting
® Audit Logs
@ Activity Logs
@oice
@ support

Workload Mobility

Remote Site Connection:  (J Reyerse Migration

5> (3 Source: hex.vslab. ise / VC 3.vslab.local > (3 Destination: HCX Cloud - VMC-VSLAB / VC
hetpsi/Mox. 232.220-agvmwarevme.com

Group Name: Oracle-VM-HCX No VMs|s selected for migration

g 9 g —_—
= (“show unselectavie @) seectonsze v/ 660ce/ 3202/ svry (SR  cance
0 Pwx S S ame Resources (oisk/
(5 pereiel o > Oracie19¢-OLE-Primary e 3208 8
Osee e e e e ————
03 scalecri 7 > OrcetseizoR® T » 660GB/ 3268/ 8

B vMC Solution Lab
03 VMs migrated to cloud
£ gntest
v [0 pks_templates
[ ebacBef3-004e-4186-862-07860902c310
[ 13d3727-9328-4570-4667-4ce833551c6
v O pksvms
[ ebdcBer3-004e-4186-8621-07860942¢310
[ 3d3b727-9328-457d-4667-4ce8337551c6
0 ves
v [ BcA-Intel (Reserved)
[ sczesxsd.vsiab local
[ sc2esxs5 vsiab local
[ sczesxs6.vsiab local
v [ Bca-sitec
v @ Resources
© Oracle-RP.

[ sc2esx09.vsizb.loce o

cLose

FIGURE 67. Add VM Oracle19¢12-OELS83 to Migration Process
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Select the target Compute-Resource Pool.

Workload Mobility

Remote Site Connection: (] Reverse Migration
/ VG sc2wvcO3.vslab.local - (I Destination: HCX Cloud - VMC-VSLAB / VC:

5 @ source: hexvslab.
Group Name: Orae-VM-Hcx Batchsize: 1w/ 660GB/ 3268/ 8vcey | e Select VMs for Migration

v Transfer and Placement:

[T (Mandatory: Compute Container) & [ (Mendatory: Storage) = (Migration Profile) v
= {1 Same format as source v (Optional: Switchover Schedule) )

[ (Specify Destination Folder)

> Switchover:
] Destination Compute Container

v Extended Options:

Edit Extended

v [ SDDC-Datacenter

v [ custer1
VM for Migration Migration info

v @Resources_ _ _
. R Podl >
< < ST Woraton et s ot s
® Vo fesclrcaPool
B 10129324
[ 10120325

[ 10129.128.4

S} 660 GB.

[iseieen |[[oamess ]

= - =

FIGURE 68. Select Target Compute-Resource Pool

Select the target Destination Folder.

Workload Mobility

Remote Site Connection:  (J Reverse Migration

. 232220144 ymwarevmc.com
Group Name: Oracle-VM-HCX Batchsize: 1w | 660GB/  32GB/ Bvopu elect VMs for Migration

v Transfer and Placement:

> (@ source: he lab.local prise / VC:sc2wvcO3.vslab.ocal - (I Destination: HCX Cloud - VMC-VSLAB / VC:
hitps:/hex.sdcic-4

@ Compute-ResourcePool & (3 (Mendatory: Storage) = (Migration Profile) v
) (Specify Destination Foider) @ {5 Same format as source v (Optional: Switchover Scheduie) )
> Switchover:
£ Destination Folder
v Extended Options:
it £ T
1 v [hspoc-Datacenter
[ Discovered virtual machine
Disk / Memory / vG £ Management VMs Migration Info

VM for Migration

O Templetes
[ oo i S .
¢~ T C)Workioads =

- -

[ seteer |[comest

FIGURE 69. Select Destination Folder
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Select the target datastore WorkloadDatastore.

Workload Mobility
Remote Site Connection:

> (5 source: hex.vslab.
hitpsi/hor.sodc-24-232-2

O Reverse Migration

Group Name: Oracie-VM-HCX

v Transfer and Placement:

@ Compute-ResourcePool
[ Workioads

> Switchover:
v Extended Options:

VM for Migration

20144

/ ve

I > (7 Destination: HCX Cloud - VMC-VSLAB / VC.

© (Mandatory: Storage)

-
= {5 Same formaf as source

© Destination Storage

Storage profie:  Datajtore Default Storage Policy

show inepplicable (1)

Datastore / Storage Clusts

O vsanDatastore _(sD0ONPatacenter)

o -
€ 1 workoadbatastore (s Datacer
<

e |[owa]

Batchsize: 1w / 660GB/  32GB/ 8wy elect VMs for Migration

= (Migration Profile)
v (Optional: Switchover Schedule)

Space (Free / Total) e
1478 (8% /207 T8

n profile is not specified!)
1478 (0% /207 TB

FIGURE 70.

Select the migration profile Bulk Migration.

Workload Mobility
Remote Site Connection:

> () source: hex.vslab.
hitps:/hex.sdic-44-232

O reverse Migration

/ ve

2

03

Group Name: Oracle-VM-HCX

v Transfer and Placement:

@ Compute-ResourcePool
[ Workioads

> Switchover:
v Extended Options:

Eait Ex ions

VM for Migration

vmware

bl

| > () Destnation: HCX Cloud - VMC-VSLAB / VC

= [ Workoadbatastore
& ) Same format as source
Disk / Memory / vCPU
o 660 GB

3268/ 8vCPU

FIGURE 71. Select Migration Profile

l @VAIATE ‘ SEosE

Select Target Datastore

petensze " feoce an ten

(Migration Profile)

YMotion

< ThukMigaton _~ Ty

Replication-assisted vMotion

Migration Info

(Migration profile is not specified)

cLOSE
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Select target network port group Apps Team O1. The Force Power-off VM is optional (refer to KB 82269).

Workload Mobility

Remote Site Connection: 0 Reverse Migration

> (3 source: hex.vslab. ise / VC:sc2wvcO3.vslab.local > () Destnation: HCX Cloud - VMC-VSLAB / VC
b

psi/hx.sddc-44-232-220-1

Group Name: Oracle-VM-HCX

v Transfer and Placement:

@ Compute-ResourcePool

Batchsize: 1w

660GB/  32GB/ Bvcu cloct VMs for Migration

& (@ Workoadatastore = Bulk Migration v
[ Workioads = & sameformatas source v (Ontional: Switchover Schedule) )
> Switchover: £ Map Virtual Machine Networks
> Extended Options: Network adapter 1( APPS-1614 ) - Apps Team 01

Hide lower level backing networks. @
VM for Migration Network Name. VLAN/ VNI Switch < hinfo
O Apos Team o1 -
| v oscaszonss .
< B avosreamon > NSX Logical Switch
@ Compute-ResourcePool e = — igration v
O Aws connected VPC CIDR NSX Logical Switch
[ Workiads al: Switchover Schedule) )
= ———— O cross-vpels

< Force Power-off VM o

o~ ay drect-comect s
T eRoiTsesa Recsont
O hex-aBfdf7ce-8483-45¢5-9213-c63ebf99taf =
O mgmt-app-network
> O mgmtis P
O nsx-dlinko-vis =
O o-vmko-is
M Araria Drivate 2
weteer | ot

(oo R [

FIGURE 72. Select Target Network Port Groups

Assign target IP address 172.16.115.45 with gateway and netmask information to the VM as shown below:

Workload Mobility

Remote Site Connection: () Reverse Migration

> (@ Source: he ! ise / VC: scawvcO3vslablocal > () Destination: HCX Cloud - VMC-VSLAB / VC 44 144,
hitps:/hx.sdic-44-2 14 mwerevme.com
Group Name: Oracie-VM-HCX Batchsize: 1w/ 260GB/  32GB/ 8o clect VMs for Migration
v Transfer and Placement:
@® Compute-ResourcePool = (3 Workoadbatastore = Bulk Migration v
[ Workioads = i Same format as source v (Optional: Switchover Schedule) ®
v Switchover:
Force Power-off VM O remove Snapshots
O Force unmount IS0 Images
v Extended Options:
VM for Migration Disk / Memory / vCPU Migration Info
| v orcerscromss O 068/ 3208 8vCPU
@ Compute-ResourcePool ® [ Workioadbatastore = Buk Migration v
[ Workiads & ) Same formatas source v (Optional: Switchover Schedule) )
Force Power-off VM
O Enable seed Checkooint
v -———T T Network adapter 1 (APPS-1614) > Apps Team O1 ———a ]
- ~
’ ~
Primary NIC: \ IP Address: 172.16.115.45 Gateway: 17216.115.1 Subnet Mask: 255.255.255.0 7
Connected: S — -

== - |E=a

FIGURE 73. Assign Target IP address 172.16.115.45

vmware
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Assign DNS information to the workflow.

Workload Mobility

@ Vaiidation is Successfl, You can proceed with Migration

/b Migration couid fail 25 one o more Virtual Machines have warning(s). Please review them before proceeding.

Group Name: Oracie-VM-HCX

v Transfer and Placement:

@ Compute-ResourcePool
[ Workioads

v Switchover:

Force Power-off VM

v Extended Options:

Retain MAC )

VM for Migration

[~ orzons
23 voteoh
Force Power-off VM
O enavle seed Checkpoint

(_ Retain MAC ¥

Primary NIC:

IP Address: 1721611545
Connected: 1

/A Non VMware or out of date tools detected on Oraciel9ci2-OFLB3. HCX wil attempt a graceful shutdown
/A DNS is not provided for as part of guest customization, it will be reset.

Click Validate to validate the configuration.

Workload Mobility
Remote Site Connection: (] Reverse Migration

/ Ve

> (@ source: hy .l
Ritpsiox scoc-44

Group Name: Oracle-VM-HCX.

v Transfer and Placement:

@ Compute-ResourcePool

=
[ Workioads [~
> Switchover:
> Extended Options:
VM for Migration
v Oracle19c12-0EL83
@ Compute-ResourcePoo! =
[ Workioads =

Force Power-off VM
O enable Seed Checkpoint

Edit Extended Option:

>

Retain MAC

vmware

Hide all (X

Batchsize: 1wu | 260GB/ 3268/ 8wpu elect VMs for Migrati

Uik Migration
Extended Options Optional: Switchover Schedule)
¥ Retein MAC ¥
Upgrade Virtual Hardware
Upgrade VMware Tools

[

Host Name
Domain Name

Personalization Script igration Info
——— =

£ "BNS Customization
- -

bt ;EWS;UHVEEH“.‘N’ ) o
Extended Options: DNS Customization

Apply Option

Replicate Security Tags
Migrate Custom Attributes

Primary DNS servers host controliing zone files, while secondary DNS servers are used for reliability
and redundancy.

DNS Suffix

| 5 () Destination: HCX Cloud - VMC-VSLAB /

o

vslab.local R APIER 721165316 Secondary DNS 172.16.31.7
Network adapter 1 (APPS-1614) — Apps Team 01
Primary DNS : 17216316 Secondary DNS

172.16.31.7

FIGURE 74. Assign DNS Information

Batchsize: 1wv / 660GB/  32GB/ Bvohu Select VMs for Migration

[ Workioadbatastore

= Bul Migration v
) same format as source v (Optional: Switchover Schedue) )
Disk / Memory / VCPU Migration Info
660 GB 3268/ 8vCPU
B Workoadbatastore Bulk Migration v
) Same format as source v (Optional: Switchover Schedule) ®
Network adapter 1 (APPS-1614) > Apps Team O1 =

© VALIDATE m | crose

FIGURE 75. Validate the Configuration
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Refer to KB 74740 for more details regarding the VMware Tools message shown below:

Workload Mobility

© Vaidation s Successtul, You can proceed with Migration Hide all @

/i Migration could il as one or more Virtual Machines have warning(s). Please review them before proceeding.

Group Name: Oracie-VM-HCX Batchsize:  1wM | 660GB/  32GB/ 8vcru Select VMs for Migration

v Transfer and Placement:

@ Compute-ResourcePool ® (3 WorkioadDatastore = Bulk Migration v
[ Workioads & {5 Same format as source v (Optional: Switchover schedule) )
> Switchover:
> Extended Options:

VM for Migration Disk / Memory / vCPU Migration Info

v Oracle19c12-OEL83 O} 660 GB. 32GB/ 8 VCPU
@ Compute-ResourcePool © Workioadbatastore - Bulk Migration v
[ Workioads # same format as source v (Optional: Switchover Schedule) )
Force Power-off VM
O enable Seed Checkpoint
Edit Extended Optior Retain WAC ¥ )
> Network adapter 1 (APPS-1614) > Apps Team O1 I~

& A Non VMare or out of date tools detected on Oraciel9cr2-OEL83. HCX will attempt a graceful ShUtdGwn=

\\

\
\

crose

FIGURE 76. VMware Tools Message

Click Go to start the migration.

Steps for the migration start are as shown below:

@ Migration
= Tracking = Management [2wmerate |[ c || = [ ¢ arcrive

O wigrating vM Storage/ Memory/ CPUs Progress Start End Status

[ « Oraclet9c12-OEL83 660 GB 3268/ 8 7% Base & © +1htm e tive 1:24PyPOT Transfer Started
AdimiiskSlor@VSPHERE LOCAL aug 24
Destination Resource Pool : ) Compute-ResourcePool Datastore : & WorkloadDatastore Wigration D : 97660485-1673-4ae7-8099-93df4ca83440
Destination Datacenter : (] SDDC-Datacenter Disk Format : (=) Same format as source Migration Group ID - 2ff4a4ag-Oabf-4940-0b0d-0a1b9c3715ea
Destination Folder : P Workloads Wigration Profile : & Bulk Migration
p Maintenance Window
WMigration Options : (_ Force Power-Off VM Retain Mac
& APPS-1614 > & Apps Team 01 C EVENTS
Transfer Events
2 hrago Start  Validating source details
2hrago +175 | Validating target details
2hrago 285 Collecting source details
2hrago +47s | Collecting target details
2hrago +555  Resolving IX appliance
2hrago +1m  Requesting lock on X appliance
2hrago +1m | Received lock request on X appliance
2hrago +1m  Granted lock on X appliance
2hrago +2m | Preparing target side for migration
2hrago +2m | Reserving storage for disks
2hrago +2m | Creating disks on target datastore
2hrago +2m | Setting disk UUIDs on target
2hrago +2m | Initiated Replcation config push on target side IX appiiance
2hrago +3m  Preparing source side for migration
2 hrago +3m  Initiated Replication config push on source side IX appliance
2hrago +3m  Enabling replication on source VM
2hrago +3m  Base Sync Initiated

(Show less)

(2] Schedule switchover  x Cancel Migration () Force Power-off

FIGURE 77. Migration Start
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The migration completes successfully.

@ Migration
= Tracking B Management [ewerae | [ ][]

Name VMs/ Storage/ Memoary/ CPUs Progress Start End Status

v Oracle-VM-HCX 1/ 260GB 3268/ 8 (@ Migration Complete - - o
011 selected
1 v Oracle19c12-OEL83 260 GB 32GB/ 8 (@ Migration Complete 27743 P gal{: PM Migration completed
Destination Resource Pool : @ Compute-ResourcePool Datastore : & WorkioadDatastore Migration ID : c2b69995-6259-4ch8-8919-6{4b290397¢4
Destination Datacenter : B3 SDDC-Datacenter Disk Format : (& Same format as source Migration Group ID : 93686edS-ca87-4aa1-8a4d-0578b13930e5
Destination Folder : F7 Workloads Migration Profile : & Bulk Migration
Maintenance Window : 2] Not Scheduled
WMigration Optiens - | Force Power-Off VM | | Retain Mac |
CEVENTS  (Show previous 40 events)
& APPS-1614 - & Apps Team 01 18 hr ago +52m | Removing Replication config on target side IX appliance
18 hr ago +53m | Clearing up replication transfer target side completed
18 hr ago +53m  Migration completed

FIGURE 78. Migration Complete

Oracle VM Oracle19¢12-OEL83 is now on VMware Cloud on AWS with IP address 172.16.115.45.

& Oracle19¢12-OELS83 (W e ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots

Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)

VMware Tools: Running, version:11328 (Guest Managed)
MOREINFQ_ _ _

DNS Name, ~ “oracle19c12-0el83.vslab IGca™ \

IP Addresses: _ 172.16.115.45 -
Host: 10293~ =~ 7

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ 6 {:"_{% g@

VM Hardware

> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 Apps Team C1 (connected)
CD/DVD drive 1 Disconnected 9@
> Video card 8MB
VMCI device Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 79. Oracle VM Oracle19c12-OEL83 Migration Summary
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The database oral9c is up.

Enterpri

FIGURE 80. Database ora19c Alert Log
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The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

oracleloraclel9clZ2-oel83:oralSc: /home/oracle> tail -1050 alert_oralS9c.log
Starting background process TMON
2021-08-25T15:43:55.73919%0-07:00
oT ASMB (index:0) registering with ASM instance as Standard client OxEfffffffffffffff (reg:626973542) (startid:1081525433) (new connection)
2021-08-25T15:43:55.748101-07:00
TMON started with pid=36, 0SS 1d=3590
2021-08-25T15:43:55.754935-07:00
[NOTE: Loaded library: /opt/oracle/extapi/64/asm/crcl/1/libasm.soc
2021-08-25T15:43:55.758930-07:00
Setting CPU count to 8
ORACLE BASE from environment = /u0l/app/oracle
2021-08-25T15:43:55.816419-07:00
[MOTE: ASMB (index:0)] (3571) connected to ASM instance +ASM, osid: 3583 (Standard mode; client id OxfEffffffffEfffff
[NOTE: initiating MARK startup
Starting background process MARK
2021-08-25T15:43:55.840130-07:00
|JALTER DATABASE MOUNT
2021-08-25T15:43:55.840833-07:00
MARK started with pid=38, ©S id=3595
2021-08-25T15:43:55.843397-07:00
[NOTE: MARK has subscribed
2021-08-25T15:43:59.036350-07:00
ASMB mounting group 1 (DATA DG}
Assigning number (1,1) to disk (ORCL:DATA DISKOZ)
SUCCESS: mounted group 1 (DATA DG)
[MOTE: grp 1 disk 1: DATA DISKOZ path:ORCL:DATA DISKOZ
2021-08-25T15:43:59.218575-07:00
ERRCR: failed to establish dependency between database ORALSC and diskgroup resource ora.DATA DG.dg
2021-08-25T15:44:03.287143-07:00
(PID:3592): Redo network throttle feature is disabled at mount time
2021-08-25T15:44:03.339159-07:00
Successful mount of redo thread 1, with mount id 1134691451
2021-08-25T15:44:03.341098-07:00
Database mounted in Exclusive Mode
Lost write protection disabled
(PID:3592): Using STANDBY ARCHIVE DEST parameter default value as USE_DBE_RECOVERY FILE DEST [krsd.c:18222
Completed: ALTER DATABASE MOUNT
2021-08-25T15:44:03.475764-07:00
JALTER DATABASE OPEN
Ping without log force is disabled:
instance mounted in exclusive mede.
Buffer Cache Full DB Caching mode changing from FULL CACHING DISARLED to FULL CACHING ENABLED
2021-08-25T15:44:03.576891-07:00
Crash Recovery excluding pdb Z which was cleanly closed.
2021-08-25T15:44:03.581420-07:00
Beginning crash recovery of 1 threads
parallel recovery started with 7 processes
Thread 1: Recovery starting at checkpoint rba (logseg 19 block 4%614), scn O
2021-08-25T15:44:03.655124-07:00
Started redo scan
2021-08-25T15:44:03.681490-07:00
Completed redo scan
read 2% KB redo, 15 data blocks need recovery
2021-08-25T15:44:03.688408-07:00
Started redo application at
Thread 1: logseg 19, klock 4%¢14, offset O
2021-08-25T15:44:03.692536-07:00
Fecovery of Online Redo Log: Thread 1 Group 3 Seq 19 Reading mem O
Mem# O: +DATA DG/ORALIC/group03_redoOl.log
Mem# 1: +DATA DG/ORALSC/group03_redo02.log
2021-08-25T15:44:03.694071-07:00
Completed redo application of 0.01MB
2021-08-25T15:44:03.725623-07:00
Completed crash recovery at
Thread 1: RBA 19.49672.16, nab 4%672, scn 0x000000000018%cld
15 data blocks read, 15 data blocks written, 29 redo k-bytes read
Encdian type of dicticnary set to little

2021-08-25T15:44:
LGWR (PID:3525):
2021-08-25T15:44:
TTOO (PID:3646):

03.73%4030-07:00
STARTING ARCH PROCESSES
03.810338-07:00

Gap Manager starting

FIGURE 81. Database oral19c Alert Log
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As stated earlier, VMware Hybrid Cloud Extension copies the original VM to the migrated VMs folder in vSphere Templates view.

1) 2 @ & Oracle19c12-OEL83-1629862952832 | > ' & & & | acrons v
v [} sc2wvcO3.vslab.local Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
v [ sc2-De
> B3 A-Master-Templates

B3 AVS Guest OS: Oracle Linux 8 (64-bit)
Compatibility: ESXi 7.0 and later (VM version 17)

>

> B3 Bitfusion Templates
N VMware Tools: Not running, version:11328 (Guest Managed)
>

B Deji-VMs Powered Off
. MORE INFO
B3 Discovered virtual machine DNS Name:
£ GCvE IP Addresses:
3 .vslab.
> B3] gntest LAV TS EENSEE Host sc2esx12.vslab.local
> B Infrastructure LAUNCH REMOTE coNsoLE D A fl—é%
> B3 JumpBoxes
> ] Oracle
> B3 Parallel_works VM Hardware
> B3 pks_templates
> CPU 8 CPU(s)
> [ pks_vms
> B Pwx > Memory D 32 GB, 0 GB memory active
> B sap 9
> Hard disk 1 80 GB
> [J ScaleGrid
> B vCLs Total hard disks 3 hard disks
> B3 VMC Solution Lab
> Network adapter 1 none {disconnected)
v B3 VMs migrated to cloud
CD/DVD drive 1 Disconnected
> Video card 8 MB
@ bf-client-centoss VMCI device Device on the virtual machine PCl bus that provides support for the
@ bf-client-centoss-Jimbo virtual machine communication interface
@ bf-client-chi-ub20 > Other Additional Hardware
@ bf-client-phi-centoss
& bf-client-pi-ub20 Compatibility ESXi 7.0 and later (VM version 17)
cp .
@ bf-client-rho-ub20 Edit Settings...

FIGURE 82. VMware vSphere Templates View

The steps to perform the reverse migration from VMware Cloud on AWS to Site A are the same as those required for migration from
Site A to VMware Cloud on AWS.

Select the Reverse Migration checkbox and select the Oracle VM Oracle19¢12-OEL83. The remaining steps are the same as those
previously outlined.

Workload Mobility

Remote Site Connection: Reverse Migration

» (@ Destination: hex.vslab.local prise / VC: 3.vslab.local ¢ () Source: HCX Cloud - VMC-VSLAB / VC. ter.sddc-44-232-220-144,
hitps:/hcx salc-64-232-220-144 vmwarevme. com
GreupNeme; No VMs s selected for migration
B ¢ 8 Cotow umetectave @) Seiectionsize:  1vws/ 260ce/ 322/ Buceu cance
v [l spbDc-Datacenter (=] Name Resources (bisk/ Memory / CPU) Message

£3 Discovered virtual machine S o 2068/ 3268/ 8

3 Management VMs
B3 Templates > Oracle19012-OEL83-VMC 660GB/  32GB/ 8
£ VMs migrated to cioud
£ Workioads
Cluster-1
v @ Resources
@ Compute-ResourcePool
@ Mgmt-ResourcePool
[ 10120324
B 10129325
0 101201284

FIGURE 83. Reverse Migration of Oracle VM Oracle19¢12-OEL83

mware® REFERENCE ARCHITECTURE | 79



Oracle Workloads on VMware Hybrid Multi-Clouds

The summary of the reverse migration is as shown below:

Workload Mobility

@ Vaiidation is Successful, You can proceed with Migration

A\ Migration could fail as one or more Virtual Machines have warning(s). Please review them before proceeding.

Hide all (%
Group Name: Oracle-VM-HCX-Reverse

v Transfer and Placement:

Batchsize: 1wM / 260GB/  32GB/ Bvoeu Select VMs for Migration
@ OracleRP

® g Orepue = Bulk Migration v
£ oracle & {5 Seme formate v (Optional: Switchover Schedule) ®
v Switchover:

Force Power-off VM

O Remove snapshots
O Force unmount ISO Images
v Extended Options:

Edit Extendad Option: Retain MAC )

VM for Migration

Disk / Memory / vCPU Migration Info
| v ordencnomss O 2068/ 3208 8vcPU
@ OreclerP = O orePue = Bulk Migration v
[0 orace = ) Same format as source v (Optional: Switchover Schaduie) 1)
Force Power-off VM
O Enable seed Checkpoint
Retain MAC 3 ) (_Doman Name ) (_ONS Customization )
bt z Network adapter 1 (Apps Team O1) > APPS-1614 =
Primary NIC: 1P Address: 172.16.14.45 Gateway: 17216141
Connected:

Subnet Mask: 255.255.255.C
A Non VMware or out of date tools detected on Oracie9c2 OFLE3. HEX will attempt a graceful shutdown.

QINALIGATE

eont |

FIGURE 84. Oracle VM Oracle19¢12-OEL83 Reverse Migration Summary

The reverse migration is successful.

@ Migration
= Tracking = Management [ 2 MIGRATE @ J [ 2

Narme VMs/ Storage/ Memory/ CPUs Progress start status

v Oracle-VM-HCX-Reverse

1/ 260GB/ 32GB/ 8 @ Migration Complete -
011 selected

[ Oracle19c12-OEL83 260GB/ 32GB/ 8

@ Migration Complete 04:10 P 05:00 P
Destination Resource Pool :  Oracle-RP

Migration completed
Aug25 Aug 25
Datastore : & OraPure Migration ID : e9a38a23-b76b-4ef6-ade7-f816a08a7150
Destination Datacenter : [ SC2-DC Disk Format : & Same format as source Migration Group ID : 75d04a60-cc1d-4427-9efb-518bfc626916
Destination Folder : E5 Oracle

Migration Profile : & Bulk Migration
Migration Options

Maintenance Window : (] Not Scheduled
Force Power-Off VM | | Retain Mac

CEVENTS
& Apps Team 01 > & APPS-1614

(Show previous 40 events)
58 min ago +47m

Removing Replication config on target side X appliance
57 min ago

+48m  Clearing up replication transfer target side completed

57 min ago +48m | Migration completed

FIGURE 85. Migration Complete

vmware
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The Oracle VM Oracle19¢12-OEL83 is now back on Site A with the IP address 172.16.14.45.

& Oracle19¢12-OEL83 02 & @ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11328 {(Guest Managed)
_MORE INF& — — — _

- ~
DNS Namey oracle19c12-o0el83.vslab.local\

IP AddresseS ~ 122161445_ _ _ _ = ="
AL WS CEEELE Host: sc2esx12.vslab.local
LAUNCH REMOTE coNsoLE (D 0 @ EE'
VM Hardware
> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 {(connected)
CD/DVD drive 1 Disconnected
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 86. Site A VM Oracle19¢12-OEL83
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The database oral9c is up.

FIGURE 87. Database ora19c Alert Log

mware REFERENCE ARCHITECTURE | 82



Oracle Workloads on VMware Hybrid Multi-Clouds

The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal

and expected.

oracleforaclel9cl2-cel83:oraldc:/home/oracle> tail -1050 alert_oral%c.log

MMON started with pid=34, ©S id=3494
Starting background process MMNL

2021-08-25T17:49:

56.267207-07:00

MMNL started with pid=35, ©8S 1d=349%
Starting background process TMON

2021-08-25T17:49:

INOTE: ASME (index:0) registering with ASM instance as Standard client OxEfffffffffffffff (reg:1913977987) (startid:1081532994)

2021-08-25T17:49:

56.273563-07:00

56.279844-07:00

TMON started with pid=36, ©S id=3503

2021-08-25T17:49:

56.283444-07:00

WOTE: Loaded library: /opt/oracle/extapi/64/asm/orcl/1/libasm.so

2021-08-25T17:49:

56.284914-07:00

Setting CPU count to 8

ORACLE_BASE from
2021-08-25T17:49:
[ALTER DATABASE

2021-08-25T17:49:

envircnment = /u0l/app/oracle
56.337336-07:00

MOUNT

56.341020-07:00

NOTE: ASMEB (index:0) (3484) connected to ASM instance +ASM, os=sid: 3497 (Standard mode; client id Oxffffffffffffffff

ITOTE: initiating

MARK startup

Starting background process MARK

2021-08-25T17:49:

56.354782-07:00

MARK started with pid=38, ©S id=3508

2021-08-25T17:49:

56.357185-07:00

NOTE: MARK has subscribed

2021-08-25T17:49:

59.470145-07:00

ASME mounting group 1 (DATA DG)
Assigning number (1,1) to disk (ORCL:DATA DISKO02)

SUCCESS: mounted
INOTE: grp 1 disk
2021-08-25T17:49:
ERROR: failed to
2021-08-25T17:50:
.. (PID:3505) :
2021-08-25T17:50:
Successful mount
2021-08-25T17:50:
Database mounted

group 1 (DATA DG)

1: DATA_DISKOZ path:ORCL:DATA_ DISKOZ

59.580407-07:00

establish dependency between database ORA1SC and diskgroup resource ora.DATA DG.dg
03.662468-07:00

Redo network throttle feature is disabled at mount time

03.652240-07:00

of redo thread 1, with mount id 1134664452

03.694359-07:00

in Exclusive Mode

Lost write protection disabled

. (PID:3505) :
Completed: ALTER
2021-08-25T17:50:

Using STANDBY ARCHIVE DEST parameter default value as USE_DB_RECOVERY FILE DEST [krsd.c:1822Z]
DATABASE MOUNT
03.796170-07:00

[ALTER DATABASE OPEN

Ping without log

force is disabled:

instance mounted in exclusive mode.
Buffer Cache Full DB Caching mode changing from FULL CACHING DISABLED to FULL CACHING ENABLED

2021-08-25T17:50:

03.877906-07:00

Crash Recovery excluding pdb 2 which was cleanly closed.

2021-08-25T17:50:

03.881331-07:00

Beginning crash recovery of 1 threads
parallel recovery started with 7 processes
Thread 1: Recovery starting at checkpoint rba (logseq 20 block 49851), scn O

2021-08-25T17:50:

Started redo scan

2021-08-25T17:50:

03.944333-07:00

03.%67743-07:00

Completed redo scan

read 39 KB redo,
2021-08-25T17:50:

25 data blocks need recovery
03.971574-07:00

Started redo application at
Thread 1: logseqg 20, bklock 49851, cffset O

2021-08-25T17:50:

03.575588-07:00

Recovery of Online Rede Log: Thread 1 Group 4 Seg 20 Reading mem O
Mem# O: +DATA DG/ORALSC/group04 redoOl.log
Mem# 1: +DATA DG/ORAL9C/group04_redc02.log

2021-08-25T17:50:

03.9876963-07:00

Completed redo application of 0.0ZMB

2021-08-25T17:50:

04.001480-07:00

Completed crash recovery at

Thread 1: RBA 20.49530.16, nab 49930, scn 0x000000000018ff2a

25 data blocks read, 25 data blocks written, 39 redo k-bytes read
Endian type of dictionary set to little

2021-08-25T17:50:
LGWR (PID:3438):
2021-08-25T17:50:
TTOO0 (PID:3566):

04,063555-07:00
STARTING ARCH PROCESSES
04.075820-07:00

Gap Manager starting

Starting background process ARCO

FIGURE 88. Database ora19c Alert Log

(new connection)
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As stated earlier, VMware Hybrid Cloud Extension copies the original VM to the migrated VMs folder in the vSphere Templates view.

(] B @ & Oracle19c12-OEL83-1629935857251 | > ' & @ & | actows v
v @ vcenter.sddc-44-232-220-144 ymwarevme.com  Summary Monitor Configure Permissions Datastores Networks Snapshots

v [{] SDDC-Datacenter
v [[)) Cluster-1

E| 10.129.32.4 Guest OS: Oracle Linux 8 (64-bit)
EI 10129.32.5 Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools:  Not running, version:11328 (Guest Managed)
v (@ Compute-ResourcePool Powered Off
MORE INFO
DNS Name:
@ Oracle19c12-OEL83-VMC IP Addresses:
& vmeracO1 e en s coneolE Host: 10.129.32.5
=3
d vmeracO2 LAUNCH REMOTE CONSOLE (D A {I‘—{‘%
> (© Mgmt-ResourcePool
> [$10129.128.4
[ 10.129.224.26 VM Hardware
> CPU 8 CPU(s)
> Memory D 32 GB, O GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 none (disconnected)
CD/DVD drive 1 Disconnected
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the virtual
machine communication interface
> Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 89. VM Oracle19¢12-OEL83 Summary
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Migrating Oracle Single-Instance Workloads Using Hybrid Cloud Extension Cold Migration
Cold migration uses the same network path as VMware Hybrid Cloud Extension vMotion to transfer a powered-off VM. During a cold
migration, the VM |IP address and MAC address are preserved. Cold migrations must satisfy the vMotion requirements.

Learn more about Hybrid Cloud Extension Cold Migration.

The production single-instance Oracle VM Oracle19¢12-OEL83 on Site A was used for the Hybrid Cloud Extension Cold Migration
deployment use case.

Oracle VM Oracle19¢12-OEL83 was powered down with database oral9c offline. Click Migrate and add VM Oracle19¢12-OEL83 to the
migration process.

Workload Mobility

Remote Site Connection: (J Reverse Migration

> [ Source: hexvslab.local ise / VC 3.vslab.local - () Destination: HCX Cloud - VMC-VSLAB / VC: 44-23; 144,
hitps:/ox sadc-44-232

20114 vmwarevme.com

Group Name: Oracle-VM-Cold-Migration-HCX No VMs s selected for migration

o @ 8 (Show unsetectavie @)

1vms/ 260ce/  32aGe

ADD. CANCEL

Selection size:

[ eb4csef3-004e-4186-862f-078609d2c30 Name s e Ok parvery /ICPU|

Message

= . » » £ -
[ f3d3b727-9328-457d-4667-4ce8331551c6. ( > Oracle18¢12-0EL83 \) [0) 260 GB 32GB/ 8
v B3 pks_vms ~~ -

[ eb4c8ef3-004e-4786-8621-078609d2c370
£ 13d36727-0328-4570-4667-4ce833557c6
0 vels
v [J BCA-Intel (Reserved)
[ sc2esx4.vsiablocal
[ sc2esxes.vslab.local
[ sc2esxg6.vsiablocal
v [ Bca-sitec
v @ Resources
© Oracle-RP
sc2esx09.vsiab local
sc2esxi0.vslab.jocal

sc2esxilvsiab.local

DEoEn

sc2esx12.vsiab.local
v [ ecas

v @ Resources
@ Distributed ML Clients
@ scaleGrid
A Tva

cvost |

FIGURE 90. VM Oracle19¢12-OELS83 Migration Start
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Follow the same steps when selecting the target resource pool, datastore, folder, extended options, and network options. Click Go to
start the migration process.

Note that adding the target |IP address 172.16.115.45 with gateway and netmask information is not a supported option and target
networking information will not be applied.

Workload Mobility

@ Validation is Successful, You can proceed with Migration

: Oraci Cold-Migration-HC.
Grosp Name: Dracla:y/ M Cokd Migration:HOX Botchsize: 1w / 260GB/  32GB/ Bvchu | T Select VMs for Migration

v Transfer and Placement:

@ Compute-ResourcePool

= (O Woroadpatastore = (Migration Profile) v
[ Workioads & &) Seme formatas source v (Optional: Switchover Schedue) )
v Switchover:
O Remove snapshots
O Force unmount ISO Images
v Extended Options:
Eqil Extended Options.
VM for Migration Disk / Memory / vCPU Migration Info
v Oracie19¢12-OELE3 C] 260GB 32GB/ 8vCPU
@ Compute-ResourcePool ® O Woroadbatestore = MigrationProfile: Cold Migration
£ Workioads = ) Same format as source v
2 Z Network adapter 1 (p APPS-1614) > Apps Team 01 -
Primary NIC: 1P Address: 172.16.115.45 Gateway: 172161151 Subnet Mask: 255.255.255.0

Connected:

FIGURE 91. Targeting IP Address 172.16.115.45 with Gateway and Netmask Not Supported

The steps for the migration start are as shown below:

@ Migration

= Tracking & Management ewsrare | (¢ ][ 7 |

Name VMs/ Storage/ Memory/ CPUs Progress Start End Status

V Oracle-VM-Cold-Migration-HCX 1/ 260GB/ 326B/ 8 549% Base Sync 0 of 1 Migrated B -

o w
011 selected
L v Oracle19c12-OEL83 (D) 260GB/ 32GB/ 8 549% Base Sync @ +39mest.tine  07:54 7 - ViMation Transfer In Progress
Destination Resource Pool : @ Compute-ResourcePool Datastore : £ WorkioadDatastore Migration ID : 211d2¢67-2710-4320-a1c5-8406359208f
Destination Datacenter : 1 SDDC-Datacenter Disk Format : (= Same format as source Migration Group ID : 058b55b7-8dd2-43db-a7da-d3867fa716d3
Destination Folder : 5 Workioads Migration Profile : & Cold Migration

Maintenance Window : [ Not Scheduled
Migration Options

CEVENTS
& APPS-1614 > O Apps Team 01 Switchover Events
6 min ago Start  Collecting source details
6 min ago +21s | Collecting target details
6 min ago +29s  Resolving IX appliance
5 min ago +40s | vMotion concurrency lock acquired
1 min ago +54s | Reconfiguring target Mobility Agent
1 min ago +1m  Reconfiguring source Mobility Agent
1 min ago +1m | Creating placeholder VM for vMotion at target side
(Show less)

FIGURE 92. VM Oracle19¢12-OEL83 Migration Start
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The migration completes successfully.

@ Migration
= Tracking & Management 2 MIGRATE cll

Name VMs/ Storage/ Memory/ CPUs Progress Start End Status

v Oracle-VN-Cold-Migration-HCX 1/ 260GB/ 32GB/ 8 @ Migration Complete

oW
011 selected
v Oracle18612-OEL83 (En) 260GB/ 32GB/ 8 @ Migration Complete 07:54 Py 08:08 P11 Migration completed
ng25 g 25
Destination Resource Pool : @ Compute-ResourcePool Datastore : B WorkloadDatastore Migration ID © 211d2c67-2710-4320-a1¢5-8406b359208f
Destination Datacenter : B SDDC-Datacenter Disk Format : & Same format as source Migration Group ID . 058b55b7-8dd2-43db-a7da-d3867fa716d3
Destination Folder : 5 Workioads Migration Profile : & Cold Migration

Maintenance Window : 2] Not Scheduled
Migration Options.

& APPS-1614 > & Apps Team 01 Switchover Events CEvents
6 min ago Start  Collecting source details
6 min ago +21s | Collecting target details
6minago +29s  Resolving IX appliance
5 min ago +40s | vMotion concurrency lock acquired
1 min ago +54s | Reconfiguring target Mobility Agent
1 min ago +Im  Reconfiguring source Mobility Agent
1 min ago +Im | Creating placeholder VM for vMotion at target side
(Showless)

FIGURE 93. VM Oracle19¢12-OEL83 Migration Successful

The Oracle VM Oracle19¢12-OEL83 is now on VMware Cloud on AWS and powered off as Hybrid Cloud Extension Cold Migration was
performed. Power on the VM and assign IP address 172.16.115.45.

& Oracle19c12-OEL83 [m = P ) ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots

Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)

VMware Tools: Running, version:11328 (Guest Managed)
MORE INFO_ _ _

- R
DNS Name, =~ oracle19c12-oel83.vslab.loca™

P Addresses: _ 17216.115.45 e
Host: 107293785~~~

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ 0 @ g@

VM Hardware

> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 Apps Team O1 (connected)
CD/DVD drive 1 Disconnected %G
> Video card 8MB
VMCI device Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface

v

Other Additional Hardware

Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings..

FIGURE 94. VM Oracle19¢12-OEL83 Summary
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The database oral9c is up.

ifconfig
T mtu

1000
rte

All righ

- Pr

FIGURE 95. Database oral9c Alert Log
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The alert log for the database shows no errors. Oracle database is started normally when the database starts up, which is normal
and expected.

oracleloraclelScl2-oel83:oralSc:/home/oracle> tail -1050 alert oralS9c.log
SMON started with pid=23, 0S5 id=4679
LGWR slave LGOLl created with pid=24, 0OS pid=46c84
Starting background process SMCO
2021-08-25T20:17:23.953799-07:00
SMCO started with pid=25, 0S8 id=4687
Starting background process RECO
§2021-08-25T20:17:23.97205%-07:00
QRECO started with pid=26, 0S 1id=4690
Starting background process LREG
2021-08-25T20:17:24.001016-07:00
LREG started with pid=28, 0S5 1d=469¢
Starting background process PXMN
2021-08-25T20:17:24.041641-07:00
PXMN started with pid=30, 08 id=4704
Starting background process RBAL
2021-08-25T20:17:24.065%247-07:00
REAL started with pid=31, 0S5 id=4707
Starting background process ASMB
2021-08-25T20:17:24.090432-07:00
[ASMB started with pid=32, 0S 1id=4712
Starting background process FENC
2021-08-25T20:17:24.113476-07:00
FENC started with pid=33, 0S8 1d=4717
Starting background process MMON
2021-08-25T20:17:24.128013-07:00
[MMON started with pid=34, 0S5 id=4724
Starting background process MMNL
2021-08-25T20:17:24.1384258-07:00
[WOTE: ASMB (index:0) registering with ASM instance as Standard client OxEEffffffffffffff (reg:1360179684) (startid:1081541842) (new connection)
2021-08-25T20:17:24.146124-07:00
[NOTE: Loaded library: /opt/oracle/extapi/é4/asm/orcl/1l/libasm.so
2021-08-25T20:17:24.146675-07:00
MMNL started with pid=35, 0S5 1d=4728
Starting background process TMON
2021-08-25T20:17:24.162763-07:00
TMON started with pid=36, 0S5 id=4731
2021-08-25T20:17:24.168653-07:00
Setting CPU count to 8
ORACLE BASE from environment = /u0l/app/oracle
2021-08-25T20:17:24.175286-07:00
[MOTE: ASMB (index:0) (4712) connected to ASM instance +ASM, osid: 4722 (Standard mode; client id Oxffffffffffffffff)
NOTE: initiating MARK startup
Starting background process MARK
2021-08-25T20:17:24.196135-07:00
[MARK started with pid=37, 0S5 1id=4734
2021-08-25T20:17:24.198543-07:00
[NOTE: MARK has subscribed
2021-08-25T20:17:24.2216758-07:00
[ALTER DATABASE MOUNT
2021-08-25T20:17:27.351502-07:00
[WOTE: ASMB mounting group 1 (DATA DG)
[NOTE: Assigning number (1,1) to disk (ORCL:DATA DISKOZ)
SUCCESS: mounted group 1 (DATA_DG)
[NOTE: grp 1 disk 1: DATA DISKOZ path:ORCL:DATA DISKOZ
2021-08-25T20:17:27.511210-07:00
ERROR: failed to establish dependency between database ORA1SC and diskgroup resource ora.DATA DG.dg
2021-08-25T20:17:31.591366-07:00
{PID:4735): Redo network throttle feature is disabled at mount time

2021-08-25T20:17:31.633581-07:00
Successful mount of redo thread 1, with mount id 1134771860
2021-08-25T20:17:31.635451-07:00
Database mounted in Exclusive Mode
Lost write protection disabled
. (PID:4735): Using STANDBY ARCHIVE DEST parameter default value as USE DB _RECOVERY FILE DEST [krsd.c:18222]
Completed: ALTER DATABASE MOUNT
2021-08-25T20:17:31.763346-07:00
[ALTER DATABASE OPEN
Ping without log force is disabled:

instance mounted in exclusive mode.
Buffer Cache Full DB Caching mode changing from FULL CACHING DISABLED to FULL CACHING ENABLED
2021-08-25T20:17:31.830%380-07:00

FIGURE 96. Database ora19c Alert Log
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In the case of cold migration, we do not see Hybrid Cloud Extension copying the original VM to the migrated VMs folder in the
vSphere Templates view.

The steps to perform the reverse migration from VMware Cloud on AWS to Site A are the same as those required to migrate from
Site A to VMware Cloud on AWS.

Select the Reverse Migration checkbox and select the Oracle VM Oracle19¢12-OEL83. The remaining steps are the same as those
previously outlined.

The summary of the reverse migration is as shown below:

Workload Mobility

@ Vaidation s Successful, You can proceed with Migration %

@ Lestnaton 7ve © [ SOUrCE” HOX Cloud - VMC-VSLAB / Ve
hiips:/Mex.s 232-220-14 ymwarevme. com

Group Name: Oracle-VM-Coid Migration HCX
2 o Batchsize: v / 260GB/  326B/ 8vcu | M Select VMs for Migration

v Transfer and Placement:

@® orclerP m O orpue = (Migration Profile) v
[ Orace = £51 Same format as source v (Optional: Switchover Schedule) ®
v Switchover:

0 remove Snapshots
O Force unmount 150 Images

v Extended Options:

Edil Extended

VM for Migration Disk / Memory / vCPU Migration Info
v Oraclel9ci2-OEL83 [0 26068 3268/ 8VCPU
@ oOracleRP = B orePure = MigrationProfile: Cold Migration
[ orace = # same format as source v

Edit Extended Options.

bt - Network adapter 1 (s Apps Team O) > APPS-1614 [~}

Primary NIC: IP Address: 172.16.14.45 Gateway: 172.16.14.1 Subnet Mask: 255.255.255.0
Connected:
Warning: This option is not supported & cted migration type 2 not be a

> co © VALIDATE ‘ M save [ cLose ‘

FIGURE 97. VM Oracle19c¢12-OEL83 Summary

The reverse migration is successful.

© Migration
= Tracking = Management 2 merate | [ C 1 & 1

Name VMs/ Storage/ Memory/ CPUs Progress Start End Status

3.vslab.local & vcenter
v Oracle-VM-Cold-Migration-HCX 1/ 260GB/ 2GR/ 8 © Migration Complete - - PR
011 selected
 Oracle19012-OEL83 260GB/ 32GB/ 8 © Miggation Complte e 0842 7 Migration completed
Destination Resource Pool : @ Oracle-RP Datastore : B OraPure Migration ID : cd211c73-9b6b-409b-8cb6-13b7ce1de a2
Destination Datacenter : B SC2-DC Disk Format : £ Same format as source Migration Group ID : 3824937c-758f-480a-8385-cef0c042027d
Destination Folder : 7 Oracle Migration Profile : & Cold Migration

Maintenance Window : EZ] Not Scheduled
Migration Options

CEVENTS  (Show previous 19 events)
& Apps Team 01 - & APPS-1614

5 minago +10m | Clearing up vMotion switchover source side completed
5 minago +10m | vMotion concurrency lock released
5 min ago +10m | Migration completed

FIGURE 98. VM Oracle19¢12-OEL83 Reverse Migration Successful
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The Oracle VM Oracle19¢12-OEL83 is now back on Site A and powered off. Power on the VM and assign it IP address 172.16.14.45.

& Oracle19¢12-OEL83 02 & @ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11328 (Guest Managed)
_MORE INF& — — — _

- ~
DNS Namey oracle19c12-o0el83.vslab.local\

IP AddresseS ~ 122161445_ _ _ _ ==~
AL WS CEEELE Host: sc2esxl12.vslab.local
LAUNCH REMOTE coNsoLE (D 0 @ EE'
VM Hardware
> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 {(connected)
CD/DVD drive 1 Disconnected
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 99. VM Oracle19¢12-OEL83 Summary
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The database oral9c is up.

Edition Re

Enterpri

FIGURE 100. Database oral9c Alert Log
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The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

oracleBoracleldcl2-oelB83:oral%c:/home/oracle> tail -1050 alert oral%c.log
2021-08-25T20:53:28.838624-07:00
SMCC started with pid=25, 08 1d=3823
Starting background process RECO
2021-08-25T20:53:28.8439833-07:00
RECO started with pid=26, 0S id=382¢
Starting background process LREG
2021-08-25T20:53:28.875154-07:00
LREG started with pid=28, 0S8 1d=3832
Starting background process PXMN
2021-08-25T20:53:28.899499-07:00
PXMN started with pid=30, 0S8 1d=3840
Starting background process RBAL
2021-08-25T20:53:28.912440-07:00
RBAL started with pid=31, 0S id=3843
Starting background process ASMB
2021-08-25T20:53:28.924760-07:00
2SMB started with pid=32, 0S 1d=3848
Starting background process FENC
2021-08-25T20:53:28.938619-07:00
FENC started with pid=33, 0S8 1d=3853
Starting background process MMON
2021-08-25T20:53:28.951441-07:00
MMON started with pid=34, 08 1id=3858
Starting background process MMNL
2021-08-25T20:53:28.962519-07:00
MMNL started with pid=35, 08 1d=3863
Starting kackground process TMON
2021-08-25T20:53:28.968160-07:00
NOTE: ASMB (index:0) registering with ASM instance as Standard client OxfEffffffffffffff (reg:3182390355) (startid:1081544007) (new connection)
2021-08-25T20:53:28.974179-07:00
TMON started with pid=36, 0S id=3867
2021-08-25T20:53:28.980738-07:00
Setting CPU count to 8
ORACLE BASE from environment = /u0l/app/oracle
2021-08-25T20:53:28.982090-07:00
NOTE: Loaded library: /opt/oracle/extapi/64/asm/orcl/1l/libasm.so
2021-08-25T20:53:29.012322-07:00
NOTE: ASMB (index:0) (3848} connected to ASM instance +ASM, osid: 3861 (Standard mode; client id Oxfffffffffffeffff
NOTE: initiating MARK startup
Starting background process MARK
2021-08-25T20:53:29.033376-07:00
MARK started with pid=38, 0S 1d=3872
2021-08-25T20:53:25.036083-07:00
NOTE: MARK has subscribed
2021-08-25T20:53:29.040320-07:00
[ALTER DATABASE MOUNT
2021-08-25T20:53:32.158394-07:00
NOTE: ASMB mounting group 1 (DATA DG)
NOTE: Assigning number (1,1) to disk (ORCL:DATA DISKOZ)
SUCCESS: mounted group 1 (DATA DG)
NOTE: grp 1 disk 1: DATA DISKOZ path:ORCL:DATA DISKO2
2021-08-25T20:53:32.263426-07:00
ERRCR: failed to establish dependency between database ORA1ISC and diskgroup resource ora.DATA DG.dg
2021-08-25T20:53:36.293427-07:00

(PID:38693): Redo network throttle feature is disabled at mount time
2021-08-25T20:53:36.325658-07:00
Succezsful mount of redo thread 1, with mount id 1134750729
2021-08-25T20:53:36.328502-07:00
Database mounted in Exclusive Mode
Lost write protection disabled

(PID:3869): Using STANDBY ARCHIVE DEST parameter default value az USE DB_RECOVERY FILE DEST [krad.c:18222]
Completed: ARLTER DATRBASE MOUNT
2021-08-25T20:53:36.433733-07:00
ALTER DATABASE OPEN

FIGURE 101. Database oral19c Alert Log
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Migrating Oracle Single-Instance Workloads Using Hybrid Cloud Extension vMotion

VMware Hybrid Cloud Extension vMotion can transfer a live VM from a VMware Hybrid Cloud Extension-activated vCenter server to a
VMware Hybrid Cloud Extension-activated destination site (or from the VMware Hybrid Cloud Extension destination site towards the
local site). The vMotion transfer captures the VM'’s active memory, its execution state, its IP address, and its MAC address. Migration
duration depends on the connectivity, including both the bandwidth available and the latency between the two sites.

Learn more about Hybrid Cloud Extension vMotion Migration.

The production single-instance Oracle VM Oracle19¢12-OEL83 on Site A was used for the Hybrid Cloud Extension vMotion Migration
deployment use case.

Oracle VM Oracle19¢12-OEL83 was powered up with IP Address 172.16.14.45 with database ora19c online. Click Migrate and add VM
Oracle19¢12-OEL83 to the migration process:

As mentioned earlier, Hybrid Cloud Extension Network Extension (NE) provides a Layer 2 VPN (L2VPN) to extend a broadcast domain
from a customer site into an AWS based SDDC. NE functionality is provided by a dedicated virtual appliance at both sites.

Workload Mobility

Remote Site Connection: () Reverse Migration

ise / VC 3.vslab.local > (3] Destination: HCX Cloud - VMC-VSLAB / VC

No VMs is selected for migration

@ (<] ] (Show unseisctavie @) Selectionsize:  Tvms/ 260Ge/ 3268/ 8vchu cANcEL
- [ Infrastructure

B3 JumpBoxes

O orace o %068/ 3268/ 8

0 pwx

B2 Parallel_works

0 sap

£ ScaleGrid

£ VMC Solution Lab

B vMs migrated to cioud
B3 gntest

> [ pks_templates
> 00 pks_vms
O veLs
> [ BCA-Intel (Reserved)

v BCA-SiteC

v @ Resources

©® Orecle-RP
[ sc2esx09.vsiab.local

cLosE

FIGURE 102. Add VM Oracle19¢12-OELS83 for Migration
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Follow the same steps when selecting the target resource pool, datastore, folder, extended options, and network options. Click Go to
start the migration process.

Note that adding the target |IP address 172.16.115.45 with gateway and netmask information is not a supported option and target
networking information will not be applied.

Workload Mobility

@ Vaidation s Successful, You can proce

ed with Migration

3 7 source:
htips:/hox revm

20 1443
Group Name: Oracle-VM-vMotion-HCX

v Transfer and Placement:

@ Compute-ResourcePool

[ Workioads

v Switchover:

v Extended Options:

Edit Extended Options

VM for Migration

v Oracle1oci2-OEL83
@ Compute-ResourcePool
[ Workioads

v

I [ DESTNETon” HEX CIoUd - VMC-VSLAY / VO

rve

8 WorkoadDatastore =

e

) Same format as source

O Rremove Snapshots
O Force unmount ISO Images

Disk / Memory / vCPU.

[V} 260 GB 32GB/ 8vCPU

& Workioadd:

#) same format as source

- i =
-

Z Network adapter 1 (APPS-1614) &  Apps Team O1

Primary NIC:
Connected:

1P Address: 172.16.115.45 Gateway: 172161151

Batchsiza: 1w

260GB/  32GB/ 8wru | B Select VMs for Migration

Motion v
(Optional: Switchover Schedule) [}
Migration Info
VMotion v
-

Subnet Mask: 255.255.255..0

FIGURE 103. Targeting IP Address 172.16.115.45 with Gateway and Netmask Not Supported

The steps for the migration start are as shown below:

© Migration

= Tracking &= Management

Name.

(amesre ) (¢ (2]

VMs/ Storage/ Memory/ CPUs Progress Start

Status

v Oracle-VNl-vMotion-HCX
011 selected
 Oracle19¢12-OELE3

Destination Resource Pool
Destination Datacenter
Destination Folder

Migration Options.

1 260 GB 32GB/ 8 27% Base Sync. 0 of 1 Migrated -
260 GB 32GB 8 27'% Base Sync. @ +44mest.time  09:44 Fit
2
@ Compute-ResourcePool Datastore : £ WorkioadDatastore Migration ID
[ SDDC-Datacenter Disk Format : & Same format as source Migration Group ID

5 Workioads Migration Profile
Maintenance Window
( RetainMac )
& APPS-1614 > & Apps Team 01 Switchover Events.
4minago start
4minago +225
3minago +34s
3minago +425
3minago +555
3minago +1m
3minago +1m
2minago +1m
1 min ago +2m

FIGURE 104. VM Oracle19c12-OEL83 Migration Start

vmware

VMotion Transfer In Progress

B6e42c8b5-647-485d-907d-b4436ee24221
b1e951ce-3d91-4dBe-Oefc-648ecf814a1d
& vMotion

(2 Not Scheduled
CEVENTS

Collecting source details

Collecting target detals

Resolving IX appliance

vMotion concurrency lock acquired

Reconfiguring target Mobility Agent

Reconfiguring source Mobility Agent

Creating placeholder VM for vMotion at target side
Starting relocate task on target side

Starting relocate task on source side

(Show less)
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The migration completes successfully.

@ Migration
= Tracking = Management | @ micrate \ @ \ 2 J

Name VMs/ Storage/ Memory/ CPUs Progress Start End status

v Oracle-VM-vMotion-HCX 1/ 260GB/ 32GB/ 8 (@ Migration Complete
011 selected
1 v Oracle19¢12-OEL83 260GB/ 3268/ 8 © Migration Gomplete 09:44 Py 10037y Migration completed
Desfination Resource Pool : () Compute-ResourcePool Datastore : & WorkloadDatastore Migration ID : 6e42¢8b5-6417-4850-007d-b4436ee24221
Destination Datacenter : B SDDC-Datacenter Disk Format : ) Same format as source Migration Group ID : b1e951ce-3d91-4d6e-9efc-648ecf814ald
Destination Folder : E5 Workioads Migration Profile : €& viotion
Maintenance Window : (2] Not Scheduled
Migration Options : (~Retain Mac
- CEVENTS
& APPS-1614 > & Apps Team 01 ETEEEA R
17 min ago Start  Collecting source details
16 min ago +22s  Collecting target details
16 min ago +34s  Resolving IX appliance
16 min ago +42s | vMotion concurrency lock acquired
16 min ago +555 | Reconfiguring target Mobility Agent
16 min ago +1m  Reconfiguring source Mobility Agent
12 min ago +1m | Creating placeholder VM for vMotion at target side
11 min ago +1m | Starting relocate task on target side
10 min ago +2m  Starting relocate task on source side
(Show less)

FIGURE 105. VM Oracle19¢12-OEL83 Migration Successful

The Oracle VM Oracle19¢12-OEL83 is now on VMware Cloud on AWS with IP address 172.16.14.45. Change the IP address to
172.16.115.45 as adding the target IP address with gateway and netmask information is not a supported option and target networking
information will not be applied (as noted in the migration process above).

& Oracle19¢12-OEL83 02 @ @ | acmonsv
Summary Monitor Configure Permissions Datastores Networks Snapshots
Guest OS. Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11328 (Guest Managed)
MORE INFQ_ _ __

DNS Neme; = ~oracleloci2-oel83.vslab.Gea™

IP Addresses: 1_72_16 15.45 e )
LAUNCH WEB CONSOLE Host: 10728375 = =
LAUNCH REMOTE consoLE @ (_\ {F{% QEI
VM Hardware
> CPU 8 CPU(s)
> Memory [ 32 6B, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 Apps Team 01 (connected)
CD/DVD drive 1 Disconnected 94
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 106. VM Oracle19¢12-OEL83 Summary
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The database oral9c is up.

FIGURE 107. Database ora19c Alert Log
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The alert log for the database shows no errors. Oracle database has been online during the entire migration process.

pracleforaclel9cl2-oelB83:oralSc: /home/oracle> tail -1000 alert_oralSc.log
Ping without log force is disabled:

instance mounted in exclusive mode.

uffer Cache Full DB Caching mode changing from FULL CACHING DISABLED to FULL CACHING ENABLED
2021-08-25T20:53:36.512208-07:00

rash Reccvery excluding pdb 2 which was cleanly closed.
2021-08-25T720:53:36.512345-07:00

rash Recovery excluding pdb 3 which was cleanly closed.
[Endian type of dictionary set to little
[2021-08-25T20:53:36.533229-07:00
[LGWR (PID:3802}: STARTING ARCH PROCESSES
2021-08-25T20:53:36.544031-07:00

TOO (PID:3%901): Gap Manager starting
[Starting background process ARCO
2021-08-25T20:53:36.556863-07:00
ARCO started with pid=44, 0S5 1d=3904
2021-08-25T20:53:36.,566983-07:00
LGWR (PID:3802): ARCO: Archiwval started
[LGWE (PID:3802): STARTING ARCH PROCESSES COMPLETE
2021-08-25T20:53:36.567113-07:00
ARCO (PID:3904): Becoming a "no FAL' ARCH
ARCO (PID:3904): Becoming the 'no SRL' ARCH
2021-08-25T20:53:36.570057-07:00

MON (PID:3867): STARTING ARCH PROCESSES
[starting background process ARCL
2021-08-25T720:53:36.581335-07:00
ARC1 started with pid=46, 0S id=3%10
IStarting background process ARCZ
IStarting background process ARC3
2021-08-25T20:53:36.59%2261-07:00
ARCZ started with pid=47, 0S 1d=3913
[2021-08-25T20:53:36.593676-07:00

edo log for group 2, sequence 22 is not located on DAX storage
2021-08-25T20:53:36.605182-07:00

MON (PID:3867): ARC1l: Archival started

MON (PID:3867): ARCZ2: Archival started
2021-08-25T20:53:36.605419-07:00
ARC3 started with pid=48, 0S5 id=3316
2021-08-25T20:53:36,615375-07:00

hread 1 cpened at log seduence 22
£ 021-08-25T20:53:36.615401-07:00

MON (PID:3867): ARC3: Archival started
2021-08-25T20:53:36,615424-07:00

Current log# 2 seq# 22 mem# O: +DATA DG/ORAL9C/group02 redoOl.log
2021-08-25T20:53:36.615456-07:00

MON (PID:3867): STARTING ARCH PROCESSES COMPLETE
2 021-08-25T20:53:36.615464-07:00

Current log# 2 seqg# 22 mem# 1: +DATA_DG/ORA1SC/group0Z_redo02.log
[Successful open of redo thread 1
2 021-08-25T20:53:36.615666-07:00
[MTTR advisory is disabled because FAST_START MTTR_TARGET is not set
[Stopping change tracking

nde initializaticn recovery: Parallel FPTR complete: start:292791 end:292794 diff:3 ms (0.0 seconds)
nde initialization recovery: err:0 start: 2392790 end: 292794 diff: 4 ms (0.0 seconds)
[3898] Successfully onlined Unde Tablespace 2.

ndc initializaticn online undo segments: err:0 start: 292794 end: 292920 diff: 126 ms (0.1 seconds)
ndo initialization finished =serial:0 start:292790 end:292326 diff:136 ms (0.1 seconds)
[Database Characterset is AL32UTFS
[ic Rescurce Manager plan active
2 021-08-25T20:53:37.568214-07:00
[joxcsys_required dirobj exists: directory object exists with reguired path /u0l/app/oracle/product/19.0.0/dbhome 1/javavm/admin/, pid 3898 cid 1
replication dependency tracking turned off (no async multimaster replication found)
[starting background process AQPC
2021-08-25T20:53:37.880142-07:00
AQPC started with pid=50, 0S8 1d=3925
£ 021-08-25T20:53:37.963696-07:00
[PDBESSEED (2) : Pluggable database PDBSSEED opening in read only
[PDBESSEED (2) :Endian type of dictionary set to little

FIGURE 108. Database oral9c Alert Log
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The steps to perform the reverse migration from VMware Cloud on AWS to Site A are the same as those required for migration from
Site A to VMware Cloud on AWS.

Select the Reverse Migration checkbox and select the Oracle VM Oracle19¢12-OEL83. The remaining steps are the same as
previously outlined.

The summary of the reverse migration is as shown below:

Workload Mobility

@ Validation s Successful, You can proceed with Migration
> e
netpsit

on: nex.vsian. prise /v 1oCal & [ SOUTCer HCX CIOUd - VMC-VSLAB / V.
44.232-220- 144 vmwarevmc.com

( ®eloaa Lonnections

Group Name: Oracle-VM-vMotion-HCX Batchsize: 1w/ 260GB/  32GB/ 8vcey | T Select VMs for Migration

v Transfer and Placement:

@ orciere = O orpue - WMotion v
0 oracle = # Same format as source - (Optional: Switchover Scheduie) ®
v Switchover:

O Rremove snapshots
O Force unmount IS0 Images
v Extended Options:

VM for Migration Disk / Memory / vCPU Migration Info

| v oracerscr ores O 2068/ 3268/ BVCPU
@ oracieRP = @ Orbue = wMotion v
[ Oracle & ) Same format as source v

e < Network adapter 1 (Apps Team O1) > APPS-1514 I~
Primary NIC IP Address: 17216.14.45 Gateway: 17216141 Subnet Mask: 255.255.255.0

Connected:

Varning: This option s not supk v selected migration type and will nc applied

|

FIGURE 109. VM Oracle19c¢12-OEL83 Reverse Migration Summary

The reverse migration is successful.

@ Migration
= Tracking = Management 2 MmcraTe | | C J 2 J

Name VMs/ Storage/ Memory/ CPUs Progress Start End

Status

v Oracle-VM-Cold-Migration-HCX 1/ 26068/ 32GB/ 8 (© Migration Complete - - VA
011 selected
' — T 5
v y @ 260GB/  32GB/ & ) 08:30 P 08:42 P10 Migration completed
|V Oracle19012-OEL83 D © Migration Complete Lz a2

Destination Resource Pool : @ Oracle-RP Datastore : & OraPure Migration ID . ¢d21fc73-9b6b-409b-8ch6-13b7ce1del1a2

Destination Datacenter : B} SC2-DC Disk Format : & Same format as source Migration Group ID : 3824937¢-758{-480a-8385-cef0c042027d

L ey, Migration Profile - ¢ Cold Migration

Maintenance Window : [2] Not Scheduled
Migration Options

CEVENTS  (Show previous 19 events)
& Apps Team 01 > & APPS-1614

5min ago +10m | Clearing up vMotion switchover source side completed
5min ago +10m | vMotion concurrency lock released
5min ago +10m | Migration completed

FIGURE 110. VM Oracle19c¢c12-OEL83 Reverse Migration Successful
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The Oracle VM Oracle19¢12-OEL83 is now back on Site A with IP address 172.16.115.45. Change the IP address to 172.16.14.45.

& Oracle19¢12-OEL83 02 & @ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11328 (Guest Managed)
_MORE INF& — — — _

- ~
DNS Namey oracle19c12-o0el83.vslab.local\

IP AddresseS ~ 122161445_ _ _ _ ==~
AL WS CEEELE Host: sc2esxl12.vslab.local
LAUNCH REMOTE coNsoLE (D 0 @ EE'
VM Hardware
> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 {(connected)
CD/DVD drive 1 Disconnected
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 111. VM Oracle19¢12-OEL83 Summary
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The database oral9c is up.

Editicn Rel

FIGURE 112. Database ora19c Alert Log
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The alert log for the database shows no errors. Oracle database has been online during the entire migration process.

bracleforaclel9cl2-oelB83:oral9c: /home/oracle> tail -1000 alert oralSc.log
Ping without log force iz disabled:
instance mounted in exclusive mode.
uffer Cache Full DB Caching mode changing from FULL CACHING DISABLED to FULL CACHING ENABLED
2021-08-25T20:53:36.512208-07:00
rash Recovery excluding pdb 2 which was cleanly closed.
2021-08-25T20:53:36.512345-07:00
rash Recovery excluding pdb 3 which was cleanly closed.
[Endian type of dictionary set to little
2021-08-25T20:53:36.533229-07:00
[LGWE (PID:3802): STARTING ARCH PROCESSES
2 021-08-25T20:53:36.544031-07:00
TOO (PID:3%01): Gap Manager starting
lStarting background process ARCO
[2021-08-25T20:53:36.556863-07:00
ARCO started with pid=44, 05 id=3504
2021-08-25T20:53:36.566983-07:00
(PID:3802): ARCO: Archival started
(PID:3802): STARTING ARCH PROCESSES COMPLETE
2021-08-25T20:53:36.567113-07:00
ARCO (PID:3%04): Becoming a 'no FAL' ARCH
(PID:3%904) : Becoming the 'no SRL' ARCH
2021-08-25T20:53:36.570087-07:00
MON (PID:3867): STARTING ARCH PROCESSES
IStarting background process ARCL
£ 021-08-25T20:53:36.581339-07:00
ARC1 started with pid=46¢, 03 id=33510
IStarting background process ARC2
lstarting background process ARC3
2021-08-25T20:53:36.592261-07:00
ARCZ started with pid=47, 05 id=3913
2 021-08-25T20:53:36.593678-07:00
edo log for group 2, sequence 22 is not located on DAX storage
2021-08-25T20:53:36.605182-07:00
MON (PID:3867): ARC1l: Archival started
MON (PID:3867): ARCZ: Archival started
2021-08-25T20:53:36.605415-07:00
ARC3 started with pid=48, 0s id=33916
2021-08-25T20:53:36.615379-07:00
hread 1 opened at log seguence 22
2 021-08-25T20:53:36.615401-07:00
MON (PID:3867): ARC3: Archival started
2021-08-25T20:53:36.615424-07:00
Current log# 2 seq# 22 mem# O: +DATA DG/ORAL9C/group02 redoOl.log
2021-08-25T20:53:36.615456-07:00
MON (PID:3367): STARTING ARCH PROCESSES COMPLETE
2021-08-25T20:53:36.615464-07:00
Current log# 2 seg# 22 mem# 1: +DATA DG/ORA19C/group02 redo02.log
[Successful open of redo thread 1
2021-08-25T20:53:36.615666-07:00
[MTTR advisory is disabled because FAST_ START MTTR TARGET is not set
[Stopping change tracking
ndo initialization recovery: Parallel FPTR complete: start:2927391 end:25927%4 diff:3 ms (0.0 seconds)
ndo initialization recovery: err:0 gtart: 292790 end: 292794 diff: 4 ms (0.0 seconds
[3898] Successfully onlined Undo Tablespace 2.
ndo initialization online undo segments: err:0 start: 292794 end: 2923520 diff: 126 ms (0.1 seconds)
nde initialization finished serial:0 =2tart:292790 end:29292¢ diff:136 ms (0.1 zeconds
[Database Characterset is AL3ZUTFE
[lo Resource Manager plan active
2021-08-25T20:53:37.568214-07:00
joxcsys_required dirobj exists: directory object exists with required path /u0l/app/oracle/product/19.0.0/dbhome 1/javavm/admin/, pid 3898 cid 1
replication dependency_ tracking turned off (no async multimaster replication found)
IStarting background process AQPC
2 021-08-25T20:53:37.880142-07:00
AQOPC started with pid=50, 05 id=3925
2021-08-25T20:53:37.963698-07:00
[PDBSSEED (2) : Pluggable database PDBSSEED copening in read only
[PDBSSEED (2) :Endian type of dictionary set to little

FIGURE 113. Database ora19c Alert Log
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Migrating Oracle Single-Instance Workloads Using Hybrid Cloud Extension Replication Assisted vMotion
VMware Hybrid Cloud Extension Replication Assisted vMotion (RAV) uses the Hybrid Cloud Extension interconnect appliance along with
replication and vMotion technologies to provide large scale, parallel migrations with zero downtime.

Learn more about Hybrid Cloud Extension Replication Assisted vMotion (RAV) Migration.

The production single-instance Oracle VM Oracle19¢12-OEL83 on Site A was used for the Hybrid Cloud Extension Replication Assisted
vMotion (RAV) migration deployment use case.

Oracle VM Oracle19¢12-OEL83 was powered up with IP Address 172.16.14.45 with database oral9c online. Click Migrate and add
VM Oracle19¢12-OEL83 to the migration process.

As mentioned earlier, Hybrid Cloud Extension Network Extension (NE) provides a Layer 2 VPN (L2VPN) to extend a broadcast domain
from a customer site into an AWS based SDDC. NE functionality is provided by a dedicated virtual appliance at both sites.

Workload Mobility

Remote Site Connection: () Reverse Migration

> [ source: hex.vslab. ise / VC 3.vslab.local > () Destination: HCX Cloud - VMC-VSLAB / VC
hetpsi/Mex sadc-44 44 xmwarevme. com

Group Name: Oracle-VM-RAV-HCX y
P No VMs s selected for migration

o @ 8 (“Show unsetectante @

ze:  1vms/ 260ce/ 32ce/ 8vcpu

- R N = -
0 Pwx ! - -~
£ Paraliel_works ¢ i > Oadetoctzoetes  _ J
s SS Lo =
£ ScaleGrid
£ vMC Solution Lab
3 VMs mi

o 260GB/ 3268/ 8

ted to cloud

] ebdcBef3-004e-4186-8621-07860902C310
[ 3d3b727-9328-457d-4667-4ce833(557c6
v [0 prs_vms
] ebdcBef3-004e-4186-8621-07860902c310
[ 3d3b727-9328-4570-4667-4ceB33M551c6
0O ves
v BCA-Intel (Reserved)
[ sc2esx64.vsiab.jocal
[ sc2esxes.vsiab.jocal
[ sc2esx66.vsiab.ioca
v BCA-SiteC
v @ Resources
@ Oracie-RP
[ sc2esxo9.vsiab.iocal -

(oot )

FIGURE 114. Add VM Oracle19¢12-OELS83 for Migration

Follow the same steps when selecting the target resource pool, datastore, folder, extended options, and network options. Click Go to
start the migration process.

Note that adding the target IP address 172.16.115.45 with gateway and netmask information is not a supported option and target
networking information will not be applied.
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Workload Mobility

@ Validation s Successful, You can proceed with Migration

> [ SoUrce” nex.vsiap. prise / Ve = [ DEStNaton: HEX CIoud - VMG-VSLAB / VC
hitps/Mex.sodc-44 0104 vmwarevme. con

: Oracle-VM-RAV-
Group Name: Oracle-VM-RAV-HCX Batchsize: 1w / 260GB/  32GB/ 8vcey lect VMs for Migration

v Transfer and Placement:

@ Compute-ResourcePool & [ Workicadbatastore = Replication-assisted vMotion
[ Workoads = ) Same format as source v (Optional: Switchover Schedule) )
v Switchover:

O Remove Snapshots

O Force unmount ISO Images

v Extended Options:

Edit

VM for Migration Disk / Memory / vCPU Migration Info
| v oacetsenonss O 26008/ 3208/ 8vCPU
@ Compute-ResourcePool = B Workioadpatastore = Replication-assisted vMotion v
[ Workioads & ) Same format as source v (Optional: Switchover Scheduie) )
N 4 Network adepter 1 (APPS-1614) > Apps Team O1 =
UL NS 1P Address: 172.16.115.45 Gateway: 172.16.115.1 Subnet Mask: 255.255.255.0

Connected:

cted migration type and wil not be applied

Varning: This option

M save CLOSE

FIGURE 115. Targeting IP Address 172.16.115.45 with Gateway and Netmask Not Supported

The steps for the migration start are as shown below:

@ Migration
Tracking  E= Management 2 merate | [ C

q

Name VMs/ Storage/ Memory/ CPUs Progress Start End status

\ Oracle-VM-RAV-HCX 1/ 260GB/ 32GB/ 8 0% Base Sync 0 0f 1 Migrated - R

0171 selected

i V Oracle19c12-OEL83 20068/ 326B/ 8 0% Base Sync 10:40 P11 - Transfer Started
- g 25
Destination Resource Pool : ) Compute-ResourcePool Datastore : & WorkloadDatastore Migration ID : 85d0d4fa-e32f-40fc-987b-1df5€76dddf5
Destination Datacenter : [} SDDC-Datacenter Disk Format : (= Same format as source Migration Group D : 5e256ce5-5e03-4724-a6e0-d4d7410e9e33
Destination Folder : 5 Workloads Migration Profile : & Replication-assisted vMotion

Maintenance Window : [] Not Scheduled
Migration Options : (* Retain Mac

C EVENTS
& APPS-1614 > & Apps Team 01 [eeirient
1 min ago Start  Validating source details
56 sec ago +16s | Validating target details
46 secago 265 Collecting source defails
23 secago +47s | Collecting target details
17 sec ago +54s  Resolving IX appliance
9sec ago +1m  Requesting lock on IX appliance
(Show less)

FIGURE 116. VM Oracle19¢12-OEL83 Migration Start
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The migration completes successfully.

@ Migration
= Tracking %= Management ewmerate | [ C | [ 2

Name VMs/ Storage/ Memory/ CPUs Progress Start End Status

v Oracle-VN-RAV-HCX 1/ 260GB/ 32GB/ 8 @ Migration Complete - - R
011 selected
1 e
V Oracle19¢12-OEL83 260GB/ 3268/ 8 © Migration Complete 1 uns 40 Lw‘gssz PM Migration completed
Destination Resource Pool : () Compute-ResourcePool Datastore : & WorkloadDatastore Migration ID : 85d0d4fa-e32f-40fc-987b-1df5e76dddf5
Destination Datacenter : ] SDDC-Datacenter Disk Format : (2 Same format as source Migration Group ID : 5e256ce5-5e03-4724-a6e0-d4d7410e9e33
Destination Folder : B Workioads Migration Profile : ¢ Replication-assisted vMotion

Maintenance Window : [Z] Not Scheduled
Migration Options : (" Retain Mac )

CEVENTS
O APPS-1614 - & Apps Team 01 Transfer Events.

12 hrago Start  Validating source details

12 hrago +165 | Validating target details

12 hrago +26s  Collecting source details

23 sec ago +47s | Collecting target details

17 sec ago +54s  Resolving IX appliance

9secago +Im  Requesting lock on IX appliance

(Show less)

FIGURE 117. VM Oracle19¢12-OEL83 Migration Successful

Oracle VM Oracle19¢12-OEL83 is now on VMware Cloud on AWS with IP address 172.16.14.45. Change the IP address to 172.16.115.45 as
adding target IP address with gateway and netmask information is not a supported option and target networking information will not be
applied (as noted in the migration process above).

& Oracle19¢12-OEL83 02 & @ ACTIONS v/

Summary Monitor Configure Permissions Datastores Networks Snapshots

Guest OS: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)

VMware Tools: Running, version:11328 (Guest Managed)
MOREINFQ_ _ _ _

DNS Name, = —o:swc\e‘lé)dz-oe\83.vs\ag.\07:a? \

IP Addresses:  172.16.115.45 =
Host: 102933~~~ 7

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ 0 {r_é D)E

VM Hardware

> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB

Total hard disks 3 hard disks
> Network adapter 1 Apps Team O1 (connected)

CD/DVD drive 1 Disconnected 94
> Video card 8 MB

VMCI device Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 118. VM Oracle19¢12-OEL83 Summary
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The database oral9c is up.

FIGURE 119. Database ora19c Alert Log
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The alert log for the database shows no errors. Oracle database has been online during the entire migration process.

B - Jc. log

ASMB (index:0) registering with ASM instance as standard client Oxffffffffffffffff (reg:3182390355) (startid:1081544007) (new connection)
2021-08-25T20:53:28.974179-07:00
MON started with pid=36, 0S 1d=3867
021-08-25T720:53:28.980738-07:00
etting CPU count to 8
PRACLE BASE from environment = /uOl/app/oracle
2021-08-25T20:53:28.%82090-07: 00

ASMB (index:0}) (3848 connected to ASM instance +ASM, osid: 3861 (Standard mode; client id OxRTEfffffffffEffef
initiating MARK startup
tarting background process MARK

ASMB mounting group 1 (DATA DG)
Assigning number (1,1) to disk (ORCL:DATA DISKOZ)
UCCESS: mounted group 1 (DATA DG)
OTE: grp 1 disk 1: DATA DISKOZ path:ORCL:DATA DISKOZ2
2021-08-25T20:53:32.263426-07:00
[ERRCR: failed to establish dependency between database ORALSC and diskgroup resource ora.DATA DG.dg
2021-08-25T20:53:36.293427-07:00
. (PID:386%): Redo network throttle feature is disabled at meunt time
. 021-08-25T720:53:36.325658-07:00
nuccesstful mount of redo thread 1, with mount id 1134750729
2021-08-25T20:53:36.328502-07:00
Database mounted in Exclusive Mode
Lost write protection disabled
(PID:38€9): Using STANDBY ARCHIVE DEST parameter default value as USE_DB_RECOVERY FILE DEST [krsd.c:1822Z2]
cmpleted: ALTER DATABASE MOUNT
2P021-08-25T20:53:36.433733-07:00
ALTER DATABASE OPEN
ing without log force is disabled:
instance mounted in exclusive mode.
uffer Cache Full DB Caching mode changing from FULL CACHING DISABLED to FULL CACHING ENAELED
2021-08-25T720:53:36.512208-07:00
rash Recovery excluding pdb 2 which was cleanly closed.
2021-08-25T20:53:36.512345-07:00
rash Recovery excluding pdbk 3 which was cleanly closed.
[Endian type of dicticnary set to little
2 021-08-25T720:53:36.533229-07:00
(PID:3802): STARTING ARCH PROCESSES
2021-08-25T20:53:36.544031-07:00
(PID:3901): Gap Manager starting
tarting background process ARCO
021-08-25T720:53:36.556863-07:00
ARCO started with pid=44, 0S5 1d=3904
2021-08-25T20:53:36.566983-07:00
ILGWR (PID:3802): ARCO: Archiwval started
LGWR (PID:3802): STARTING ARCH PROCESSES COMPLETE
021-08-25T720:53:36.567113-07:00
ARCO (FID:3904): Becoming a 'no FAL' ARCH
RRCO (PID:3904): Becoming the 'no SRL' ARCH
2021-08-25T20:53:36.570097-07:00
MON (PID:3867): STARTING ARCH PROCESSES
tarting background process ARCL
021-08-25T720:53:36.581339-07:00
RRC1 started with pid=46, 0S 1d=3910
tarting background process ARC2
tarting background process ARC3
2021-08-25T20:53:36.592261-07:00
ARCZ started with pid=47, 0S5 1d=3913
2 021-08-25T720:53:36.593678-07:00
edo log for group 2, sequence 22 1is not located on DAX storage
2021-08-25T20:53:36.605182-07:00
MON (PID:3867): ARCl: Archiwval started
MON (PID:3867): ARCZ: Archiwval started
021-08-25T720:53:36.605419-07:00
RRC3 started with pid=48, 0S id=3916

FIGURE 120. Database oral19c Alert Log

The steps to perform the reverse migration from VMware Cloud on AWS to Site A are the same as those required to migrate from
Site A to VMware Cloud on AWS.

Select the Reverse Migration checkbox and select the Oracle VM Oracle19¢12-OEL83. The remaining steps are the same as
previously outlined.
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The summary of the reverse migration is as shown below:

Workload Mobility

@ Vaiidation is Successful, You can proceed with Migration %

3 [ Destnation: hex.vsian. prise / Ve local € [ SOUCE” HCX Cloud - VMC-VSLAB / VO
psih

Group Name:
P Batchsize: 1w / 260GB/  32GB/ Bvoe Select VMs for Migration

v Transfer and Placement:

@ Oracie-RP g orpure = Replication-assisted vMotion v
0 Orecle =  f Seme formatas source v (Optional: Switchover Schedule) )

v Switchover:

O Rremove snapshots
O Force unmount 150 Images

v Extended Options:

Fait F)

VM for Migration Disk / Memory / vCPU Migration Info
| v orceneromss O 2008/ 3208/ 8vCPU
@ oacerr @ onpue B Replcation assisted vMotion 9
£ Orece = & seme formt as source v (Optional: Switchover Schedule) o)

Fdit

v = Network adapter 1 (Apps Team O1) & APPS-1614 -

Primary NIC: @
Connected:

IP Address: 172.16.14.45 Gateway: 17216141 Subnet Mask: 255.255.255.0

» Go ‘
FIGURE 121. VM Oracle19¢12-OEL83 Reverse Migration Summary
The reverse migration is successful:
@ Migration
= Tracking &= Management =N
Name 'VMs/ Storage/ Memory/ CPUs Progress Start. End Status

v 2021-08-26 11:24 FWCAL 1/ 260GB/ 32GB/ 8 © Migration Complete - -

@
011 selected
~ Oracle19¢12-OEL83 [ ) 260GB/ 32GB/ & © Migration Complete 21‘02: A :2’012 P Migration completed
Destination Resource Pool : @ Oracle-RP Datastore : B OraPure Migration ID : 14ab270b-e2ad-4a22-bda1-13e 139638931
Destination Datacenter : B SC2-DC Disk Format : (& Same format as source Migration Group ID : €7d30862-d06a-4659-b6ff-e5a12d679891
Destination Folder : B3 Oracle Migration Profile © & Replication-assisted vMotion
i . Maintenance Window : 2] Not Scheduled
Migration Options : ("~ Retain Mac )
i C EVENTS
& Apps Team 01 > & APPS-1614 anseuEvents
58 min ago Start | Validating source details
57 min ago +13s  Validating target details
57 min ago +21s | Collecting source details
57 minago +50s  Collecting target details
57 min ago +57s | Resolving IX appiiance
56 min ago +Im | Requesting lock on IX appliance
56 min ago +Im | Received lock request on X appliance
56 min ago +Im | Granted lock on IX appliance
56 min ago +Im  Preparing target side for migration
56 min ago +2m  Reserving storage for disks
56 min ago +2m  Creating disks on target datastore
55min ago +2m  Setting disk UUIDs on target
55 min ago +2m  Initiated Repiication config push on target side IX appliance
55 min ago +2m | Preparing source side for migration
55 min ago +2m | Initiated Replication config push on source side IX appliance
54 min ago +3m | Enabling replication on source VM
54 min ago +3m | Base Sync Initiated
16 min ago +41m | Base Sync Completed
16 min ago +42m | Replication cycle (RPO) is active

FIGURE 122. VM Oracle19¢12-OEL83 Revers Migration Successful
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The Oracle VM Oracle19¢12-OEL83 is now back on Site A with IP address 172.16.115.45. Change the IP address to 172.16.14.45.

& Oracle19¢12-OEL83 02§ @ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest OS: QOracle Linux 8 (64-bit)

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11328 (Guest Managed)
_MQRE INF& = — — _

- ~
DNS Namey oracle19c12-oel83.vslab.local\

Host: sc2esx12.vslab.local

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ 0 {_{?} [.)IE]

VM Hardware

> CPU 8 CPU(s)
> Memory D 32 GB, 3.84 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 (connected)
CD/DVD drive 1 Disconnected
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

v

Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

Edit Settings...

FIGURE 123. VM Oracle19c12-OEL83 Summary
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The database oral9c is up.

o O

FIGURE 124. Database ora19c Alert Log
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The alert log for the database shows no errors. Oracle database has been online during the entire migration process.

cracleloraclel9cl?2-0el83:0ralfc: /home/ocracle> tail -1050 alert oral%c.log
TMON started with pid=36, ©OS id=38¢&7
2021-08-25T20:53:28.980738-07:00
Setting CPU count to 8
ORACLE BASE from environment = /ull/app/oracle
2021-08-25T20:53:28.982090-07:00
NOTE: Loaded library: Jopt/oracle/extapi/6d/asm/orcl/1/libasm.so
2021-08-25T20:53:29.012322-07:00
NOTE: ASMB (indesx:0) (3848) connected to ASM instance +ASM, osid: 38¢l (Standard mode; client id Oxffffffffffffffff)
NOTE: initiating MARK startup
Starting background process MARK
2021-08-25T20:53:29.033376-07:00
MARK started with pid=38, ©8 1id=3872
2021-08-25T20:53:29.036083-07:00
NOTE: MARK has subscribed
2021-08-25T20:53:29.040320-07:00
ALTER DATABASE MOUNT
2021-06-25T20:53:32.158394-07:00
NOTE: ASME mounting group 1 (DATA DG)
NOTE: Assigning number (1,1} to disk (ORCL:DATA DISKOZ)
SUCCESS: mounted group 1 (DATA DG)
NOTE: grp 1 disk 1: DATA DISKOZ path:ORCL:DATA DISKOZ
2021-08-25T20:53:32.263426-07:00
ERROR: failed to establish dependency between database ORALSC and diskgroup resource ora.DATA DG.dg
Z0Z21-08-25T20:53:36.293427-07:00
(PID:3869): Redo network throttle feature is disabled at mount tCime
2021-08-25T20:53:36.325658-07:00
Successful mount of redo thread 1, with mount id 1134750729
2021-08-25T20:53:36.328502-07:00
Database mounted in Exclusive Mode
Lost write protection disabled
(PID:3869): Using STANDBY ARCHIVE_DEST parameter default value as USE_DB_RECOVERY FILE DEST [krsd.c:1822Z]

Completed: ALTER DATABASE MOUNT
2021-08-25T20:53:36.433733-07:00
ALTER DATABASE OPEN
Ping without log force 1s disabkled:

lnstance mounted in excluslve mode.
Buffer Cache Full DB Caching mode changing from FULL CACHING DISABLED to FULL CACHING ENABLED
2021-08-25T20:53:36,512208-07:00
Crash Recovery excluding pdk 2 which was cleanly closed.
2021-08-25T20:53:36.512345-07:00
Crash Recovery excluding pdk 3 which was cleanly closed.
Endian type of dictionary set to little
2021-08-25T20:53:36.533229-07:00
LGWR (PID:3802): STARTING ARCH PROCESSES
2021-08-25T20:53:36.544031-07:00
TTOO (PID:3901): Gap Manager starting
Starting background process ARCO
2021-08-25T20:53:36.556863-07:00
ARCO started with pid=44, 0S id=3%504
2021-08-25T20:53:36.566983-07:00
LGWR (PID:3802): ARCO: Archiwval started
LGWR (PID:3802): STARTING ARCH PROCESSES COMPLETE
2021-08-25T20:53:36.567113-07:00
[ARCO (PID:3%04): Becoming a 'no FAL' ARCH
ARCO (PID:3%04): Becoming the 'noc SRL' ARCH
2021-08-25T20:53:36.570097-07:00
TMON (PID:386¢7): STARTING ARCH PROCESSES
Starting background process ARC1
2021-08-25T20:53:36.581339-07:00
ARC]1 started with pid=46, 0S5 id=3%10
Starting background process ARCZ
Starting background process ARC3
2021-08-25T20:53:36.592261-07:00
ARCZ started with pid=47, 0S5 1id=3%913
2021-08-25T20:53:36.593678-07:00
Redo log for group 2, segquence 22 is not located on DAX storage
2021-08-25T20:53:36.605182-07:00
TMON (PID:386¢7): ARC1l: Archiwval started
TMON (PID:386¢7): ARCZ: Archiwval started

FIGURE 125. Database ora19c Alert Log
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Summary

Deploying Oracle Workloads on on-premises and VMware Cloud on AWS is different than deploying a single-instance Oracle database
on any physical architecture.

Deploying a production single-instance primary database on Site A and single-instance physical standby database on Site B is no
different than deploying the same on any physical architecture.

Deploying a production single-instance primary database or single-instance physical standby database on VMware Cloud on AWS is no
different than deploying the same on any physical architecture.

Migrating Oracle workloads to VMware Cloud on AWS can be achieved using Oracle native tools (e.g., Data Guard, GoldenGate) OR
with VMware-native tools using VMware Cross vCenter vMotion technology.

Migrating Oracle workloads to VMware Cloud on AWS using VMware Hybrid Cloud Extension can be achieved using:

« VMware Hybrid Cloud Extension Bulk Migration

« VMware Hybrid Cloud Extension Cold Migration

« VMware Hybrid Cloud Extension vMotion

» VMware Hybrid Cloud Extension Replication Assisted vMotion
« VMware Hybrid Cloud Extension OS Assisted Migration

The migration of Oracle VMs using Hybrid Cloud Extension OS-assisted migration is outside the scope of this paper.

Best Practices

VMware Cloud on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments
with access to a broad range of AWS services. Powered by VMware Cloud Foundation, this service integrates vSphere, vVSAN and NSX
along with VMware vCenter management, and is optimized to run on dedicated, elastic, bare-metal AWS infrastructure. ESXi hosts in
VMware Cloud on AWS reside in an AWS availability Zone (AZ) and are protected by vSphere HA.

All best practices for running Oracle workloads on a VMware SDDC also apply to Oracle workloads on VMware Cloud on AWS and
Stretched Clusters for VMware Cloud on AWS and can be found here, along with the vSphere Performance Best Practices Guide, for
specific version of vSphere. Additional best practices for running Oracle workloads on VMware Cloud on AWS can be found in
Optimize Virtual Machine Configurations in VMware Cloud on AWS for Enterprise Applications Workload.

In addition to the above best practices, with VSAN as the underlying storage component for VMware Cloud on AWS, a well-designed
HCI cluster powered by VSAN is key to a successful implementation of mission-critical Oracle databases.

VMware vSAN Design Guide provides a comprehensive set of guidelines for designing VSAN and most of these guidelines apply to
VMware Cloud on AWS with some subtle nuances.

Refer to the key guidelines relevant to Oracle Database in section 5.1 vSAN All-Flash Configuration Guidelines in the Oracle Database
on VMware vSAN 6.7 guide.
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Conclusion

Customers have successfully run business-critical Oracle workloads with high performance demands on VMware vSphere for many years.

VMware Cloud on AWS is an on-demand service that enables customers to run applications across VMware vSphere cloud
environments with access to a broad range of AWS services. Powered by VMware Cloud Foundation™, this service integrates vSphere,
VSAN and VMware NSX along with VMware vCenter management, and is optimized to run on dedicated, elastic, bare-metal AWS
infrastructure. ESXi hosts in VMware Cloud on AWS reside in an AWS availability zone and are protected by vSphere high availability.

Stretched Clusters for VMware Cloud on AWS is designed to protect against an AWS AZ failure. With Stretched Clusters for VMware
Cloud on AWS, business-critical Oracle workloads with exceptionally high SLA, performance, and application availability requirements
can take advantage of cloud deployment while simultaneously achieving high availability across multiple AZs.

This reference architecture outlines the deployment and migration strategies and use cases involved in movement of Oracle workloads
to VMware Cloud on AWS.

» Deploying Oracle workloads on VMware Cloud on AWS
» Migrating Oracle workloads from VMware on-premises to VMware Cloud on AWS
» Deploying Oracle workloads on Stretched Clusters for VMware Cloud on AWS
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Appendix A: On-Premises Oracle Configuration

Production Oracle Oracle19¢c12-OELS83 Initialization Parameters

*

.audit_file_dest="/u01/admin/ORA19C/adump’
.audit__trail="db’

*

*

.audit_sys_operations=TRUE

.compatible=12.1.0.0.0
.control_files="+DATA_DG/controlO1.ctl’,’+DATA_DG/controlO2.ctl’,’+DATA_DG/control03.ctl’
.db_block_size=8192

.db_domain="

.db_name="ORA19C’

.db_create_file_dest="+DATA_DG’

.db_recovery_file_dest="+DATA_DG’

.db_recovery_file_dest_size=10G

.diagnostic_dest="/u01/admin/ORA19C’

.enable_pluggable_database=true

*

*

*

*

*

*

*

*

*

*

*

.instance_number=1

*

.instance_name="ORA19C’

*

Jlog_archive_format="%t_%s_ %r.dbf’

*

.open_cursors=1000

*

.processes=2000

*

.parallel_instance_group="ORA19C’

*

.parallel_max_servers=100

*

.pga_aggregate_target=256M

*

.pga_aggregate_limit=6G

*

-remote_login_passwordfile="exclusive’

*

.resource__manager_plan="

*

.result_cache_max_size=4M

*

.sec_case_sensitive_logon=FALSE

*

.Sga_max_size=16G

*

.Sga_target=16G

*

.shared_pool_size=0

*.thread=1
*.undo_tablespace="UNDOTBSOT
* USE_LARGE_PAGES=only

Production Oracle Oracle19c-OL8-Primary Initialization Parameters
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*.audit_file_dest="/u01/admin/ORA19C/adump’
*.audit_sys_operations=TRUE

*.audit_trail="db’

*.compatible="12.1.0.0.0’

* control_files="+DATA_DG/controlO1.ctl’,+DATA_DG/controlO2.ctl’,+DATA_DG/control03.ctl’
*.db__block_size=8192

*.db_create_file_dest="+DATA_DG’

*.db_domain="
*.db_file_name_convert="+DATA_DG/ORA19CSB’,'+DATA_DG/ORA19C’
* log_file_name_convert="+DATA_DG/ORA19CSB’,'+DATA_DG/ORA19C’
*.db_name="ORA19C’

*.db_unique_name=’oral9oc’

*.db_recovery_file_dest="+DATA_DG’
*.db_recovery_file_dest_size=10G
*.diagnostic_dest="/u01/admin/ORA19C’

*.enable_pluggable_ database=true

* fal_client="ORA19C’

* fal_server="ORA19CSB’

*.instance_name="oral9c’

*.instance_number=1

* log_archive_config="dg_ config=(oral9c,oral9csb)’

* log_archive_dest_1=’location=use_db_recovery_file_dest valid_for=(all_logfiles,all_roles) db_unique_
name=oraloc’

* log_archive_dest_2="service=oral9csb async valid_for=(online_lodfiles,primary_role) db_unique_name=oral9csb’
*log_archive_dest_state_2="ENABLE’

* log_archive_format="%t_%s_ %r.dbf’

* log_archive_max_ processes=10

* job_queue_processes=0

*.open_cursors=1000

* parallel _instance_group="ORA19C’

* parallel_max_servers=100

* pga_aggregate_limit=6G

* pga_aggregate_target=256M

*.processes=2000

* remote_login_passwordfile="exclusive’

*.resource_manager_plan="
*.result_cache_max_size=4M
*.sga_max_size=16G
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*.sga_target=16G

* standby_ file_management="AUTO’
*.thread=1
*.undo_tablespace="UNDOTBSOT

Production Oracle Oracle19¢c-OL8-Standby Initialization Parameters

* audit_file_dest="/u01/admin/ORA19CSB/adump’
*.audit_sys_operations=TRUE

*.audit_trail="db’

*.compatible="12.1.0.0.0’

*.control_files="+DATA_DG/stdby_ controlO1.ctl’,’+DATA_DG/stdby_control02.ctl’,’+DATA_DG/stdby_ control03.ctl’
*.db_block_size=8192

*.db_create_file_dest="+DATA_DG’

*.db_domain="
*.db_file_name_convert="+DATA_DG/ORA19C’,'+DATA_DG/ORA19CSB’
* log_file_name_convert="+DATA_DG/ORA19C’ '+DATA_DG/ORA19CSB’
*.db_name="ORA19C’

*.db_unigue_name="oral9csb’

*.db_recovery_file_dest="+DATA_DG’
*.db_recovery_file_dest_size=10G
*.diagnostic_dest="/u01/admin/ORA19CSB’
*.enable_pluggable_database=true

*.fal_client="ORAT9CSB’

*.fal_server="ORA19C’

*.instance_name="oral9csb’

*.instance_number=1
*.log_archive_config="dg_config=(oral9c,oral9csb)’

* log_archive_dest_1=’location=use_db_recovery_file_dest valid_for=(all_logfiles,all_roles) db_unique_
name=oralocsb’

* log_archive_dest_2="service=oral9c async valid_for=(online_logfiles,primary_role) db_unique_name=oraloc’
*.log_archive_dest_state_2="ENABLE’

* log_archive_format="%t_%s_ %r.dbf’

*.log_archive_max_processes=10

* job_queue_processes=0

*.open_cursors=1000

* parallel _instance_group="ORA19C’

* parallel_max_servers=100
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*.poga_aggregate_limit=6G

* poa_aggregate_target=256M

* processes=2000

* remote_login_passwordfile="exclusive’
* resource_manager_plan="
*.result_cache_max_size=4M
*.sga_max_size=16G
*.sga_target=16G

* standby_ file_management="AUTO’
*.thread=1

*.undo_tablespace="UNDOTBSOT

Appendix B: VMware Cloud on AWS Oracle Configuration

Production Oracle Oracle19¢12-OEL83-VMC Initialization Parameters

*

.audit_file_dest="/u01/admin/ORA19C/adump’
.audit_trail="db’

.audit_sys_operations=TRUE
.compatible=12.1.0.0.0
.control_files="+DATA_DG/controlO1.ctl’,’+DATA_DG/control02.ctl’,’+DATA _DG/control03.ctl’
.db_block_size=8192

.db_domain="

.db_name="ORA19C’
.db_create_file_dest="+DATA_DG’
.db_recovery_file_dest="+DATA_DG’
.db_recovery_file_dest_size=10G
.diagnostic_dest="/u01/admin/ORA19C’

.enable_pluggable_database=true

*

*

*

*

*

*

*

*

*

*

*

*

*

.instance_number=1

*

.instance_name="ORA19C’

*

Jlog_archive_format="%t_%s_ %r.dbf’
*.open_cursors=1000

* processes=2000

* parallel _instance_group="ORA19C’

* parallel_max_servers=100
*.poa_aggregate_target=256M

* pga_aggregate_limit=6G
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* remote_login_passwordfile="exclusive’
*.resource_manager_plan="
*.result_cache_max_size=4M
*.sec_case_sensitive_logon=FALSE
*.sga_max_size=16G

*.sga_target=16G
*.shared_pool_size=0

*.thread=1
*.undo_tablespace="UNDOTBSOT

* USE_LARGE_PAGES=only

Appendix C: SLOB Configuration

SLOB Configuration
#### SLOB 2.4.0 slob.conf

UPDATE_PCT=100
SCAN_PCT=0
RUN_TIME=1800
WORK_LOOP=0

SCALE=16G
SCAN_TABLE_SZ=1M
WORK_UNIT=64
REDO_STRESS=HEAVY
LOAD_PARALLEL_DEGREE=5

THREADS_PER_SCHEMA=1
DATABASE_STATISTICS_TYPE=awr # Permitted values: [statspack|awr]

#### Settings for SQL*Net connectivity:

#### Uncomment the following if needed:
ADMIN_SQLNET_SERVICE=o0ral9c-pdb1
SQLNET_SERVICE_BASE=o0ral9c-pdb1

#SQLNET_SERVICE_MAX="if needed, replace with a non-zero integer”

#

#### Note: Admin connections to the instance are, by default, made as SYSTEM
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# with the default password of “manager”. If you wish to use another
# privileged account (as would be the cause with most DBaaS), then
# change DBA_PRIV_USER and SYSDBA_PASSWD accordingly.
#### Uncomment the following if needed:

DBA_PRIV_USER=sys

SYSDBA_PASSWD=vmwarel123

#### The EXTERNAL_SCRIPT parameter is used by the external script calling feature of runit.sh.
#### Please see SLOB Documentation at https://kevinclosson.net/slob for more information

EXTERNAL_SCRIPT="

HAHHHHHHRBRAHHHHHRBRBHHHH

#### Advanced settings:

#### The following are Hot Spot related parameters.

#### By default Hot Spot functionality is disabled (DO_HOTSPOT=FALSE).

DO_HOTSPOT=FALSE
HOTSPOT_MB=8
HOTSPOT_OFFSET_MB=16
HOTSPOT_FREQUENCY=3

###4# The following controls operations on Hot Schema
###4# Default Value: O. Default setting disables Hot Schema

HOT_SCHEMA_FREQUENCY=0

#### The following parameters control think time between SLOB
#### operations (SQL Executions).

###1# Setting the frequency to O disables think time.
THINK_TM_FREQUENCY=0

THINK_TM_MIN=1
THINK_TM_MAX=.5
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« Optimize Virtual Machine Configurations in VMware Cloud on AWS for Enterprise Applications Workload
» Oracle Database 12c on VMware vVSAN 6.7 All-Flash
» Oracle Database 12c on VMware vSAN - Day 2 Operations and Management

Product Documentation
For additional information, see the following product documentation:

» Oracle Database Documentation
« VMware Cloud on AWS

Other Documentation
For additional information, see the following document:

» SLOB Resources
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