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Overview 
The following document covers the standard reference architecture of networking virtualization with 

Dell infrastructure and provides a configuration guide of the Dell S6000 Layer 2  hardware VTEP gateway 

as a handbook. 

Thanks to the success of server virtualization over the last decade , new needs have now come to the 

forefront: to virtualize the network or to decouple the network services from the underlying ph ysical 

infrastructure. Software - Defined Data Center (SDDC) is the term given to the ability to logically represent 

a physical infrastructure and its network services within software. The same benefits t hat made server 

virtualization so  successful are now also driving network virtualization and the SDDC. Key drivers 

include : 

Å Speed of deployment/migra tion, flexibility, and agility  

Å Automation  

Å Minimized downtime  

Å Normalization of underlying hardware  

vCenter Suite has been the traditional control plane of virtual machines running on a pool of server 

hardware. The control plane benefits from network virtualization using VMware NSX, the marketing 

leading implementation of network virtualization. NSX delivers the operational model of a  virtual 

machine with networking and security functionality embedded directly in th e hypervisor. NSX offers a 

centralized fine - grained policies to provision and configure multiple isolated logical networks that run 

on a single physical network.  

Logical networks are decoupled from physical network services like routing and switching, givi ng service 

providers and enterprises the flexibility to place a VM anywhere in the data center. Along with this 

connectivity between VMs and different tiers, NSX helps add layer 4 - 7 network services to secure 

different logical domains. Micro - segmentation i s a concept based on the premise of isolation and the 

zero- trust environment created by the combination of different network services.  

This paper will discuss the physical layer components of server connectivity inside the rack to the 

networking infrastruc ture. Next , it addresses the Layer 2 and Layer 3 network setup in the underlying 

physical network.  

Building a scalable networking fabric is one of the key steps in the Software - Defined Data Center. This 

document discusses how to build a scalable underlying  network for VMware NSX - based network 

virtualization.  

Network virtualization , though sometimes considered  a new trend in the networking discussion, is really 

not a new approach or methodology.  What is new is the correlation between server virtualizati on and 

physical network virtualization.  

The definition of network virtualization changes depending on who is in the conversation. However, if 

used in the same context as server virtualization, the most relevant definition would likely  be:  

ƍƓthe ability to c reate logical, virtual networks that are decoupled from the underlying 

network hardware to ensure the network can better integrate with and support 

increasingly virtual environments ƓƎ (SDX Central). 
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The key concept of vir tualization is the software aspect. Software is agile, scalable and repeatable when 

needed. Network virtualization aims to reproduce all the network services from Layer 2 ƈ Layer 7 of the 

OSI model. Similar to how server virtualization reproduces a virtual  CPU, RAM, and NIC at the virtual 

layer, network virtualization does the same with a logical switch, router, firewall, etc.  

With this abstraction, the necessary network configuration is no longer driven through a CLI (Command 

Line Interface). Rather, all provisioning is driven and delivered via APIs at the software virtual switch 

interface.  

Two major components make up network virtualization:  

¶ Network Underlay  

¶ Network Overlay  

This paper covers the basics of physical network underlay and set s a basic networking infrastructure in 

place before the VMware NSX is installed and operationalized  for overlay network capabilities . 

1 Network virtualization components  

1.1 Network underlay 

Rfc slbcpj_wƋq k_gl pmjc gq rm npmtgbc _l GN rp_lqnmpr fgefu_w dmp clb fosts to communicate with each 

other with the overlay  riding on top like a simple payload. The underlay must  be: 

Non -blocking   -  the fabric created by the underlay must be able to switch data at line - rate and make 

use of all fabric interlinks ranging from 1 GE- 100GE speeds. 

Dynamic   -  the underlay must  be able to scale on demand , depending on the type of overlays being 

created on top of it. As new services are added or deleted, the overlay infrastructure should be able to 

grow or shrink.  

Open  ƈ the dynamic as pect of the underlay requires it to be an open architecture , defined as a mixed 

set of products from different vendors and different operating systems . Without this , the underlay 

created is a monolithic entity . Completeness can only be achieved by seamless ly integrating other 

components into the underlay.  

1.2 ESXi Hypervisor 

VMware vSphere includes  a hypervisor called ESXi, with a version that gets installed on bare - metal 

servers and decouples the server operating system from the underlying hardware. The hypervisor 

manages and allocates the resources of the server between VMs. For configurable maximums , please 

refer to the vSphere 6.0 guide here. Specific VIBs (vSphere Installation Bundles) are kernel based pack 

functions , such as VXLAN bridging, distributed routing, and distributed f irewall.  

1.3 vCenter  

vCenter is the main pane of glass from which all servers and clusters are managed . It manages multiple 

ESXi hosts (depending on the version , up to 1000 hosts ), and allows for a centralized location for all ESXi 

https://www.vmware.com/pdf/vsphere6/r60/vsphere-60-configuration-maximums.pdf
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host configuration s. vCenter is required for advanced operations, VDS, and NSX. vCenter is offered as 

both standalone software to be installed on a Window server and as a virtual appliance where vCenter 

is installed on top of SUSE Linux Enterprise and provided as a VM form factor. T he virtual appliance 

version of vCenter is installed as an Open Virtualization Appliance (OVA) on a vSphere ESXi host. vSphere 

Web Client allows for connecting to vCenter Server via a web browser. Once connected , ESXi host 

configuration and operations can be done.  

1.4 vCenter Clusters  

A group of servers performing similar functions are managed together as a cluster . Clusters help 

configure, manage the servers and maintain uniformity within the cluster. Typically clusters are classified 

as Management and compute  resource clusters.  Management cluster hosts VMs responsible for 

management, configuration, monitoring and troubleshooting the servers. Compute cluster hosts the 

application workloads. In the case of NSX, a dedicated cluster known as Edge cluster is config ured to 

perform various edge connectivity  services between the the physical and logical networks. Section 4.2 

discuss the configured clusters in this handbook in detail.  

1.5 NSX Manager 

NSX Manager is the centralized network management component of NSX for configuration and 

operation. A NSX Manager installation maps to a single vCenter Server environment. NSX Manager is 

installed as an OVA on a vSphere ESXi host. Once installed, NSX Manager allows for installatio n, 

configuration, and management of other NSX components via a GUI management plugin for vCenter.  

1.6 NSX Controller  

The NSX Controller maintains communication with the hypervisor to establish and manage the virtual 

networks , which consist of overlay transport  tunnels.  The NSX controller cluster is an advanced 

distributed  state management system that manages virtual networks and overlay transport tunnels. The 

cluster is a group of VMs that run on any x86 server; each controller can be installed on a different 

server. Controllers are installed as a virtual appliance using the NSX Manager plug - in via vCenter. Three 

controllers are required in a supported configuration and can tolerate one controller failure while still 

providing for controller functionality. Data forwarding is not affected by controller cluster failure.  

1.7 Virtual Distributed Switch (VDS)  

A virtual distributed switch (VDS) is the basic building block of overall NSX architecture. VDS helps to 

uniformly configure ESXi host networking and to manage the c onfiguration of ESXi in a given cluster 

situated across different racks from a single place. VDS helps establish communication between NSX 

manager and ESXi host (management plane) for information exchange , with n o SX controllers and ESXi 

(control plane) over a SSL communication channel to populate various hos t tables (e.g., MAC address 

and ARP tables). 
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1.8 VXLAN 

VXLAN is an overlay technology based on RFC 7348, using UDP for transporting L2 MAC frames . VXLAN 

is a MAC- in- UDP encapsulation me thod. In VXLAN, the original Layer 2 frame is encapsulated inside an 

IP- UDP packet by adding a VXLAN header. Please refer to the link below for more details on VXLAN. 

http://en.community.dell.com/techcenter/networking/m/networking_files/20442272  

By encapsulating the IP packet inside a UDP packet, 24 - bit VXLAN ID helps solve a number of problems 

in modern data  centers, including 12 - bit VLAN range limits, multi - tenancy in cloud computing 

environments, and limits to exponential MAC address table growth in TOR switches . 

1.9 VXLAN Tunnel End Point ƈ software and hardware 

VXLAN uses VXLAN Tunnel End Point (VTEP) to perform underlay- to - overlay network destination 

mapping for encapsulation and de - capsulation purposes. Typically, a software VTEP is a physical server 

with ESXi hypervisor installed to host multiple VMs , which then talk  to NSX controllers over an SSL-

authenticated TCP connect ion. VMware ESXi hypervisors running a distributed vSwitch with NSX User 

World Agents (UWAs) is an example. VTEPs primarily perform two important functions : first, VTEPs 

encapsulate the Layer 2 frame into the VXLAN header and then transport that encapsulat ed frame over 

an IP network  (also called Transport zone) to other VTEPs . The destination VTEP de- capsulates the outer 

header & VXLAN header and sends the inner Layer 2 frame to the appropriate destination VM. In addition 

to forwarding the packets, VTEPs le arn the MAC addresses of the VMs in the respective VNI  (VXLAN 

Network ID) , which is equivalent to the legacy VLAN,  and maintain a table with the NSX controller to 

limit the BUM traffic in the network.  

1.9.1 Software VTEP 

A software VTEP typically is a physical server with hypervisor installed in it to host multiple VMs that can 

talk to NSX controllers over an SSL- authenticated TCP connection. VMware ESXi hypervisors running 

distributed vSwitch with NSX User World Agents is a typical example of software VTEP.  

http://en.community.dell.com/techcenter/networking/m/networking_files/20442272
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Figure 1. Software- based VTEP implementation and deployment  

 

An important challenge posed by software VTEPs is that, at some point , the logical networks need to 

communicate with legacy physical networks. Because not all servers will be virtualized in a DC at the 

same time , virtualized application s need to talk to other non - virutalized applications as well . VTEP 

hardware bridges that gap.  

1.9.2 Hardware VTEP 

The solution to the challenges posed by software VTEP has been to develop a hardware VTEP device 

managed by a NSX controllers. The physical switch will act as a L2 gateway on a To R switch to connect 

physical servers/datacenter s to VMs in the logical networks.   
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Figure 2. Hardware VTEP (Left side) talking to Software VTEP (Right side) 

 

The hardware VTEP device registers with NSX controllers  to establish a connection . Once the 

registration is successful, NSX controllers  then configure the physical ports and VLANs in the hardware 

VTEP to map them to logical networks.  

1.9.3 Hardware VTEP with Dell Network Operating System  

DNOS (Dell Network Operating System  9.10) integrates with NSX 6.2.x and provides a Layer2 hardware 

VTEP gateway for terminating VXLA N tunnels controlled by the NSX  controller.  DNOS establishes an 

SSL- encrypted TCP connection to communicate with the controllers via OVSDB protocol. For 

connection reliability, BFD  (Bi- directional Forwarding Detection)  is enabled between switch running 

DNOS and NSX controllers. Once co mmunication is established, NSX controllers  configure  the DNOS 

switch to program flow tables to provide connectivity between physical and logical networks. NSX 

controllers update  the MAC table, ARP table and VTEP table for hardware VTEPs, similar to software 

VTEPs, to provide seamless connectivity between VMs in logical networks to servers in physical 

networks.  

The figure  below  shows three controllers in a high- availability (HA) cluster : 
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Figure 3.  NSX Controller cluster  

The following snapshot shows the  successful connection of a hardware VTEP connected to the 

controller cluster.  

Table 1. HW VTEP Output 

VTEP#show vxlan vxlan- instance 1 
Instance        : 1 
Admin State     : enabled  
Management IP   : 172.16.105.33 ăSwitch IP on management interface  
Gateway IP      : 172.17.6.4 ă Hardware VTEP IP on Loopback interface  
MAX Backoff     : 30000  
Controller 1    : 172.16.105.42:6640 ssl ăConfigu red Controller IP  
Managers        : 
                : 172.16.105.42:6640 ssl (connected)  
                : 172.16.105.43:6640 ssl (connected)  
                : 172.16.105.44:6640 ssl (connected)  
Fail Mode       : secure 
Port List       : 
  Te 1/50/1  Te 1/50/2 ă Baremetal Server Ports 
 
VTEP#show vxlan vxlan- instance 1 logical - network  
Instance        : 1 
Total LN count  : 1  
  Name                                    VNID 
  0342c9a7 - b544- 3083 - 8e97- 27b98f8e3cb7    5011 ă Logical Network ID  
 
VTEP#show vxlan vxlan- instance 1 unicast- mac- local  
Total Local Mac Count:    2  
VNI             MAC                   PORT      VLAN 
5011            00:50:56:a8:82:81     Te 1/50/1 100  
5014            00:50:56:a8:c1:c3     Te 1/50/2 200  
 
 
VTEP#show vxlan vxlan- instance 1 unicast- mac- remote  
Total Remote Mac Count:    1  
VNI             MAC                   TUNNEL 
5011            00:50:56:92:ec:2b     172.17.1.15 
##################################################  
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In the above output, the MAC address belongs to the VM that is part of VNID 5011 and IP belongs 
to the Server Host VTEP this VM resides on. 
 

 
The hardware VTEP can be configured under the service definitions TAB. All VTEPs are added after a 
SHA5 certificate. 
 

 

Figure 4. Hardware Device TAB under Service Definition  

2 NSX virtual components  
In this section , we will discuss the NSX configurations related to VXLAN overlay network.  

2.1 Transport zone 

A transport zone defines the span of a logical switch/network , and defines a collection of ESXi  hosts that 

can communicate with each other in the physical infrastructure. Communication between ESXi hosts in 

the underlay happens with VTEP IPs as source and destination. It is important to understand the 

relationship between VTEPs, VDS, transport zone and logical switch to understand the VMware NSX 

VXLAN- based overlay networking.  

Each ESXi host can be identified by the NSX manager with the help of a unique VTEP IP assigned during 

the host preparation process of the NSX installation. A VDS is a group of VTEPs and uplink ports, part of 

a given cluster . VDS can be centrally configured and managed through  vCenter networking . A transport 

zone combines  compute and edge VDS , and typically has a logical switch associated with it . Broadcast 

domain of the L2 logi cal switch is limited by the scope of the transport zone. By this definition, the scope 

of a logical switch extends across clusters , typically between compute and edge.  Hosts in the 

management cluster  (see Section 4.2.1) never have to be part of the transport zone , as logical networks 

should not span across management hosts.  
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Figure 5 -  Transport Zone configuration in NSX Manager  

When two VMs connected to different ESXi  hosts needs to communicate directly, unicast VXLAN 

encapsulated traffic is exchanged between VTEP IP addresses associated with the respective ESXi host 

hypervisors. In some scenarios, traffic originated by a VM may need to be sent to all the other VMs 

belonging to the same logical networks. This type of traffic is called multi - destination traffic.  

In hardware VTEPs to handle BUM traffic, hosts in the compute cluster are configured to act as a 

replicators. One of the host s from the configured group will act ually do the replication jo b, while the 

remaining servers will act as a backup.  

The VXLAN standard resolves multi- destination traffic like broadcast, unknown unicast and multicast 

(BUM) traffic via a multicast - enabled physical underlay network. VMware NSX  provides flexibility in how 

VXLAN replication is handled by the logical switches. It offers 3 control plane modes for handling BUM 

traffic : multicast, unicast and hybrid. In a non - multicast application environment, it is enough to 

configure the transport zone in unicast mode to handle ARP/DHCP traffic. Unicast mode helps handle 

BUM traffic without touching the underlay network configuration.  

2.2 Replication modes 

When two VMs connected to different ESXi hosts needs to communicate directly, unicast VXLAN 

encapsulated traffic is exchanged between VTEP IP addresses associated with the respective ESXi host 

hypervisors. In some scenarios, traffic originated by a VM may need to be sent to all the other VMs 

belonging to the same logical networks. This type of traffic  is called multi - destination traffic.  

The VXLAN standard resolves multi- destination traffic like broadcast, unknown unicast and multicast 

(BUM) traffic via multicast enabled physical underlay network. VMware NSX provides flexibility in how 

VXLAN replication is handled by the logical switches. It offers 3 control plane modes for handling BUM 

traffic.  
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¶ Multicast  

¶ Unicast 

¶ Hybrid  

2.2.1 Multicast mode  

In multicast mode, NSX relies on Layer 2/Layer 3 multicast capability of the underlay network to ensure 

that the VXLAN encapsulated BUM traffic is replicated and reaching all the VTEPs in the given logical 

switch. Multicast mode is same as the VXLAN RFC way of handling BUM traffic ,  and does not leverage 

any of the enhancements brought by the NSX controller cluster.  

IGMP snooping should be configured on the physical switches to optimize the delivery of the L2 

multicast traffic. To ensure multicast traffic is delivered to VTEPs across different subnet s, L3 multicast 

routing should be enabled and PIM should be configured in t he physical switches. Using multicast mode 

offloads the replication load on the hypervisors.  

 

 

Figure 6. Multicast Mode  

2.2.2 Unicast mode  

In unicast mode, the multicast support on the underlay network switches is no longer required by VXLAN 

to handle BUM traffic. In unicast mode, ESXi hosts in a transport zone are divided into separate groups 

(VTEP segments) based on the IP subnet of the VTE P interfaces. In each segment , a unicast tunnel end 

point (UTEP) is selected and it is responsible for replicating and sending the traffic to other VTEPs in the 

given segment. To optimize the replication behavior, traffic to the remote segment is sent only  to  the 

remote UTEP, and the remote UTEP in the given segment is responsible for replicating the traffic in that 

segment.  

The benefit  of this mode is that no network configuration is required on the physical underlay switches , 

as all the BUM traffic is replicated locally on the host and sent via unicast packets to respective VTEPs.  
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Figure 7. Unicast Mode  

 

2.2.3 Hybrid mode  

Hybrid mode is operationally similar to unicast mode. IP multicast routing configuration is not required 

in the physical network ; however , hybrid mode leverages the L2 multicast capability of the physical 

network. Similar to unicast mode, in hybrid mode a multicast tunnel end point (MTEP) is created  in each 

VTEP segment. Traffic in the same VTEP segment is replicate d by the IGMP snooping - enabled physical 

switch. Traffic to the hosts in the remote VTEP segment are sent to the remote MTEP and the remote 

MTEP uses the physical switch in the remote segment to replicate and send packets to all the VTEPs. If 

the traffic ha s to be sent to multiple remote segments, the MTEP at the source VTEP segment is 

responsible for replicating and sending the packets to each of the remote MTEPs.  
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Hybrid mode helps offload the replication of ESXi hosts in each VTEP segment and simplifies the physical 

network configuration by relying only on L2 multicast configuration s such as IGMP. This helps effectively 

scale the VXLAN BUM traffic in a large scale design without overloading the ESXi servers or increasing 

the complexity of the physical underlay networking with L3 multicast configurations.  

2.3 Logical switching  

VMware NSX provides isolated L2 logical switching capability with the help of the construct known as 

logical switches. Logical switches help connect VMs located across different ESXi hosts  and situated 

across different VTEP segments in the given cluster. Each logical switch is assigned a VXLAN Network 

ID (VNID), similar to a VLAN ID. Any packet sent by the VM part of a logical switch will be sent out with 

MAC- in- UDP encapsulated with VXLAN header. This abstraction help s to decouple the logical network 

(i.e. VXLAN encapsulated overlay network) from the underlay network.  

There are two types of logical  switches:  

¶ Local ƈ this type of logical switch is deployed within a single vCenter /single NSX domain.  The 

limitation of this deployment is the limited scope of the all the resources to a single vCente r/  

NSX manager. 

¶ Universal ƈ to address the limitation i mposed by a single vCenter /  NSX manager, the universal 

switch / router was introduced. With a universal logical switch or router, the switch or router 

can span multiple vCenter domains.  

For this reference architecture , multi - site architecture is not used; th erefor e, nor is Universal Logical 

Switching.  

 

Figure 8. Hybrid mode  
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2.4 Logical routing  

Logical routing in VMware NSX provides the routing capabilities to interconnect different logical 

switches, as well as to interconnect logical networks with the physical networks. The logical routing can 

be performed independent ly of the physical underlay networking because the overlay networking is 

totally decoupled from the underlay and managed by NSX controllers using VXLA N.  

 

Figure 9 -  Logical Routing and switching  

Traffic in a data  center can be broadly classified as east- west traffic and north - south traffic. Network 

traffic within the data centers  and wit hin logical switches or across different tiers is considered  east-

west traffic . Traffic to and from  the outside world and the data center is considered north - south traffic. 

VMware NSX provides two distinct appliances (VMs) to cater to these types of traffic. A distributed logical 

router (DLR) is a control - plane VM that enables routing capabilities to the ESXi host VTEPs to send traffic 

between logical switches. An edge services gateway (ESG) is a data- plane appliance that acts like a L3 

hop between the physical and logical network s. Both the DLR and the ESG support OSPF and BGP 

routing protocols to enable connectivity by exchanging route information between them or to the 

outside world.  
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2.4.1 Distributed routing with DLR  

As described, the DLR is only a control plane VM . The DLR installs VIBs across ESXi hosts to push routing 

information (RIB) through NSX controllers. The DLR enables ESXi hosts to route traffic across logical 

switches without sending traffic all the way to the ESG in the edge cluster. By making distribut ed routing 

decision s with in the individual hosts, the DLR helps avoid hairpinning of traffic across compute and edge 

clusters during east - west communication between the application network tiers.  

 

Figure 10 -  Distributed Logical Router 

2.4.2 Centralized routing with ESG  

Logical switches can be directly connected to the ESG to enable both east- west and north - south 

communication. The ESG is a data plane virtual appliance performing routing operations. In modern 

data center networks, the east- west traffic ratio is much higher than the north - south traffic  ratio . If the 

edge cluster is deployed without the DLR, the ESG becomes a core router , responsible for all routing 

decisions. This potentially creates bottlenecks in the network for traffi c in both east - west and north -

south directions. To avoid this, centralized routing for traffic in both direction s should be separated out. 

The ESG should be made responsible for connecting the physical network to the logical network using 

routing protocols .  
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Figure 11 -  Edge Services Gateway 

In addition, the ESG also supports other networking such as NAT, firewall , load balancing and VPN 

services to the logical network.  

2.4.2.1 HA Mode ƈ Stateful Edge Services 

This is a redundancy model where a pair of ESG appliances are deployed with one ESG in active state 

and a second ESG in standby state. Keepalives (KA) packets are exchanged every second between active 

and standby using an internal dedicated link. Missing 1 5 heartbeats will result in standby to transition to 

active state. The default value of 15 can be reduced up to 6 heartbeats to improve downtime. However, 

the VMware recommended safe lower limit for heartbeat failure is 9 seconds. The standby ESG appliance 

continuously exchange s information with the active ESG to synchronize NAT, firewall, load balancer and 

interface configuration. The standby ESG will take over the active ESG with all the synchronized 

information whenever it detects an active ESG failure.  

While deploying the ESG in HA mode, it is important to consider that the DLR control VMs are also 

running in HA mode with a similar kind of heartbeat exchange between active - standby control VMs. If 

both the active ESG and the active DLR control VM s reside in a single physical host of an edge cluster , 

a failure to the host machine will lead to double failure of DLR and ESG. This kind of failure will bring 

down routing protocol adjacencies between the VMs , resulting in traffic outage for longer durations. It  

is recommended to follow the anti- affinity rule to place the ESG and DLR in different physical hosts to 

avoid double failures.  
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Figure 12 -  ESG in HA Mode 

2.4.2.2 ECMP Mode ƈ better throughput  

VMware NSX 6.2 or later supports ECMP capabilities in the edge appliance. ESG can support ECMP up 

to 8 edge appliances. When ESG appliances are deployed in ECMP, there are two im portant advantages : 

first, increased throughput capacity for north - south traff ic with more ESG deployed in the edge cluster 

(upper limit : 8); and second, reduced downtime , because traffic flowing through a failed ESG will 

automatically get routed to other active ESGs in the edge cluster. To maintain minimum availability , it is 

necessary to deploy at least 2 ESG VMs in the cluster with anti - affinity rule enforced.  

Due to the increased throughput capability and resiliency offered in ECMP design for ESG, it is 

recommended to deploy VMware NSX 6.2 or later this way compared to HA mode. With ECMP, there is 

a high likelihood of  asymmetric traffic flow. To avoid traffic black - holing, stateful services like firewall s, 

if needed, should be disabled  or pushed down one level to a tenant specific ESG.  
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Figure 13 -  ESG in ECMP Mode 

3 Getting started  
The Dell networking  underlay provides a high - performance, highly scalable, and non - blocking 

architecture. This dynamic underlay is based on the highly distributed Clos architecture , based on 

defining a two layer (Spine and Leaf) switching architecture that provides full non - blocking switching 

fabric, where the leaf and spine switches are interconnected but not connected within the layers.  

 

Figure 14 A simple Spine- Leaf architecture with HA  

In order to build a reference architecture that meets the needs and limitations of each customer, design 

options for each component discussed here should be carefully studied. There are two primary 

requirements for  VMware NSX. 

1. IP based Underlay  
2. Jumbo MTU suppo rt  

 
An IP- based underlay is needed to establish end - to - end logical network communication across 

different host machines. To send traffic across VMs in a logical network or to resolve ARP of the 










































