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Preface

VMware NSX Micro-segmentation - Day 2 is a guide
designed to help organizations understand how to
operationalize micro-segmentation in their
environments. VMware NSX Micro-segmentation -
Day 2 provides a primer on leveraging tools - VMware
vRealize® Log Insight™, Application Rule Manager, and
VMware vRealize® Network Insight™ - to build rulesets
necessary to facilitate micro-segmentation.
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XX

Foreword

As | sit down to write this foreword, | think back over
recent tumultuous events affecting IT security. Network
operators and information security professionals have
had to deal with quite a string of ransomware attacks
which wreaked havoc for those infected. Are industry
leaders finally at a point, scratching their heads,
wondering why we haven’t solved this problem? |
think it is important to take a step back and understand
why we keep getting hacked. Why do application
developers and owners view enterprise infrastructure
as insufficiently agile and nimble, preferring go around
it to solve their challenges?

When | look back at my own career, while we have
made many technology transitions over the past 20+
years, some areas of infrastructure continue to lag
significantly. Given that an infrastructure should
operate as an entity of one, this lag in the network and
its security has been and continues to be the largest
obstacle to building a secure and agile infrastructure.
Much of the innovation in modern day networking
happened during the dot com boom of the late 1990s.
Y2K preparation and transition saw trillions of dollars
being pumped into networking technology. We spent
years converging the many disparate networks,
topologies, and protocols onto a modern day common
denominator - Ethernet plus TCP/IP. Prior to this
transition, we ran multitudes of physical medium,
protocols, and physical plants. This, in addition to the
advent of layer 3 switching, allowed us to build and
operate networks at large scale. However, since these
two major innovations - convergence to Ethernet +
TCP/IP, layer 3 switching - not enough has changed
to keep pace with the innovation in computing, data
storage, and information security. We have simply
received iterations of 1990s innovation to work around
the shortcomings in the network and deal with the
adjacent infrastructure technologies and the
applications that run above them. Compute
virtualization, the key fundamental and foundational
element of cloud computing, was an afterthought
from a networking perspective. There were two
waves of compute virtualization which were highly
disruptive to the network.



Wave 1: Workload Consolidation — the advent of
workload consolidation solved a massive technological
and financial problem for enterprise IT. Prior to
compute virtualization, server sprawl was out of
control. Many customers ran a single application per
server in their data centers, creating huge financial,
physical, and operational burdens. VMware was at
the forefront of this transformation, enabling the
consolidation of workloads to a much smaller number
of servers. This saved businesses tremendous
amounts of money by driving up asset utilization
while allowing administrators to operate a large-
scale environment with far greater efficiency.

Wave 2: Workload Mobility — the advent of workload
mobility was a complete game changer, offering
operational efficiencies while taking x86 computing to
the modern era. Technologies innovated by VMware

- including distributed resource scheduling, high-
availability, vMotion, Site Recovery Manager, and fault
tolerance - completely changed the way we architect
availability and resiliency for application workloads.
These technological innovations also allowed for the
movement of running applications from one physical
server to another - within the same rack, across a data
center, or between distinct data centers.

The network was not designed with either of these
innovation waves in mind. This presented a huge
challenge for network operators and administrators.
The toolsets required to deal with this new computing
paradigm were not baked into the architecture they
had spent many years designing and implementing.
We had grown accustomed to the direct correlation
of one application workload to one network interface.
This allowed us to apply network and security policy
to that interface. The workload in large part was fairly
static; it was born there, it died there, and not much
changed during its lifespan. Workload lifecycle
management is the first major gap we face with
legacy networking technology.
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Fast-forward to today where we now have an

entire layer of virtual switching sitting inside every
virtualized host in our data centers. Workloads are
highly dynamic and may move to a different interface
on the same switch, another switch in the data center,
to another private data center, or even into the public
cloud. A workload’s network policy, addressing
schema, and security policies must now be able to
follow the workload wherever it may go. We dealt
with this in some regards by teaching administrators
to build large flat layer 2 networks, a practice that has
become one of the largest gaping security holes in
enterprise IT today. It was not only recommended to
build large flat layer 2 networks, but we were also fed
more and more technologies, features, and capabilities
to scale layer 2 networks. The challenge this created
is that there are no scalable ways to restrict traffic on
a layer 2 network; therefore everything can see and
talk to everything. There is a reason it is also referred
to as a “broadcast domain”.

In the late 1990s securing the perimeter was a major
priority. Much money was pumped into firewalling,
VPN’s, intrusion detection systems, and the building
of DMZs. Recently, however, the game has changed
dramatically. We no longer simply transact external
communication via the Internet; we transact almost
all business via the Internet and extranets. We are
now hyper-connected with a massive exponential
increase of the number of devices and addresses
connected to our networks. Gone are the days of
inside and outside, public and private, trusted and
untrusted. The challenge is no longer keeping
intruders out of your network, it is how to defeat
them once they are inside! Once a guest operating
systems is infected, the malicious software’s ability
to propagate is largely uninhibited by today’s most
prevalent network architectures.

This is where the security needs to change. We can

no longer rely on device-specific configurations that
implement fine grained controls on disparate hardware
platforms with little regard for technological or

XXII |



operational scalability. In comes the role of the network
hypervisor or abstraction layer known as VMware NSX.
NSX was born through the acquisition of Nicira; a
pioneer in recreating network infrastructure and security
in software. Resident in the hypervisor, this is commonly
referred to as Software Defined Networking (SDN);
however, we prefer to call it “network virtualization”.
This innovation allows us to dynamically build entire
networks in software, at large scale, with the
associated security services, in a highly efficient
manner, agnostic from the underlying physical network.

While NSX addresses many use case areas, the

most prevalent reason for adoption is dramatically
increased security capabilities and automation. Enter
the creation of the distributed firewall and micro-
segmentation. Micro-segmentation allows for
infrastructure architects to put an isolation wrapper
around a VM, a collection of VMs, an application, or
any general grouping of these components. NSX
implements a stateful inspection distributed firewall
at the vNIC level, allowing for the most granular

level of control. While doing so in a distributed
fashion, NSX vastly simplifies policies, rule set
distribution, and operational efficiencies. The net
result is a system that is far superior than what we
have had historically. This also substantially mitigates
the risk of unwanted traffic (e.g., malware, viruses,
ransomware) propagating laterally throughout the
network and the connected systems.

The second major innovation gap we have today is
the differentiation between information security
policy and network security implementation. InfoSec
policy is most simply defined as what user has
access to which applications, and what applications
have access to which specific sets of data. The
implementation of this policy within the network
infrastructure is far more complex and most times
nearly impossible. This is the second major gap we
can now overcome because policy can now be
implemented with the full intent of the information
security policy as its standard.
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It is now time to mitigate these threats and advance
our infrastructure capabilities. We must as a community
rethink our skills and our roles. We must build
knowledge in adjacent technology domains to
architect and operate infrastructure as a system. That
system is now the foundation of every business, public
sector institution, education system, and healthcare
provider. We are responsible for this journey, and |
know that this book will help educate you on how to
solve the business and technology challenges we face.

Dominick A. Delfino, Senior Vice President,
WW Sales & Systems Engineering - Software Defined
Data Center
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Chapter1

Planning, Methodology,

and Application Visibility

Micro-segmentation is a security concept that is used to help provide

a least privilege security posture within the data center. Least privilege
is defined as only allowing the minimal amount of access required to
perform the function necessary. In the world of network security,
VMware NSX™ allows an administrator to apply least privilege network
security. Least privilege is the foundation to a Zero-Trust architecture,
where only allowlisted applications are allowed to communicate. In this
definition of least privilege, the administrator can restrict the application
and virtual machines within the application to only allow necessary
communications for the application and it’s components to provide the
absolute minimum necessary functionality.
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DESIGN PRINCIPLES

@ Isolation and segmentation

e,

@I Unit-level trust / least privilege

@ Ubiguity and centralized control

s

VM »|\m vM|h |vM

VM I VM VM

Figure 1.1 Least privilege design concepts

Modern technologies enable understanding, isolation, and segmentation
of traffic from an east-west perspective in the data center, allowing for
implementation of a least privilege security posture. VMware NSX is a
network virtualization platform that provides the capability to apply
security policy at network level of a virtual infrastructure. In a
traditional model, virtual machines in a data center have unrestricted
communication with every other virtual machine, regardless of whether
this is truly required.



Without NSX — Unrestricted Communications

Figure 1.2 Without NSX

VM

The VMware NSX platform instantiates a stateful firewall at the virtual
network card (vNIC) of every virtual machine in the infrastructure. This
stateful firewall allows creation of granular security policies for each
virtual machine. These policies allow only the necessary communications
between VMs; they also block traffic that is unnecessary, keeping
systems from freely establishing communication with each other.

With NSX — Only Necessary Communications

o

VM

Figure 1.3 With NSX

Organizations have multiple different applications within their data
centers, so providing this least privilege model can be difficult. Not
every organization is familiar with how its applications communicate
or how to initiate such a security posture. This guide will explore the
many tools and methodologies available to create a least privilege
security posture. For more information regarding VMware NSX and
micro-segmentation, refer to the VMware NSX Micro-segmentation -
Day 1 guide.
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Where to start?

This is the question that plagues most customers - where does an
organization start with micro-segmentation? While there is no specific
rule on where to begin, customers typically start with one application
where the security posture of a least privilege environment is needed.
This could be an application that has stricter PCI-DSS requirements or
HIPAA regulation around patient data. Over time, the organization
would find additional applications that require a similar security
posture and expand from there.

Regardless of the selected application, the aspect of infrastructure
services must also be considered. Where significant effort is spent on
micro-segmenting the application, it can be easy to forget the general
purpose external services and dependencies that are required for the
application to function.

External application services and dependencies such as DNS, NTP,

and LDAP, must be considered part of the application when securing.
These are services that are global for all applications, regardless of
importance. Whether or not infrastructure services are micro-segmented
on their own, they must be taken into consideration when applying
micro-segmentation to the application.

Understanding the Application(s)

Before beginning to secure an application, it is essential to understand
its operational patterns; therefore, each application must be analyzed
prior to applying a security policy. There are several tasks that can will
help understand the application:

Talk with the Application Owners

Application owners should always be involved in the planning, testing,
and implementing of the security policy. The application owners should
be able to provide the most information about an application and its
use. If the organization is lax on documentation, this is a great time to
baseline each application and get appropriate documentation in place.
Going forward, any new system that may need to communicate with
the secured application will then have the documentation necessary

to facilitate that communication.



Application Vendor’s Documentation

The application vendor’s documentation is another place that
should house important information for the application, though not
all vendor documentation includes full details of ports, protocols,
and communication Flows.

Internal Documentation

Off-the-shelf software is often customized as part of its deployment,
and documentation created during this process it should note
organizational-specific changes that deviated from the default install.
This documentation can be invaluable when used in conjunction with
vendor documentation, identifying communication ports or protocols
may have been modified from the release documents.

Organizations may also build their own applications. In-house
developers may leverage many tools to tailor these custom-built
applications specifically for the organization. For these applications,
internal documentation and collaboration with the development team
is essential to understanding how an application functions and what
communication it requires.

Planning

Define the Application

Defining the application starts with understanding the application.
What systems comprise the application? What servers does the
application run on? What external dependencies does the application
require to function normally? Once the components for the
application are identified, they can be documented and analyzed
for micro-segmentation.

Understand the Requirements

Every application addresses a business requirement; this connects
its requirements not just to technical operations but also business
processes. An application used for employee time card tracking dictates
the scope of employees who require access. This in turn helps scope
how the application’s access rules are defined within the VMware NSX
Distributed Firewall (DFW). If an application is accessed solely by the
human resources department, the requirement may be to restrict even
server-level access to only the HR department.

CHAPTER 1- PLANNING, METHODOLOGY, AND APPLICATION VISIBILITY |
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Define the Methodology

Each organization is at different stages of their infrastructure
methodology. When they are ready to implement a least privilege
model using micro-segmentation, it could be for an existing
environment (i.e., brownfield) or a brand-new environment

(i.e., greenfield). It is important to understand which type of
deployment model the organization is going to use, as that can
impact which micro-segmentation methodology to select.

* Tailor made policies, specific to individual
applications tier, function or roles

* Not tied to physical or logical topologies

* Able to be automated (with careful planning)

* Rules based on logical constructs
* Requires knowledge of logical & physical
boundaries

| N F RASTRUCTU RE *  Granularity dictated by topology

* IP/MAC Based Policies

* Staticrule definitions

N ETWO R K +  Difficult to operate/scale

*  Normally used for physical firewall
migrations

Figure 1.4 Micro-segmentation methodologies

As an organization continues down the path of micro-segmentation, it
makes sense to establish which methodology best suits its requirements.
Figure 1.4 presents three methodologies for micro-segmenting
applications:

Application

The application-based methodology tailors the security policies to
the specific application and its associated tiers. This approach may
split out the web tier, app tier, and DB tier of an application and
apply security policy around each component. This methodology
is topology agnostic and can be automated depending on the
requirements of the application.



Infrastructure

The infrastructure-based methodology requires an understanding of
the underlying topology - both physical and logical. With VMware NSX,
this approach provides micro-segmentation policy granularity at the
VXLAN logical switch level where several machines of a specific type
or tier may reside.

Network

As not every application or system is virtual, the network-based
methodology is typically used when there are physical components
that exist outside of an NSX domain. VMware NSX has capabilities
within the platform to use IP and MAC based policies to define the
security posture of an application. This methodology does not typically
scale well, as maintaining IP and MAC address information can be
operationally cumbersome.

Regardless of the approach used, VMware NSX can help facilitate
micro-segmentation using each of these methodologies.

Layout Naming Scheme

Naming of the VMware NSX constructs is extremely important. It can
make the build process of the NSX Distributed Firewall rules quick and
easy, letting others know what the constructs are impacting should any
changes occur to them. Naming standards should be defined and
adhered to. As an organization continues further down the path of
micro-segmentation, naming will become even more critical. When
going from 10s to 100s to 1000s of applications, a chaotic naming
scheme will cause confusion, create complexity, and increase the
chance of errors. This problem can compound itself the more
integrated the system of applications.

Prepare Documentation for Rules

This section provides an example of how an organization can

lay out and document its rulesets. This information is just as critical

as documentation on application deployment and configuration.
Most documentation already includes changes to default settings for
application deployment, including the names of the application servers
any dependencies. How the application is secured is information that
is just as important and helps complete the documentation. If an
organization has minimal documentation, starting with this process
can help formalize the foundation and begin to fill in the gaps.
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The documentation of the NSX Distributed Firewall rules should

encompass the following items:

. How the application accesses the infrastructure services

. How any remaining application communication is blocked

e The groupings that were created in NSX and used to build

the rulesets

- Security Groups for the application servers/access

- Security Tags leveraged to tag the application servers

. Descriptions of the services necessary for the application

to function

This information can be laid out in a table format that closely mimics
its appearance in the NSX Distributed Firewall interface. This format
makes it easy to understand and also provides a reference for any

changes. Table 1.1 provides examples of this layout.

Table 1.1 Example layout
Application Access Communications:

Name Source | Destination | Service Action | Applied To
APP Access | Any SG-APP-ALL APP-SVG-ALL | Allow SG-APP-ALL
Block All Application Communications:
Name Source Destination | Service | Action | Applied To
Block Inbound | SG-APP-ALL | Any Any Block SG-APP-ALL
App
Block Any SG-APP-ALL | Any Block SG-APP-ALL
Outbound App
NSX Groupings:
Security Group SG-Contains SG-Inclusion Criteria
SG-APP-ALL SG-APP-WEB Static
SG-APP-WEB WEB-0Ola Static
Service Group Service Included Port
SVG-APP-ALL SV-APP-HTTP TCP 80




Define Application Flow Monitor Length

Understanding the application is essential to defining its associated
monitoring parameters. If the application is a payroll system that runs
regular billing cycles, an organization may want to monitor the payroll
application for a few weeks or months. If the application is used daily,
then monitoring may only be needed for a shorter period. New
applications can be on boarded easily by building the application and
studying the typical usage by the testing teams. Once rules are in place
for micro-segmentation, full functionality testing can occur to verify
proper operation before placing the application into production. By
doing this, the organization is helping to ensure that they are capturing
all the necessary application Flows both in and out of the application.

Create Default Allow/Block Rules as Necessary

Understanding application functionality and communication - both
internal and external - is one of the biggest challenges that organizations
face. New applications are brought in to solve business issues; sometimes
the documentation detailing operations and connectivity is missing or
incomplete. Applications of interest may not have the necessary
documentation or may have been configured differently from the
default process. IT faces the challenge of monitoring application
functionality and communication in a non-disruptive manner and
requires a solution for both pre-existing and new applications.

When VMware NSX DFW modules are deployed to VMware ESXi™
hosts, the default rule is “Allow All”. This setting allows all traffic to
pass. This is contrary to a traditional hardware firewall where the
final rule is usually a default “Deny All”. Since the DFW instantiates
a layer 2-4 firewall at the VNIC of each virtual machine, a default
deny could cause massive disruption to the virtual environment.

When beginning the process of micro-segmentation, leverage
application-centric allows and blocking to monitor application
functionality. This will not disrupt the application, permitting it
to continue to function normally while allowing initial granular
rules creation.

Start by creating an NSX Security Group for the entire application
of interest, adding all VMs for the application into the group.
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Next create four VMware NSX DFW rules using this Security Group,
logging the hits on the rules. This will show how the application
communicates.

¢ Onerule to allow all inbound traffic to the application and log
* Onerule to allow all outbound traffic to the application and log
e Onerule to block all inbound traffic to the application and log

e One rule to block all outbound traffic to the application and log

The implementation of these rules is detailed in Table 1.2.

Table 1.2 Four monitoring rules

Name RulelD | Source | Service | Service | Action | Applied To
Allow Inbound | 1010 Any SG-APP- | Any Allow SG-APP-
Log ALL ALL

Allow 0on SG-APP- | Any Any Allow SG-APP-
Outbound Log ALL ALL

Block Inbound | 1012 Any SG-APP- | Any Block SG-APP-
Log ALL ALL

Block 1013 SG-APP- | Any Any Block SG-APP-
Outbound Log ALL ALL

As with hardware firewalls, the NSX Distributed Firewall checks rules
top-down against a Flow. For both new and pre-existing applications,
using this configuration of rules will help identify Flows for more granular
analysis. At the end of the process, these general allow rules will be
removed and any Flows not explicitly defined will be blocked.

Once the four monitor rules are in place, examine the NSX DFW logs
to see how the application communicates.

—
o HTTP - TCP Port 80 VM
@ Vatcn Ruleld 1010
Name RulelD Source Destination Service Action Applied To

o Allow Inbound Log 1010 Any SG-APP-ALL Any Allow SG-APP-ALL
Allow Outbound Log 1011 SG-APP-ALL Any Any Allow SG-APP-ALL

Block Inbound Log 1012 Any SG-APP-ALL Any Block SG-APP-ALL

Block Outbound Log 1013 SG-APP-ALL Any Any Block SG-APP-ALL

Figure 1.5 Default allow behavior



In this example, RulelD 1010 allows an HTTP - TCP Port 80 Flow from
any source to one of the application VMs. Log data from this rule is
shown in Figure 1.6.

Events  Field Table  EventTypes  Event Trends

timestamp hestname vmw_nsx_firewal_ruleid  vmw_nsx_firewall_protocol  vmw_nsx_firewal_sic  vmw_nsx_firewall_dst  vmw_nsx_firewall_dst_ip_port | vmw_nex_firewal_dst_port

2017-85-21 esxconp- 1010 T 192.168.8.99 172.16.110.11 172.16.110.11/88 &0
23:04:06.120  01a.vwilma. inter
nal

Figure 1.6 Default allow log

To better restrict traffic to only necessary Flows, create a more
granular rule above the Allow Inbound Log, as seen in Figure 1.7.

® HTTP - TCP Port 80 vM
@ Vatch RuelD 1014
Name RulelD Source Destination Service Action Applied To
&  Allow Access App 1014 Any SG-APP Any Allow SG-APP

Allow Inbound Log 1010 Any SG-APP-ALL Any Allow SG-APP-ALL

Allow Outbound Log 1011 SG-APP-ALL Any Any Allow SG-APP-ALL

Block Inbound Log 1012 Any SG-APP-ALL Any Block SG-APP-ALL

Block Outbound Log 1013 SG-APP-ALL Any Any Block SG-APP-ALL

Figure 1.7 Allow access app rule match

Traffic Flows will hit the new rule - RulelD 1014 - instead of the Allow
Inbound Log rule. Once all required traffic Flows have been captured,
remove the allow rules so any new traffic will hit the block rules.

® SMB - TCP Port 445 VM
€ Vatch RuelD 1012
Name RulelD Source Destination Service Action Applied To
Allow Access App 1014 Any SG-APP Any Allow SG-APP
o Block Inbound Log 1012 Any SG-APP-ALL Any Block SG-APP-ALL
Block Qutbound Log 1013 SG-APP-ALL Any Any Block SG-APP-ALL

Figure 1.8 Block access app rule match
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Review Rules to Create

Use of the tabular format shown in Table 1.3 will make it easy to fill in
the fields associated with an NSX object naming scheme. Documenting
the rules in a table during application monitoring will provide a reference
for review prior to committing them to the NSX DFW.

Table 1.3 Review rules

Application Access Communications:

12

Name Source | Destination | Service Action | Applied To
APP Access | Any SG-APP-ALL APP-SVG-ALL | Allow SG-APP-ALL
Block All Application Communications:
Name Source Destination | Service | Action | Applied To
Block Inbound | SG-APP-ALL | Any Any Block SG-APP-ALL
App
Block Any SG-APP-ALL Any Block SG-APP-ALL
Outbound App
NSX Groupings:
Security Group SG-Contains SG-Inclusion Criteria
SG-APP-ALL SG-APP-WEB Static
SG-APP-WEB WEB-0Ola Static
Service Group Service Included Port
SVG-APP-ALL SV-APP-HTTP TCP 80




Create Rules

When using the tabular approach, adding rules to the DFW interface
is a simple process. The column headings - Security Groups, Security
Tags, Services, and Service Tags - are all laid out.

This not only helps create the rules within the VMware NSX DFW, but
also serves as a template for maintaining documentation about the
application and its security posture in the organization.

Negate Source/Destination

VMware NSX provides a few simple ways to write DFW rules to reduce
the number required. This helps avoid placement issues with block
rules. Leverage the Negate Source/Destination options to build rules
that do not need explicit block rules yet still provide a level of security
similar to having them in place.

« If Negate Source is selected, the rule is applied to traffic
coming from all sources except for the specific source.

. If Negate Source is not selected, the rule applies to traffic
coming from the specific source.

« If Negate Destination is selected, the rule is applied to traffic
going to all destinations except for the specific destination.

¢« If Negate Destination is not selected, the rule applies to traffic
going to the specific destination.

A typical use case for using this feature would prevent web servers
from talking to each other but allow communication from other sources.
Using Negate Source with the web servers as the Source and web
servers as the Destination, all sources will be allowed except the web
servers themselves. This effectively blocks the web servers from
talking to each other.

Verify Working

Verifying application operation is essential to successful
implementation of micro-segmentation. Before an application can
be cleared for production, all functionality must be tested against
the micro-segmentation rules put in place.
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Tools

Knowledge of tool availability and applicability will reduce the amount
of time necessary to micro-segment an application. Three tools of
specific interest include vRealize Log Insight, Application Rule
Manager, and vRealize Network Insight.

VvRealize Log Insight

VMware vRealize Log Insight ingests data from multiple sources
and provides access using plugin functionality, enabling dashboards
and advanced search capabilities. VMware® NSX Manager™ sends
information to vRealize Log Insight via syslog. When combined with
syslog information from the vSphere hosts, vRealize Log Insight
provides rich data to assist in building micro-segmentation rules.

vRealize Log Insight works with VMware NSX, providing a logging tool
for the environment. It can be deployed as a single appliance orin a
cluster. The vRealize Log Insight plug-in for NSX provides several
dashboards to help monitor key aspects of the NSX infrastructure.

It is available for download directly from the vRealize Log Insight Ul.

When to use vRealize Log Insight for Micro-segmentation Planning

vRealize Log Insight is most useful for micro-segmentation planning
when there is a focus on real-time monitoring of a single application.
vRealize Log Insight offers quick updates to logging information,
making it an good tool for granular analysis. It does not scale well
for monitoring large environments or multiple application Flows.

Application Rule Manager

Application Rule Manager (ARM) was introduced in VMware NSX 6.3
to assist with micro-segmentation on a larger scale. ARM leverages
real-time Flow information to identify both inbound and outbound
workload communications, allowing creation of a security model
around an application. ARM can monitor up to 30 VMs in one session,
with 5 sessions running simultaneously. ARM can automatically
correlate information and create rulesets, significantly reducing time
to value. ARM can also highlight blocked Flows and identify the
specific rules responsible.



When to use Application Rule Manager for Micro-segmentation planning

ARM is designed for larger scale issues than vRealize Log Insight and
is most useful for monitoring applications composed of several virtual
machines. ARM can monitor Flows in these sessions for up to seven
days at a time. Where vRealize Log Insight is focused on real-time
activities, ARM is best leveraged where monitoring is required over
several days.

vRealize Network Insight

vRealize Network Insight is a virtual appliance that can gather information
from multiple data sources to provide advanced operations for multiple
applications at scale. vRealize Network Insight uses this data to deliver
on three distinct use cases:

. Micro-segmentation Planning
e 360° Network Visibility

¢ Advanced NSX Operations

When to use vRealize Network Insight for Micro-segmentation planning

This guide will focus on using vRealize Network Insight to help plan
micro-segmentation rules. vRealize Network Insight gathers Flow

data from the VMware vSphere® Distributed Switch™ using NetFlow.

All traffic that traverses the vSphere Distributed Switch is sent to
vRealize Network Insight for analysis. Collection over extended periods
of time allows capturing of infrequent Flows that are important for the
functionality of the application or its integration with other applications.
Retention of 30 days of Flow history is one of the key benefits of
vRealize Network Insight.
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Chapter 2

vRealize Log Insight

vRealize Log Insight is the first tool for consideration when beginning
micro-segmentation planning. vRealize Log Insight provides a granular
level of monitoring of traffic Flows from the ESXi DFW. These Flows,
once identified, can be leveraged to build DFW rules to micro-segment
the application in question.

This section will use the previously defined processes to plan and
implement the micro-segmentation of a typical 3-tier application.
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Define the Application

The first step is identifying and understanding the application itself;
what is the nature of the application targeted for micro-segmented?
In this example, it is a 3-tier application which displays the output of
a query for specific authors and books in a database. The application
can be accessed from either of the web servers to provide uptime in
case of a web server failure.

The application consists of the servers listed in Table 2.1 and has an
external dependency identified in Table 2.2.

18

3-Tier Application

Table 2.1 3-Tier application information

System Function System Name IP Address
Web Tier WebO1 1721611011
Web Tier Web02 17216.110.12
App Tier AppO1 172161201
Database Tier DBO1 172161301

Infrastructure Services

Table 2.2 Infrastructure services information

System Function

System Name

IP Address

NTP

NTP-Ola

192.168.0.210




Understand the Requirements

The customer would like to provide a least privilege security posture
for their 3-tier book application. They are not familiar with the
communication Flows either to the application or between the its
server architecture. To create a least privilege security posture, the
following steps are required:

¢ Allow any inbound to WebO1 and Web02
¢ Allow Web01and Web02 to communication with AppO1
e Allow AppO1to communicate with DBO1

« Allow all servers to communicate with any external services
necessary to function

. Block communications between Web01 and Web02

¢« Block all other communications to any server of the application
unless explicitly defined in the above requirements.

Define the Methodology

This example focuses on a specific application, so the application-
based methodology is appropriate. Each part of the application is
broken down into its tiers and granular security policies are created
for each. Refer to Figure 1.4.

A complete layout is shared in Table 2.3.

Table 2.3 3-Tier application NSX DFW rules example

Name Source | Destination | Service | Action Applied To

Allow 3T-App to NTP 3T-App | NTP - Allow 3T-App

Allow Any Into 3T-App | Web Web Tier - Allow Web Tier

- Negate Web Tier Tier

Allow Web to App Web App Tier - Allow Web Tier
Tier App Tier

Allow App to DB App DB Tier - Allow App Tier
Tier DB Tier

Block Any to App Log | Any 3T-App Any Block 3T-App

Block App to Any Log | 3T-App | Any Any Block 3T-App

CHAPTER 2 - VREALIZE LOG INSIGHT |
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e The top rule will cover the application’s need to communication
with infrastructure services (e.g., NTP).

e The second rule will Negate Source of the web tier. Negating the
source allows all other sources to access the web tier except those
in the web tier. This functionally works as a block, so rule order
becomes arbitrary.

¢ The remaining set of allow rules are necessary for the intra and
extra-application communication.

e The last two rules will block any other communications that are
not defined as essential for the application to run.

This set of rules should effectively allowlist all traffic, allowing the
application to function for the organization.

Technologies Used

Windows Clients

Table 2.4 Windows client information

System Function System Name IP Address

Management Jumplbox Jumpbox-Ola 192.168.0.99

VMware Products

Table 2.5 VMware product information

Product Version IP Address
VMware vSphere® ESXi™ 6.0 Patch 4 Multiple
VMware® vCenter™ Server | 6.0 Update 2a 192168.011
Appliance

VMware NSX Manager 6.3.0 192168.0.120
VMware vRealize Log 4.3 192.168.0.140
Insight

VMware NSX Plugin for 3.6 -

Log Insight




Define Monitor Length

Real time monitoring is appropriate in this case, as this is a small
application consisting of 4 servers in total. This application is run
on-demand, so there are no specific time constraints to consider. With
the use of NTP, calls to this external service must be taken into account.

NSX/Log Insight Management

Pack Installation

Installation of vRealize Log Insight Management Pack for NSX is

required for this step.

Figure 2.1 displays the dashboard upon logging into the vRealize

Log Insight appliance.

Number of unique hosts

"

Number of unique hosts with .. % # %

Number of unique hosts with error ev.

Number of events by hostname Number of events over time

Number of warning events over time

Number of warning event:

A

Number of error events by hostname

1

Number of error events over time

Figure 2.1 vRealize Log Insight dashboard
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Click on the three lines next to ‘admin’ in the upper-right corner
and select Content Packs

Administration

Content Packs

Help
About

Figure 2.2 vRealize Log Insight content pack

This will present the Log Insight Content Pack Marketplace. Scroll
down to the VMware - NSX-vSphere Management Pack.

Content Pack Marketplace

Openstack
Marketploce o
Updates Vitwar, i

Installed Content Packs.

A\ TR

puppet

Figure 2.3 vRealize Log Insight marketplace

Upon selecting Content Pack, confirm the licensing agreement
and click on Install.
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Figure 2.4 shows the setup instructions required to configure
forwarding of log information to vRealize Log Insight for processing.

© 00 G hare - NSxsatare - Cor O
.

C A NotSecure_hitps://192.168.0.140/contentpack?contentPackid=comvmware.nsx-v * 0

VMware - NSX-vSphere Setup Instructions

Figure 2.4 Setup instructions

As described in the Setup Instructions, configure the products to talk to
vRealize Log Insight. For micro-segmentation, ensure that the ESXi hosts
that could contain the application are configured to talk to the vRealize
Log Insight server (192.168.0.140). Additionally, configure the VMware
NSX Manager (192.168.0.120) server to talk to vRealize Log Insight.

Connect vCenter/ESXi Hosts to Log Insight

Set up the vSphere integration with vRealize Log Insight to allow
configuration of the ESXi hosts with Log Insight as the syslog location.

From the Log Insight dashboard, select the same menu used to go into
the Content Packs section, clicking on Administration.

Administration

Content Packs

Help
B About

Figure 2.5 NSX Manager general settings
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From the next screen, select ‘vSphere’ under the ‘Integration’ section

vSphere Integration

VCenter Servers

Figure 2.6 vSphere integration

The following steps will add the vCenter Server and configure hosts to
send syslog to vRealize Log Insight.

. Enter the hostname of the VMware vCenter Server?

 Enter a username that has access privileges to vCenter and can
modify host objects.

*  Enter the password for the username.

192.168.0.140/2

vSphere Integration
VCenter Servers

Colect Center Server events, tasks, and alams (©

Figure 2.7 Infrastructure NSX security tags

Note that to the right of the input lines are options to ‘Collect vCenter
Server events, tasks and alarms’ as well as ‘Configure ESXi hosts to
send logs to Log Insight’. Under ‘Configure ESXi hosts to send logs to
Log Insight’, is an ‘Advanced options...” setting. Clicking the ‘Advanced
options...” link will allow selection of specific ESXi servers and
communication protocols (e.g., TCP, UDP, or using SSL).
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Figure 2.8 3-Tier application web NSX security group

This example configures all hosts to send their syslog data to Log
Insight. Once complete, click on OK to complete.

Use Test Connection to ensure that connectivity to vCenter is working.
Watch for ‘Test successful’ notification under the ‘Test Connection’
selection. Click on Save to complete the integration. If the hosts already
have a syslog server configured, this integration will append the
vRealize Log Insight server to the hosts as another syslog system.
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Figure 2.9 vRealize Log Insight vCenter - integration test
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Connect NSX Manger to Log Insight

To begin the connection of NSX Manager to vRealize Log Insight,
browse to the hostname/IP address of the NSX Manager and login.

eee g x @ «m
% 0

€ C ANotSecure hitps://192.168.0.120/index htrl

P 1021680120 Verion: 630 Bld 5007049
[Ep—

NSX Manager Virtual Appliance Management
@ Viow summary B Downiond Toch Supporton
& Manage Appiance Setings E° Backup & Restore
Manage vCenter Registration & Upgrade

Figure 2.10 NSX Manager interface

From this screen, select Manage Appliance Settings
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Figure 2.11 NSX Manager general settings

In this instance, the Syslog Server setting is not configured. Click on
the Edit button and start the configuration.
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Figure 2.12 NSX Manager syslog server configuration

Enter the hostname/IP Address of the syslog server, port of 514, and
select the TCP protocol. This will complete the syslog configuration for
vRealize Log Insight help with micro-segmentation of the application.

Proper configuration can be validated through the dashboard. From
the Log Insight web page, select the ‘Dashboards’ tab.

® G Overview | General | Dashbos x

€ C ANotSecure hitps:/192.168.0.140/nome?
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B
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»

Figure 2.13 vRealize Log Insight main dashboard
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Figure 2.14 shows the data populated in the dashboards interface, with
the data present as expected from vCenter and the ESXi hosts.

On the left-hand side of the current dashboard is a selection option
for changing to the other content pack dashboards in Log Insight. To
confirm that NSX is also sending data, navigate under Content Pack
Dashboards to VMware - NSX-vSphere.

® ® G NScsphere - Overvew | V1 x

#4tp57/192.168.0.140/ o

Content Pack Dashboards
oo NSX for vSphere Edge system events by severity NSX for vSphere infrastructure problems

~ Viware - NSXvSphere
NSXvsphere -
NSKvSphe

Logical switch system events by severity Logical switch alerts by hostname

Logical router events by severity Logical router alerts by hostname Bridging alerts by hostname

Distributed firewall events by severity  Distributed firewall alerts Distributed firewall drop - reject actio.

Figure 2.14 3-Tier application web applied to - web access rule

From this view, NSX data should be visible populating the dashboard.

This verifies that vCenter, the ESXi hosts, and NSX Manager are
forwarding their syslog information to Log Insight. With this in place,
work can begin on micro-segmenting the application.

Before starting the monitoring process, create a Security Group that
encompasses all the application’s VMs to simplify definition of block
and allow rules. These initial rules will provide visibility on how the
application communicates with itself and the external world. They will
then be replaced by more granular rules that restrict the Flows down
to only essential traffic.



Layout Naming Scheme

Table 2.6 3-Tier application naming scheme layout

Security Groups | Systems Included Services Security Tags
SG-3T-ALL SG-3T-WEB, SG-3T-APP, - -

SG-3T-DB
SG-3T-WEB WebO1, Web02 SV-3T-HTTP ST-3T-WEB
SG-3T-APP AppO1 SV-3T-APP ST-3T-APP
SG-3T-DB DBO1 SV-3T-MYSQL ST-3T-DB
SG-INFRA-ALL SG-NTP-ALL - -
SG-NTP-ALL NTP-Ola SV-NTP ST-NTP-ALL

The table in Table 2.6 identifies the basic building blocks of what is
known about the application. If other types of communication are
discovered, they should be investigated to determine whether they
are necessary for core application functionality.

Next take all the groupings and build them out in the NSX Manager.
Start with Security Tags.

Create Security Groups - Infrastructure
Services/Application

Procedure

1.

Log into the VMware vSphere® Web Client and select Networking
and Security.

2. Select the NSX Managers tab under the Networking & Security
Inventory.

3. Select the IP address of the NSX Manager.

4. Select Manage.

5. Select Security Tags.

6. Click on the New Security Tag (%) icon.

7. Type the Name ST-3T-WEB and optional description.

8. Click OK.

9. Repeat this same process for App, DB, and NTP.
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Figure 2.15 3-Tier application NSX security tags
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Figure 2.16 Infrastructure NSX security tags

Once the Security Tags are created, associate them the appropriate
virtual machines.

Procedure

1.  From the Security Tags screen, select the ST-3T-WEB Security Tag.
2. Click on the Assign Security Tag (@) icon.

3. Filter the virtual machine list by typing ‘WebO’.

4. Add both Web01and WebO02 to the Included Items list.

5. Click OK.

6. Repeat the process for the App, DB, and NTP Security Tags.

Once the Security Tags are applied, the results should appear as in
Figures 2.15 and 2.16.

With Security Tags in place, they can be used to create Security Groups.



Procedure
1.  Loginto the vSphere Web Client and select Networking and Security.

2. Select the NSX Managers tab under the Networking & Security
Inventory.

3. Select the IP address of the NSX Manager.

4. Select Manage.

5. Select Grouping Objects.

6. Click on the Add new Security Group (df) icon.

7. Type the name SG-3T-WEB and optional description for the
Security Group.

8. Click Next.
9. Click Next.

10. Change Object Type to Security Tag and in the search box type 3T.
Select the ST-3T-WEB Security Tag.

% Edit Security Group 13
& 9 CEICTTET Select objects to include
Select objects that should aways be included in this group, regardiess of whether they meet the membership criteria
+ 2 Define dynamic membership
I 3 Select objects to include —
Object Type: | Securty Tag [-])
v 4 Select objects to exclude e —
aat Q Filie -
5 Ready to complete
Avsiable Objects Selactad Objects
@y STATAPP v @y STITWEB
gy statos

3items 1 items

Back. Next Finish Cancel

Figure 2.17 3-Tier application NSX DFW rules documentation

1. Click on Finish.

12. Repeat this process adding the AppO1and DBO1 to the appropriate
Security Groups.

13. Repeat this process adding NTP-0la to the appropriate Security Group.
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To make things easier for writing rulesets, create the SG-3T-ALL
Security Group and nest the newly created web, app, and DB Security
Groups inside. This will allow new servers added to the application to
be covered by the same set of rules.

To do this, perform the same procedure as above, but instead add the
newly created Security Groups rather than virtual machines at the
Object Type.

ey

oee _,/ @ vSphere Web Client x \\
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<4 Networking & Secu... (o) Summary  Monitor | Manage |

S NSX Managers 1

l System Events I Security Tags | Exclusion List l Domains | Grouping Objects | Users
“ $ 7/ x

Security Group Name Static include n|
IP Sets & SG-3T-ALL SG-3T-APP,
MAC Sets 4 SG3T-APP App01
Service § SG3TDB DBO1

Service Groups i SG-3T-WEB Web02, We

Figure 2.18 3-Tier application all NSX security groups

After building the Security Group and Security Tag layout, these
constructs are used to create block and allow rules.

Build DFW Rules for Allow/Block

Build block and allow rules with logging enabled to monitor the application
and see how it communicates. A basic layout for the rules it outlined in
Table 2.7.

Table 2.7 3-Tier application block and allow NSX DFW rules

Name Source Destination | Service | Action | Applied To

Allow Any to App Log | Any SG-3T-ALL Any Allow SG-3T-ALL

Allow App to Any Log | SG-3T-ALL | Any Any Allow SG-3T-ALL

Block Any to App Log | Any SG-3T-ALL Any Block SG-3T-ALL
Any

Block App to Any Log | SG-3T-ALL | Any Any Block SG-3T-ALL

When taking an application-based segmentation approach, use
per-application block rules.



Procedure

Log into the vSphere Web Client and select Networking and Security.
Click on Firewall.

Right-click on the Default Section Layer3 and select Add Section.
Enter the name of the Section as Book Application.

Click Save.

Right-click on the new Book Application Section and select Add rule.
Expand the Book Application Section to edit the rule.

Click on the Add rule () icon on the Book Application Section
three more times to add the necessary rule instances.

[ T8 Book Appication (Ruie3 -6) Jceg/x=t= b

@3 < any ~any ~any Alow @ Distributed Fire.
@4 +any +any +any Allow (@ Distributed Fire...

@s “any < any < any Alow © Distbuted Fire

@6 ~any =~ any ~any Alow @ Distributed Fire.

Figure 2.19 3-Tier application NSX DFW blank table

Next add the details to each rule per the table.

First Allow Rule Configuration

1.

2.

Click on the Edit (f) icon for the first rule Name.

Add name Allow Any to App Log and click Save.

Click on the Edit (f) icon for the first rule Destination.
Change the Object Type to Security Group and filter on 3T.
Add the SG-3T-ALL Security Group and click OK.

Click on the Edit (f) icon for the first rule Action.

Click on the Log radio button and click Save.

Click on the Edit (f) icon for the first rule Applied To.

Uncheck the first check box.

. Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-ALL and click OK.
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Second Allow Rule Configuration

1.

2.

10.

1.

Click on the Edit (f) icon for the second rule Name.

Add name Allow App to Any Log and click Save.

Click on the Edit (f) icon for the second rule Source.
Change the Object Type to Security Group and filter on 3T.
Add the SG-3T-ALL Security Group and click OK.

Click on the Edit (f) icon for the second rule Action.
Click on the Log radio button and click Save.

Click on the Edit (f) icon for the second rule Applied To.
Uncheck the first check box.

Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-ALL and click OK.

First Block Rule Configuration

1.

2.

10.

1.

12.

Click on the Edit (f) icon for the third rule Name.

Add name Block Any to App Log and click Save.

Click on the Edit (f) icon for the third rule Destination.
Change the Object Type to Security Group and filter on 3T.
Add the SG-3T-ALL Security Group and click OK.

Click on the Edit (f) icon for the third rule Action.
Change the Action to Block.

Click on the Log radio button and click Save.

Click on the Edit (f) icon for the third rule Applied To.
Uncheck the first check box.

Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-ALL and click OK.



Second Block Rule Configuration

1.

2.

Click on the Edit (f) icon for the fourth rule Name.

Add name Block App to Any Log and click Save.

Click on the Edit (f) icon for the fourth rule Source.
Change the Object Type to Security Group and filter on 3T.
Add the SG-3T-ALL Security Group and click OK.

Click on the Edit (f) icon for the fourth rule Action.
Change the Action to Block.

Click on the Log radio button and click Save.

Click on the Edit (f) icon for the fourth rule Applied To.
Uncheck the first check box.

Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-ALL and click OK.

Once the block and allow configurations are all completed, Publish the
rules to the virtual machines.

When complete, the NSX Manager will assign a RulelD for each new
rule created.

@ Last publish operation succeeded 5/20/17, 10:24:25 PM CDT Q

General | Ethernet | Partner security services

+ [0 | % &
No. Name Rus Swee  Deswnon S co heton repieaTo

[®  Ping Servers (Rule 1-2) A+ F s/ xnh

[&  Book Application (Rule 3 -6) G+ F/x=t= ke

©3  AlowAnyto AppLog 102 «any & SCATALL e Alow 0 SGITALL

>
v

@4 AlowAppio AnyLog 1081 i SGITALL any any Alow i SGITALL

@5 Block Any to App Log 1050 ~any £ SGITALL any Block £ SGATALL

@6 BlockAppio AnyLog 1040 £ SGAT-ALL ©any any Block i SGTALL

Figure 2.20 3-Tier application block and allow NSX DFW table
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Monitor Traffic Flows

With all the traffic from the application now being logged to vRealize
Log Insight, all Flows should now be visible. The two rules of interest in
vRealize Log Insight - shown in Figure 2.20 - are 1051 and 1052.

The first recommended test is confirmation of application functionality.
With allow rules above the block rules, all traffic for the application
should be Flowing without interruptions.

From the 192.168.0.99 system, check connectivity to the application
through both Web0O1 and Web02.

[ Books Collection X\ [ Books Collection x

&« C | @ 1721611011 *| O

3 Tier app

Server Chain

. Web0!
« App0l
- DBOL

B [BEl A BE d\O

DATA

1Id| Title Author
|The Martian ||Andy Weir
|The HHGTG||Douglas Adams

Figure 2.21 3-Tier application web 1server functional
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=

Figure 2.22 3-Tier application web 2 server functional

Figures 2.28 and 2.29 confirm that the application is functional using
both of the web servers, Web0O1 and Web02. A review of vRealize
Log Insight shows hits on RulelDs 1051 and 1052 from the NSX DFW.

Procedure
1.  Log into the vRealize Log Insight appliance.

2. Click on the VMware - NSX-vSphere dashboard under Content
Pack Dashboards.

3. Click on Distributed Firewall - Rule Data.

4. Verify Connections by RulelD are showing hits on rule 1051
and 1052.
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Figure 2.23 3-Tier application vRealize Log Insight NSX DFW rule data

As seen in Figure 2.23, the NSX DFW shows connections through
RulelDs 1051 and 1052. With this verification, the next step is an
analysis of application communication Flows as shown in log data.

Analyze Traffic Flows

Following the process previously laid out, first build the infrastructure
services rules for the application. Place these rules at the top of the
Book Application section. Then move to the granular application-
specific rules to complete the micro-segmentation of the application.
Procedure

1. Loginto the vRealize Log Insight appliance.

2. Click on the VMware - NSX-vSphere dashboard under Content
Pack Dashboards.

3. Click on Distributed Firewall - Rule Data.

4. Within the Connections by RulelD widget select the (F_tl) to go
into Interactive Analytics.

5. Select the Field Table and open the Fields filter window on the right.

6. Expand the vmw_nsx_firewall_dst_port filter to show all of the
ports that vRealize Log Insight has observed from the Flow logs.
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Figure 2.24 3-Tier application vRealize Log Insight field table

Port IDs are identified by hovering the mouse over the leftmost

column. The filter Fields shows application port use - in this example
ports 80, 3306, and 123.

vmw_nsx_firewall_dst_port: B0
26

wmw_nsx_firewall_dst_port: 3306
B

wmw_nsx_firewall_dst_port: 123
37

Figure 2.25 3-Tier application vRealize Log Insight destination ports

The Field Table is helpful in illustrating communication between
sets of servers.
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Events Field Table ~ EventTypes  Event Trends 11080 0ut of 50+ evers  Columns (6 H
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Figure 2.26 3-Tier application vRealize Log Insight full field table

This output allows for extrapolation of the Flows for the application,
facilitating proper grouping. The annotations in Figure 2.26 call out the
following Flows:

*17216.110.11 (Web01), 172.16.110.12 (Web02), 172.16.120.11 (App0O1), and
172.16.130.11 (DBO1) are talking to 192.168.0.211(NTP-01a) over UDP 123.

e 192.168.0.99 (Jumbox-01a) is talking to both 172.16.110.11 (WebO01)
and 172.16.110.12 (Web02) over TCP port 80.

e Both 172.16.110.11 (WebO01) and 172.16.110.12(Web02) are
communicating with 172.16.120.11 (AppO1) over TCP port 80.

 172.16.120.11CAppO01) is talking to 172.16.130.11(DBO1) over TCP
port 3306.

Upon completing analysis, use the information to document the rules
necessary to enhance micro-segmentation granularity.

Document Rules for DFW - Infrastructure
Services/Application

After compiling the necessary information to write DFW rules, lay the
information out in table format that is easy to read and simplifies
creation within NSX.




Table 2.8 3-Tier application NSX DFW rules documentation

Infrastructure Access Communications:

Name Source Destination Service Action | Applied To

APP SG-3T-ALL | SG-INFRA-NPT SV-NTP-ALL | Allow SG-3T-ALL

Access SG-INFRA-NTP
NSX Groupings:

Security Group SG-Contains SG-Inclusion Criteria

SG-INFRA-NTP NTP-Ola Static

Book Application Acess Communications:

Name Source Destination | Service | Action | Applied To
Any Access | SG-3T-WEB SG-3T-WEB | SV-3T- | Allow | SG-3T-WEB
App (Negate Source) HTTP
Intra-Book Application Communications:

Name Source Destination | Service Action | Applied To
Allow Web to [ SG-3T- SG-3T-APP | SV-3T-HTTP | Allow | SG-3T-WEB
App WEB SG-3T-APP
Allow App to SG-3T-APP | SG-3T-DB SV-3T- Allow SG-3T-APP
DB MYSQL SG-3T-DB
Book All Book Application Communications:

Name Source Destination | Service | Action | Applied To
Block Inbound Infra SG-3T-ALL | Any Any Block SG-3T-ALL
Block Outbound Infra | Any SG-3T-ALL Any Block SG-3T-ALL
NSX Groupings:

Security Group SG-Contains SG-Inclusion Criteria

SG-3T-ALL SG-3T-WEB Static

SG-3T-APP
SG-3T-DB

Security Group SG-Contains

SV-INFRA-NTP UDP 123

SV-3T-HTTP TCP 80

SV-3T-MYSQL TCP 3306
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Create Services - Infrastructure Services

With vRealize Log Insight identifying the services used by the application,
they can now be built in NSX. NSX comes with a significant set of default
services built into the product. These can be used for writing an
organization’s NSX DFW rules or creation of a custom service where
one does not already exist. This example creates custom services to
make them easily identifiable.

Procedure

1.

2.

9.

Log into the vSphere Web Client and select Networking and Security.

Select the NSX Managers tab under the Networking & Security
Inventory.

Select the IP address of the NSX Manager.
Select Manage.

Select Grouping Objects.

Select Service.

Click on the Add Service (d) icon.

Enter the name SV-INFRA-NTP, change the protocol to UDP,
and enter the Destination port as 123.

4¢ Add Service

()

An Application can be viewed as a tag on network traffic of specified
protocol that is transmitted through specified port or set of ports.

Name: # | SV-INFRA-NTP
Description:
Protocol: [uop [~ ]

Destination ports: | 123|
e.g. 7001-7020,7100,8000-9000

b Advanced options

[] Enable inheritance to allow visibility at underlying scopes

[ ok || cancel

Figure 2.27 3-Tier application web source - web access rule

Click OK.



Create Services - Application

Repeat the process as with infrastructure services for the application-
specific services.

Procedure
1.  Loginto the vSphere Web Client and select Networking and Security.

2. Select the NSX Managers tab under the Networking & Security
Inventory.

3. Select the IP address of the NSX Manager.
4. Select Manage.

5. Select Grouping Objects.

6. Select Service.

7. Click on the Add Service (dp) icon.

8. Enter the name SV-3T-HTTP, change the protocol to TCP, enter the
Destination port as 80.

4p Add Service

(~)

An Application can be viewed as a tag on network traffic of specified
protocol that is transmitted through specified port or set of ports.

MName: # | SV-3T-HTTP
Description:
Protocol: [Tcp [~ ]

Destination ports: |80
e.g.: 7001-7020,7100,8000-9000

b Advanced options

["] Enable inheritance to allow visibility at underlying scopes

| ok || cancel |

Figure 2.28 3-Tier application add HTTP service

9. Click OK.

10. Click on the Add Service (d) icon.
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1.

Enter the name SV-3T-MYSQL, change the protocol to TCP,
and enter the Destination port as 3306.

4 Add Service

(~)

An Application can be viewed as a tag on network traffic of specified
protocol that is transmitted through specified port or set of ports.

Name: % | SV-3T-MYSQL
Description:
Protocal: [TcP [+ ]

Destination ports: 133061

e.g.: 7001-7020,7100,8000-9000

b Advanced options

["] Enable inheritance to allow visibility at underlying scopes

| ok || cancel

Figure 2.29 3-Tier application add MySQL service

12. Click OK.

Verify all services are configured.

Name 17 Protocal Destination ports. Sourea ports Seops

[[] SV-INFRA-NTP uppP 123 any Global
[[] SV-3T-MYSQL TCP 3308 any Global
[[] SV-3T-HTTP TCP 80 any Global

Figure 2.30 3-Tier application and infrastructure NSX service verification




Build DFW Rules - Infrastructure Services

As shown from the Flows in Figure 2.30 all of the servers comprising

the Book Application are communicating with the 192.168.0.211(NTP-

Ola) server. There is a Security Group that has all of the servers within
it, making this straightforward rule to create.

Procedure

1. Loginto the vSphere Web Client and select Networking and Security.
2. Click on Firewall.

3. Expand Book Application Section and the Add rule () icon.

4. Click on the Edit (f) icon for the new rule Name.

5. Add name Allow Access Infra and click Save.

6. Click on the Edit (f) icon for the new rule Source.

7. Change the Object Type to Security Group and filter on 3T.

8. Add the SG-3T-ALL Security Group and click OK.

Allow Access Infra - Specify Source (3)

Select one of more objects for the source field of the firewall rule

Object Type: | Security Group [~ ]
CEN (@ Fiter =
Available Objecks Selected Objects
+ i SG-3T-ALL s Lﬁ? SG-3T-ALL
Ef? SG-3T-APP [:)
Lﬁ? SG-3T-DB <:]
Ef? SG-3T-WEB

4 items 1 items
New Security Group...
P Advanced options

[] Negate source

cael |

Figure 2.31 3-Tier application all source - infrastructure access rule

9. Click on the Edit (f) icon for the new rule Destination.
10. Change the Object Type to Security Group and filter on SG-INFRA.

1. Add the SG-INFRA-NTP Security Group and click OK.
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12.

13.

14.

15.

16.

Allow Access Infra - Specify Destination

o
S

Select one or more objects for the destination field of the firewall rule

Ob]ecl Type: | Secl.lrlly Gmup ‘ hd
CEN (' Fitter
Available Objects Selected Objects
+ & SGINFRANTP v (@ SGINFRANTP
Y
p
1 items

New Security Group...
P Advanced options

[[] Negate Destination

1 items

Figure 2.32 Infrastructure destination - infrastructure access rule

Click on the Edit (f) icon for the new rule Service.

Change the Object Type to Service and filter on SV-INFRA.

Add the SV-INFRA-NTP Service and click OK.
Click on the Edit (lf) icon for the new rule Action.

Click on the Log radio button and click Save.

Allow Access Infra - Edit Action

Action: | Allow |~ ]
Direction: [ Infout |~ |
Packet Type: | Any ‘ = J
Tag: | |
Log: (+) Log () Do not log
Comments:

save || Cancel

Figure 2.33 3-Tier application allow - infrastructure access rule



17. Click on the Edit (f) icon for the new rule Applied To.
18. Uncheck the first check box.
19. Change the Object Type to Security Group and filter on 3T.

20. Select the SG-3T-ALL and click OK

Allow Access Infra - Specify Applied To ”f—'j

Specify containers on which this rule will be applied.
[C] Apply this rule on all clusters on which Distributed Firewall is installed.
|:| Apply this rule on all the Edge gateways.
(For Edges with version €.1.0 and higher)
Select one ar maore objects for the applied to field of the firewall rule

Chject Type: | Security Group | - ]
(q at ) (q Filter =)
Available Objects Seleoted Objects
+ & SG-3T-ALL ‘/ Dﬁ SG-3T-ALL
Eﬁ? SG-3T-APP >
Eff 5G-3T-DB
@ SG-3T-WEB @
4 items 1 items

New Security Group...

Figure 2.34 3-Tier application applied to - infrastructure access rule

Once the new infrastructure services rule is completed, Publish the
rules down to the virtual machines. Upon completion, the NSX Manager
will assign a RulelD for each new rule created.

@ Last publish oparaton sicceeded 5121117, 4:00:13 P COT ©
General | Ethernet | Pariner securty ssrices

e nx=rx|@0 (%Y E-

- — [ e Sonien e rovindTo

» [® PingServers (Rule1-2) e @/ x ==tk
v [B Book Application (Rule 3 - 7) e g s x==t
@3 Allow Access Infra 1053 £ SGAT-ALL 9 SGNFRA-NTP (3] SV-INFRA-NTP Allow. £ SGIT-ALL

@4 Allow Any to App Log 1052 «any £ SGIT-ALL «any Allow 9 SGIT-ALL

@5 Allow App to Any Log 1061 9 SG-3T-ALL « any + any Allow £ SG-3T-ALL

es Black Any to App Log 1050 «any £ SGIT-ALL «any Block 9 SGIT-ALL

e7 Block App to Any Log 2 1040 9 SGAT-ALL say «any Block £ SGIT-ALL

Figure 2.35 Infrastructure access NSX DFW table
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Build DFW Rules - Application

Move to the Book Application rules and break out the communications
with NSX DFW rules. The first rule that needs to be created is the rule
to allow access to the Book Application.

Procedure

1.

2.

48 |

Log into the vSphere Web Client and select Networking and Security.
Click on Firewall.

Expand Book Application Section and click on the Allow Access
Infra rule.

Click on the Add rule (dp) icon. This will put a new rule below the
Allow Access Infra rule.

Click on the Edit (f) icon for the new rule Name.

Add name Any Access App and click Save.

Click on the Edit (f) icon for the new rule Source.
Change the Object Type to Security Group and filter on 3T.

Add the SG-3T-WEB Security Group and check the Negate Source
box and click OK.

- Negating the Source functionally prevents the source -
SG-3T-WEB - from communicating to itself as the destination.
All other Sources are allowed.

ey

Allow Access App - Specify Source (2}

Select one or more objects for the source field of the Tirewall rule

Dbject Type: | Security Group [~

R | (@ Fiter 7
Available Objects Selected Objacts
E'? SG-3T-ALL o L'? SG-3T-WEB
rﬁ? SG-3T-APP [:>
rﬁ? SG-3T-DB <:|
« pi* 8G-3T-WEB

4items [[4Copy+ 1items [Copy~
New Security Group...
b Advanced options

[/ Negate source

Figure 2.36 3-Tier application web source - web access rule



10. Click on the Edit (f) icon for the new rule Destination.

1. Change the Object Type to Security Group and filter on 3T.

12. Add the SG-3T-WEB Security Group and click OK.

Any Access App - Specify Destination

o)

Select ane or more objects for the destination field of the firewall rule
Object Type: | Security Group | - ]

@ 3T | [ @ Filter -
=00 ) w e )
Availabls Objects Selected Objacts

i SC-3T-ALL « [ SGIT-WEB
" SG-3T-APP B
i SG-3T-DB @

+ & SG-3T-WEB

4 items 1 items
Mew Security Group...

b Advanced options

[[] Negate Destination

Figure 2.37 3-Tier application web destination - web access rule

13. Click on the Edit (f) icon for the new rule Service.
Change the Object Type to Security Group and filter on SV-3T.

Add the SV-3T-HTTP Security Group and click OK.

Any Access App - Specify Service (?)

Select one or more objects for the service field of the Tirewall rule
Cbject Type: | Service | - ]

(@ sv-aT ) (Q Filter ~)
Available Objects.
+ (7] SVBTHTTP

[ Sw-3T-MYSaL

Selected Objects
o D SV-3T-HTTP
&

&

2 items 1 items
New Service...

b Advanced options

[[] Negate Destination

Figure 2.38 3-Tier application web service - web access rule
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16. Click on the Edit (f) icon for the new rule Action.

17. Click on the Log radio button and click Save.

-

Any Access App - Edit Action

Action: [aow [+
Direction: |m|
Packet Type: |ﬁ|
Log: (+) Log () Do not log
Comments:

Save H Cancel

Figure 2.39 3-Tier application allow - web access rule

18. Click on the Edit (f) icon for the new rule Applied To.
19. Uncheck the first check box.
20. Change the Object Type to Security Group and filter on 3T.

21. Select the SG-3T-WEB Security Group and click OK.

Any Access App - Specify Applied To (7)

Specify containers on which this rule will be applied.
[] Apply this rule on all clusters on which Distributed Firewall is installed.
[] Apply this rule on all the Edge gateways.

(For Edges with version 6.1.0 and higher)
Select one or more objects for the applied to field of the firewall rule

Object Type: | Security Group |- ]
CE )] (o Fitter <
Available Objects Seleclsd Objacts
El’-? SG-3T-ALL o Lf? SG-3T-WEB
Eﬁf SG-3T-APP
Eif? SG-3T-0B E:>
w [ SG3T-WEB &
4 items 1 items

Mew Security Group...

Figure 2.40 3-Tier application web applied to - web access rule



Web to App Rule

1. Click on the Add rule (d) icon. This will put a new rule below the

Any Access App rule.
2. Click on the Edit (f) icon for the new rule Name.
3. Add name Web to App and click Save.

4. Click on the Edit (f) icon for the new rule Source.

5. Change the Object Type to Security Group and filter on 3T.

6. Addthe SG-3T-WEB Security Group and click OK.

Wehb to App - Specify Source

Select one or more objects for the source field of the firewall rule

Object Type: | Security Group | - |

Available Objects Selected Objects
L@? SG-3T-ALL W Eﬁ? SG-3T-WEB
LE? SG-3T-APP =3
Eﬁ? SG-3T-DB @

+ & SG-3T-WEB

Mew Security Group...
b Advanced options

[] Negate source

(@ a7 \ (@ Filter

4 items 1 items

Figure 2.41 3-Tier application web source - Web to App rule

7. Click on the Edit (f) icon for the new rule Destination.

8. Change the Object Type to Security Group and filter on 3T.
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10.

1.

12.

Add the SG-3T-APP Security Group and click OK.

Web to App - Specify Destination (?)

Select one or more objects for the destination field of the firewall rule

Object Type: | Security Group ‘ - ]
)

(CEL

| Q, Filter -
== 7
Available Objects

El? SGE-3T-ALL
v i SG-3T-APP oy
I’f‘:) SG-3T-DB @
E'? SE-3T-WEB

Selected Objacts

o m@ SG-3T-APP

4 items 1 items
Mew Security Group...
¥ Advanced options

[] Negate Destination

Figure 2.42 3-Tier application web service - Web to App rule

Click on the Edit (f) icon for the new rule Service.
Change the Object Type to Security Group and filter on SV-3T.

Add the SV-3T-HTTP Security Group and click OK.

Web to App - Specify Service

e

Select one or more objects for the service field of the firewall rule

Object Type: | Service |~ J

(q swaT| | (q Filter <)
Selected Objacts

W [[] SV-3T-HTTP

Avazilable Objects
v (7] SV-ST-HTTP
[T SV-aT-MYsaL B

a

2 items 1 items

New Service...
b Advanced options

[] Megate Destination

Figure 2.43 3-Tier application web service - Web to App rule



13. Click on the Edit (f) icon for the new rule Action.

14. Click on the Log radio button and click Save.

Web to App - Edit Action (7
Direction: | M |
Packet Type: [ay [+
Log: (s) Log () Do not log
Comments:
‘ Save Cancel ]

Figure 2.44 3-Tier application allow - Web to App rule

Click on the Edit (f) icon for the new rule Applied To.

Uncheck the first check box.

Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-WEB and SG-3T-APP Security Group and

click OK.

‘Web to App - Specify Applied To

o))

Specify containers on which this rule will be applied.
|:| Apply this rule on all clusters on which Distributed Firewall is instaled.
[C] Apply this rule on 2l the Edge gateways.
(For Edges with version 6.1.0 and higher)
Select one or more objects for the applied to field of the firswall rule

Object Type: | Security Group

Available Objects
@ SGIT-ALL
« o SG-3T-APP
@ SG-3T-DB
o 5 SG-3TWEB

New Security Group...

el

[~]

‘ (QFter
Selected Objects
F Lﬁ? SG-3T-WEB
vl E&? SG-3T-APP
=3
Ll
4 items 2 items

Figure 2.45 3-Tier application applied to Web and App - Web to App rule
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App to DB Rule

1. Click on the Add rule (sf) icon. This will put a new rule below the
Web to App rule.

2. Click on the Edit (f) icon for the new rule Name.

3. Add name App to DB and click Save.

4. Click on the Edit (f) icon for the new rule Source.

5. Change the Object Type to Security Group and filter on 3T.

6. Addthe SG-3T-App Security Group and click OK.

App to DB - Specify Source (7)

Select one or more objects for the source field of the firewall rule

Object Type: | Security Group | - |

ICE | (q Filter =)
Available Objects Sealected Objacts
& SGITALL v (& SGITAPP
v (& SG-IT-APP &
(@ SG3T-08 @
(# SG-ITWEB

4 items 1 items
New Security Group...
b Advanced options

[] Negate source

Figure 2.46 3-Tier application source app - App to DB rule

7. Click on the Edit (f) icon for the new rule Destination.

8. Change the Object Type to Security Group and filter on 3T.



9. Add the SG-3T-DB Security Group and click OK.

App to DB - Specify Destination

Select ane ar more objects for the destination field of the firewall rule
Object Type: | Security Group | - ]

(@ a7 \

(q Filter =)
Available Objects Selected Objects
(9 SGATALL
¢ SGAT-APP &
~ & SG-3T-DB

o @
& SG-3T-WEB

w (& SC-3T-DB

4 items 1 items
Mew Security Group...

b Advanced options

[] Negate Destination

Figure 2.47 3-Tier application destination DB - App to DB rule

Click on the Edit (f) icon for the new rule Service.
Change the Object Type to Security Group and filter on SV-3T.

Add the SV-3T-MYSQL Security Group and click OK.

App to DB - Specify Service

Select one ar more objects for the service field of the firewall rule
Object Type: | Service |~ |

(q a7 |

(q Filer =)
\Q Frer -
Available Objects
[T SV-3T-HTTR

+ SV-3T-MYSAL

Selected Objectz

W [[] SW-3T-MYSaL

2 items

1 items
New Service...

b Advanced options

[[] Negate Destination

Figure 2.48 3-Tier application app service - App to DB rule
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13. Click on the Edit (f) icon for the new rule Action.

14. Click on the Log radio button and click Save.

15.

16.

17.

18.

App to DB - Edit Action ?‘
Direction: ‘m‘
Log: (+) Log () Do not log
Comments:

[saw | [ cancel |

Figure 2.49 3-Tier application allow - App to DB rule
Click on the Edit (f) icon for the new rule Applied To.
Uncheck the first check box.

Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-APP and SG-3T-DB Security Group and click OK.

App to DB - Specify Applied To ©)

Specify containers on which this rule will be applied.
[ Apply this rule on 2l ciusters on which Distrbuted Firewall is installed
[ Apply this rule on 2l the Edge gateways.
(For Edges with version 6.1.0 and higher)
Select one or more objects for the applied to field of the firewall rule

Object Type: | Security Group [-)
(o 31 )] (q Fiter -)
Availaiz Objects —p—
o SG-AT-ALL v & SGATAPP
o [ SC-3T-APP v SG3TDB
[ SG-3T-DB L4
f SGITWEB @
4 items 2items

New Security Group...

Figure 2.50 3-Tier application applied to app and DB - App to DB rule



Once the new infrastructure services rule is completed, Publish the
rules down to the virtual machines.

Upon completion, the NSX Manager will assign a RulelD for each new

rule created.

@ Last publish operation succeeded 6/21/17, 11:59:58 PM CDT

General | Ethernet | Partner security services

)
v
3

es5

@6

o7

¢ xR |%Y

Ping Servers (Rule 1-2)
Book Application (Rule 3 - 11)

Allow Access Infra

Any Access App

Webito App

App 10 DB

Allow Any to App Log

Allow App to Any Log

Block Any to App Log

Block App to Any Log

103

106

1085

1054

1052

1051

1050

1049

Rue 1D

£ SEITALL

»any

£f SeITWER
f SGaTAPP
«any

£f SEITALL

= any

0 SGATALL

@ SCINFRA-

L40 SG-3T-WEB
& SGIT-APP
& sc3T-DB
9 SCITALL

= any

@ SeaTAL

= any

(7 SV-INFRANTP

[T SV-BTHTTP
(T SV-BTHTTR

(T Sv-aTMYSaL

= any

= any

=~ any

= any

Alow

Alow

Alow

Alow

Alow

Alow

Block

Block

(%]

repieaTo
He® g/ x=r= b
He# g /===t
£ SG-3TALL

0 SG-3T-WEB

£ SG-3T-WEB
i SC-3T-APP

 s6-3T-0B
£ SG-3T-APP

(0 SGIT-ALL
0 SG-IT-ALL
£ SGIT-ALL

0 SG-ATALL

Monitor Traffic Flows

With the new rules now in place, traffic for the application should now

Figure 2.51 3-Tier application NSX DFW rule table

match these more granular rules instead of the general allow rule.

Procedure

1.  Log into the vRealize Log Insight appliance.

2. Click on the VMware - NSX-vSphere dashboard under Content
Pack Dashboards.

3. Click on Distributed Firewall - Rule Data.
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4. Verify Connections by RulelD are showing no hits on rule 1051
and 1052.

/@ <\
& C[AnNotSecure hitps:/192.168.0,

(=LAST_5_MINUTES L]

v Log Insight Dashboards.

Custom Dashboards

LtestSminutesofcata v ®
? My Deshboards hostname contains. v
7 Shared Dashboards. vimw_nsx_firewall_dst contains. v
Contont Pock Deshboords R comans
e trewal_ue = S
> Gensral
e trewalvame_..  comans
~ Vidvare -NSX-Sphere U
NSXvSphere - Overview
NSXSphere - Inastnucture Connections by rule ID over time EER

Connections by rule ID
LogicalSwitch - Overview o5

Logical Switch - Alerts s mse
Logical Router - Overview .
Logical Router - Alerts

Disrbuted Fewal - Overview
Disrbuted Fewal - Alets
Disrbuted Firewal - Trafc Bytes Source to Destination Hypervisor by ruleid
Disrbuted Firewal - Hypenvsor .
Disirbuted Firewel -Rule Data
Load Balancer - General

Bytes Destination to Source Hypervisor by ruleid

Losd Balancer - Instance
Losd Balancer - Vip

Load Balancer - VIP HTTP(S)
NSXSphere Edge - Overview

Figure 2.52 vRealize Log Insight rule data dashboard

Connections by rule ID I

1055,

1054
1056
1053

Figure 2.53 vRealize Log Insight connections by RulelD

Figures 2.60 and 2.61 confirm Flows are no longer hitting allow rules
1051 and 1052. The granular micro-segmentation traffic rules are
working as intended; Flows are not hitting the default Allow rules. With
the micro-segmentation rules in place, traffic Flows and functionality
can be validated against the requirements.



Verify Shared Service/Application
Functionality

Before starting the verification and functionality process, revisit the
requirements for this application.

¢ Allow any inbound to WebO1 and Web02.
¢ Allow WebO1 and Web02 to communication with AppO1.
¢ Allow AppO1to communicate with DBOT1.

¢« Allow all servers to communicate with any external services
necessary to function.

¢ Block communications between Web01and Web02.

. Block all other communications to any server of the application
unless explicitly defined in the above requirements.

Start with verification and functionality testing of the infrastructure
services rule against the requirement.
Requirements to meet

¢« All servers must be allowed to communicate with external services
necessary for operation.

Procedure
1. Log into the vRealize Log Insight appliance.

2. Click on the VMware - NSX-vSphere dashboard under Content
Pack Dashboards.

3. Click on Distributed Firewall - Rule Data.

4. Within the Connections by RulelD widget select the (F_"Il) to go
into Interactive Analytics.
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5. Select the Field Table.

6. Click on the vmw_nsx_firewall_dst_port of 123 and add filter
Value Is “123’. This will only show the NTP Flows.

vmw_nsx_firewall_dst_peort vmw_nsx_firewall_client_to_server

123 76

Add Filter:
Field Exists
Field Does Not Exist
Value Is 123’
Value Is Not 123

Highlight When Value Is 123’

Colerize By 'vmw_nsx_firewall_dst_port'

Figure 2.54 vRealize Log Insight filter field table by NTP

Events  Field Table  EventTypes  Event Trends
timestamp hostname vmw_nsx_firewall_ruleid |  vmw_nsx_firewall_protocol  vmw_nsx_firewall_sic  vmw_nsx_firewall_dst  vmw_nsx_firewall_dst ip_port  vmw_nsx_firewall_dst_port
2017-05-21 esxcomp- 53 we 72.16.118.1 92.168.9.21 92.168.6.211/123 2
22:40:37.2527  ®1a.wwilmo.inter

nal
2017-85-21 esxcomp- 53 we 72.16.118.12 92.168.9.21 92.168.0.211/123 23

22:20:35.456  82a.wwilmo.inter
nal

2017-85-21 esxcomp- 053 we 72.16.120.1 92.168.9.21 92.166.0.211/123 23
22:20:35.275  @1a.wwilmo.inter

nal
2017-5-21 esxcomp- 053 we 72.16.132.1 92.168.0.21 92.168.0.211/123 23
22:20:33.136  83a.wwilmo.inter

nal

Figure 2.55 vRealize Log Insight field table - NTP

v [} Book Appiication (Rule 3 - 10) CHE /i k

©3 Allow Access Infra 1053 i SG3T-ALL £ SGINFRA-. [Z] SV-INFRA-NTP Allow i SG3T-ALL

Figure 2.56 Infrastructure access NSX DFW RulelD verification

The NTP rule is now matching on RulelD 1053. It is not being dropped,
verifying that the requirement is met.



Requirements to meet

Allow any inbound to Web01 and Web02

Allow WebO1 and Web02 to communication with AppO1

These requirements are the base permissions the application itself.

1.

2.

Log into the vRealize Log Insight appliance.

Click on the VMware - NSX-vSphere dashboard under Content
Pack Dashboards.

Click on Distributed Firewall - Rule Data.

Within the Connections by RulelD widget select the (F_"Il) to go
into Interactive Analytics.

Select the Field Table.

Click on the vmw_nsx_firewall_dst_port of 80 and add filter Value
Is ‘80. This will only show the HTTP Flows.

vmw_nsx_firewall_dst_port wmw_nsx_firewall_client_to_server,

3386

)

Add Filter:
Field Exists
Field Does Not Exist
Value Is '80'
Value Is Not '80"

Highlight When Value |s '80'

Colerize By ‘vmw_nsx_firewall_dst_port’

Figure 2.57 vRealize Log Insight filter field table by HTTP
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Events  Field Table  EventTypes  Event Trends

timestamp hostname. vw_nsx_firewsll_ruleid | - vmw_nsx_firewall_protocel  vmw_nsx_firewall_src  vmw_nsx_firewall_dst  vmw_nsx_firewall_dst_ip_port  vmw_nsx_firewall_dst_port
2817-85-21 esxcomp- es6 cp 92.166.0.99 72.16.110.1 72.16.110.11/80 se
23:04:06.129  @1a.wwilmo.intar
nal
2017-05-21 esxcomp- ess TP 72.16.110.12 72.16.120.1 72.16.120.11/80 8e

23:02:24.911  @1a.wwilmo.inter
nal

070521 esscorp- oss - 17216 110.1 72161201 172,16 120.11/50 s
Bamem  asmiles.dnter

1
2017-05-21 055 T 7161101 72.16.120.1 72.16.120.11/80 50
Seleans san
2017-05-21 T 72161101 72.16.120.1 72.16.120.11/80 5
P

b
2070521 esncorp 056 T 52.168.0.99 2.16.110.12 7218110, 12480 s
0202189 ab milmo.inter

=

Figure 2.58 vRealize Log Insight filtered field table by HTTP
84 Any Access App 1086 «any P SC-3T-WEB (] SV-3T-HTTP Alow £ SG-3T-WEB
@5 Webto App 1085 i SG-3T-WEB & SG-3T-APP (2] SV-3T-HTTP Allow &0 SG-3T-WEB
0 SG-3T-APP

Figure 2.59 3-Tier application web access NSX DFW RulelD verification

The Any Access App rule to access the Book Application is now
matching on RulelD 1056 and is not being dropped. The web server
Flows match on RulelD 1055 and are not dropped. This verifies that
the requirement is met.

Requirement to meet

« Allow AppO1to communicate with DBO1

Procedure
1. Loginto the vRealize Log Insight appliance.

2. Click on the VMware - NSX-vSphere dashboard under Content
Pack Dashboards.

3. Click on Distributed Firewall - Rule Data.

4. Within the Connections by RulelD widget select the (F_".l) to go
into Interactive Analytics.

5. Select the Field Table.




6. Click on the vmw_nsx_firewall_dst_port of 3306 and add filter
Value Is ‘3306. This will only show the MYSQL Flows.

wrw_nsx_firewall_dst_port wvrw_nsx_firewall_client_to_semver

3386

Add Filter:
Field Exists
Field Does Not Exist
Value Is '33086'
Value Is Not '3306'

Highlight When Value Is '3306'

Colorize By 'vmw_nsx_firewall_dst_port'

Figure 2.60 vRealize Log Insight filter field table by MySQL

Events  Field Table  EventTypes  EventTrends

timestamp. hostname: mwi_nsx_firewall_ruleid | vmw_nsx fitewall_protocol  vmw_nsx_firewal_sic  vmw_nsx_firswal_dst  vmw_nsx_firewsll_dstip_port  vmw_nsx_firewsl_dst_port

2017-05-21 esxconp- 1654 T 172.16.122.71 172.16.130.11 172.16.132.11/2386 2306
23:16:41.133  Bla.vwilee.inter

Figure 2.61 vRealize Log Insight filtered field table - MySQL

@s App 10 DB 1064 i SC-3T-APP 4 5G-3T-08 (T Sv-3T-HYsaL Allow & 5G-3T-0B
& SG-3T-APP

Figure 2.62 3-Tier application app access DB NSX DFW RulelD verification

The App to DB rule now matches on RulelD 1054 and is not being
dropped. This verifies that the requirement is met.
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Disable/Remove Allow Rule

Before testing the block functionality and requirements, remove
the allow rules from the NSX DFW for the Book Application. This is
required so blocked Flows are able to reach the block rules; with an
“Allow All” rule in place, that would continue override the match.

The NSX Distributed Firewall provides an easy way to disable allow
rules to test whether block rules are working properly.

Procedure

1.  Loginto the vSphere Web Client and select Networking and
Security.

2. Click on Firewall.

3. Expand the Book Application Section and click on the (ﬁ) to
disable the rule for each of the Allow Rules.

4. Click Publish Changes to disable.

@ Last publsh operaton succesded 122117, 120437 AM DT @
Sl et Farterssa s
e ox==[B0 %Y EN
o Name Rt Souree Desinatin Senicn cion porladTo
» [R PingServers (Rule1-2) Hee g/ x==k
v [® Book Application (Rule 3 - 11) Hedgrxziah
©3  Allow Access Inra o £ SGITALL 0 SGANFRA- (T SVINFRANTP Alow (@ SGITALL
©4  Block WebloWeb 1087 6 SGITNEB (0 SGITWEB any Block (0 SG-ITWEB
©5  AnyAccess App . - (0 SGITWEB (@ svaTHTTR Alow (0 SG-ITWEB
@6 WebtoAm 1085 6 SGITNEB & SG3TAPP (@ SvaTHTTR Alow (0 SG-ITWEB
(@ SGTAPP
©7  AppoDB @ (& SGT-APP £ 5G3T08 (@ svaTYsaL Alow (@ SG-3T0B
@ SGITAPP
98 AllowAnyto A Log 1052 “any 0 SGIFALL any Alow @ SGATALL
93 AllowAppio Ay Log Jo51 £ SGITALL “any any Alow @ SGATALL
©10 | BlockAnyto AppLog 1080 vany 9 SGATALL any Block 0 SGATALL
©11  BlockAppto AnyLog 1069 £ SGATALL +any any Block 0 SGITALL

Figure 2.63 3-Tier application disable allow all NSX DFW

Requirements to meet
¢ Block communications between Web0O1and Web02

*  Block all other communications to any server of the application
unless explicitly defined in the above requirements.



To verify that these blocks are working properly, attempt a connection

from WebO1 to Web02. Also, attempt to connect to each server via SSH.

@ 1721611011 - PuTTY

Figure 2.64

Evens | FeldTable | EventTypes | EventTrends

ruid

U —p—

w1752
Goiainr a2

7522

70522
0:06:11.340

Block All

pRaenen
w7052
G0:02130.284

Block Web to Web
e 72,16

Figure 2.65 3-Tier application vRealize Log Insight field table block verification
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Re-Verify Shared Service/Application
Functionality

This is the last test to confirm the Book Application is functional on

both web servers with the block rules in place.

[ Books Collection X \( [ Books Collection x

< C | ® 1721611011

3 Tier app

Server Chain

o Web01
« App0l
- DBOL

BE] [BE] | BE d\O

DATA

1d| Title Author
|The Martian ||Andy Weir
|The HHGTG|Douglas Adams|

Figure 2.66 3-Tier application web 1 functional verification



[ Books Collection % J/ [} Books Collection x

& C | ® 1721611012 *| O

3 Tier app

Server Chain

- Web02
« App0l
« DBOI

B B AN BT de

DATA

=

d| Title Author
|The Martian |Andy Weir
|The HHGTG|Douglas Adams|

=

Figure 2.67 3-Tier application web 2 functional verification

This completes all of the requirements for micro-segmenting the Book
Application using vRealize Log Insight. vVRealize Log Insight is a great
tool to use for rapid micro-segmentation of a small application. It
provides significant granularity at the cost a highly manual rule
creation process. The next section introduces a different tool that
helps accelerate the process.

CHAPTER 2 - VREALIZE LOG INSIGHT | 67



68



Chapter 3

Application Rule Manager

The Application Rule Manager in VMware NSX leverages real-time
flow information to discover the communication in, out, and between
application workloads, enabling creation of a security model around
the application. ARM can monitor up to 30 VMs in one session with
up to 5 sessions running at a time. ARM can automatically correlate
information that would typically require significant manual effort to
review, greatly reducing time to value. ARM can also show blocked
flows and identify the rules responsible. This chapter will discuss
securing the same Book Application as before, this time utilizing
ARM to accomplish the same result in a much faster manner.
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Flow Direction

Before looking into ARM, it is important to understand the outputs of
interest - specifically around flow direction.

With ARM, a flow between systems is categorized as is IN, OUT, or INTRA.

« IN - This type of flow represents traffic inbound to one of the VMs
being monitored. This typically means the Destination VM.

e OUT - This type of flow represents traffic outbound from one of
the monitored VMs, typically the Source VM.

e INTRA - This flow type represents traffic going between machines
in the monitor session.

With an understanding of each flow definition, rules can be built to
further restrict how two systems communicate.

Define the Application

Similar to the previous exercise, this is a 3-tier application that displays
information from a database on books. It consists of two identical web
servers, either of which can access the database and display information,
providing resiliency to the application. The Book Application still
maintains time sync with the NTP-01a (192.168.0.211) system. The Book
Application is only accessed by one user - the Librarian - at this time.
No other systems are allowed to communicate with the application.

The application consists of the following servers and external
dependencies.

3-Tier Application

Table 3.1 Book application information

System Function System Name IP Address
Web Tier WebO1 1721611011
Web Tier Web02 1721611012
App Tier AppO1 172161201
Database Tier DBO1 172161301




Infrastructure Services

Table 3.2 Infrastructure information

System Function System Name IP Address

NTP NTP-Ola 192168.0.210

Application Access

Table 3.3 Application access information

System Function System Name IP Address

Librarian - 192168.0.99

Understand the requirements

In this example, a customer has begun leveraging VMware NSX for
virtual networking technology. They are creating logical networks for
workload placement. The first workload targeted for migration is the
Book Application. The customer has built out a 3 VXLAN-segment
style topology with separation of the Book Application’s web, app, and
DB tiers. With the new initiative of virtualized networking, they desire
to provide a least privilege security posture for the application. The
customer is not familiar with the communication flows associated with
the application. They are familiar with use of vRealize Log Insight for
micro-segmentation but would prefer to speed up the process. The
customer has also asked to restrict access to the application to one
external user, the Librarian. The Librarian uses 192.168.0.99 to access
the application; this address is not in the data center or secured with
VMware NSX. To create a least privilege security posture, the following
steps are required:

« Allow only 192.168.0.99 inbound to WebO1 and Web02.
¢ Allow WebO01 and Web02 to communication with AppO1.
¢ Allow AppO1to communicate with DBOT.

< Allow all servers to communicate with any external services
necessary to function.

. Block communications between Web01 and Web02.

¢« Block all other communications to any server of the application
unless explicitly defined in the above requirements.
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A simple layout of the current virtualized network topology is
presented in Figure 3.1.

NTP

Web_Tier — 172.16.110.0/24

| VM I
- e
App_Tier — 172.16.120.0/24 f)

Librarian
| VM I

DB_Tier— 172.16.110.0/24

Figure 3.1 Topology logical design

Define the Methodology

With this environment, a combination of infrastructure and network
methodologies can be utilized. The VMware NSX DFW can be used
with either VLAN or VXLAN networks, or a combination of the two.

Refer to Figure 1.4.



When complete, the layout should be similar to Table 3.4.

Table 3.4 NSX DFW rules layout

Name | Source | Destination | Service | Action | Applied To

Infrastructure Services Section

Allow 3T-App to NTP | 3T-App [ NTP [ - [ Alow | 31-App

Book Application Section

Allow Any Into 192168.0.99 | Web_Tier - Allow Web_Tier

3T-App

Web to App Web_Tier App_Tier - Allow Web_Tier
App_Tier

App to DB App_Tier DB_Tier - Allow App_Tier
DB_Tier

Block Book Application Section

Block Any to App Log | Any 3T-App Any Block 3T-App

Block App to Any Log | 3T-App Any Any Block 3T-App

¢ The top section and rule will cover the application’s need to
communication with infrastructure services (i.e., NTP).

¢ The second set of rules enables the Book Application to function.
It leverages the logical network components of VMware NSX,
allowing only the 192.168.0.99 machine to connect to the Book
Application.

¢ The last two rules will block any other communications that are
not defined as essential for the application to run.

These sets of rules should effectively allowlist all traffic required for
the application to function.

Technologies Used

Windows Clients

Table 3.5 Windows client information

System Function System Name IP Address

Management Jumpbox Jumpbox-0Ola 192.168.0.99
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VMware Products

Table 3.6 VMware products information

Product Version IP Address
VMware vSphere ESXi 6.0 Patch 4 Multiple
VMware vCenter Server Appliance 6.0 Update 2a 192.168.011
VMware NSX Manager 6.3.0 192168.0.120

Define Monitor Length

The Book Application still only consists of 4 servers in total. The VMware
NSX Application Rule Manager can monitor a session for up to 7 days.
It can also monitor the application in real time as flows come in and out
of each server. This is the context for monitoring the application in the
ARM section. It also is important to look at communication with external
services. In this case, that service is NTP, with calls made at regular

intervals.

Layout Naming Scheme

Table 3.7 Naming scheme layout

Security Groups | Systems/Logical Components Included Services
SG-3T-ALL Web_Tier, App_Tier, Web_Tier -
SG-3T-ACCESS IP-3T-ACCESS -

SG-3T-WEB Web_Tier SV-3T-HTTP
SG-3T-APP App_Tier SV-3T-APP
SG-3T-DB DB_Tier SV-3T-MYSQL
SG-INFRA-ALL SG-NTP-ALL -
SG-NTP-ALL NTP-Ola SV-NTP

Table 3.7 lists the basic building blocks for known information about the
application. If other types of communication are discovered,
investigate and determine if it is necessary communication for core
application functionality.




Create Monitor Session - Infrastructure Services

The VMware NSX Application Rule Manager monitors the flows passing
in and out of the vNIC of selected VMs. Run the session monitor for as
long as necessary; the monitor can be stopped at any point when
sufficient data has been collected and can run for up to 7 days.

To start the process, set up a session to monitor the entire Book
Application and identify infrastructure-related flows.

Procedure

1.
1.

Log into the vSphere Web Client and select Networking and Security.
Click on Flow Monitoring.

Click on Application Rule Manager.
Click on Start New Session.
Name the Session INFRA MONITOR.

Select the servers that make up the Book Application from the list:
- WebO1

- WebO02

- AppO1l

- DBO1

Start New Session (x)

Select VM, VNICS 10 start monitoring flows

Session Neme: = |INFRA MONITOR |

Select Source:

Object Type: ‘.Vinua\ Machine ‘ v |

(@Fer ) (@Fer )

Avsilabls Objsots Selected Objects
o DBO1 - + [ DBO1

{51 HRHI3-DB-01a + (31 App01
o Web02 + [h Web02

G AD-DNS-01a g  [G1 Web01
L' App0 x @
G HL7-01a
[ PACS-DB-01a

20 items 4 items

Figure 3.2 Infrastructure services create monitor session
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6. Click OK.

This will start the monitoring process and collection of flow data from

the vNICs of the virtual machines selected.

7. Click Stop once the appropriate amount of time has passed.

8. Click Yes to confirm stop.

VMware NSX Application Rule Manager will stop the collection process
and display the flows it observed during the monitor session.

Fiow Monitoring

Dashboard Delalls By Senvice Live Flow _ Configuration | Applcation Rule Manager |

NSX Manager: [ 192.168.0.120 |+ |

o rmmrn ) | 4 | 8 | @ |

Deleto Session Souwes Flous Golecion Gompiet | Analuze

Flow Details:
[ owrions | reve s

£ hctons

Oieton Souen Desinaton Sanien

out 72.46:10.11 192.168.0211 UDP: 123 g
out 1724612041 192.168.0211 D128

N 192.1680.99 1724611011 TeP: 80

out 1721612041 172.16.130.11 TGP 3306

N 172461101 172461201 ToP: 80

out 17246101 172461201 TeP: 80

out 172.46:110412 172461201 ToP: 80

N 192.1680.99 1721611012 TeP: 80

N 172.48.410.12 172464201 TCP: 80

N 1724612041 172461301 TCP: 3306

out 172.46:110412 192.166.0211 b 128

out 172.16.130.11 192,168,021 UDP: 128

N 192.168.0.99 172461301 Top:22

N 192.1680.99 172461201 Top:22 |

16 items

Figure 3.3 Infrastructure services processed monitor session

Analyze Monitored Session - Infrastructure

Services

9. Click on Analyze

NSX Manager: | 192.168.0.120 |+ |

Session: | INFRA MONITOR | ~ | ‘

¢ |

o

Delete Session

Source

Collection Complete | Analyze

Figure 3.4 Infrastructure services analyze monitor session
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This will start the analysis process for VMware NSX Application Rule

Manager. ARM will attempt to match the flow information collected
against VMs and VMware NSX services.

Once the analysis has finished, ARM will have matched any items or
fields it could with vCenter and NSX objects.
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Figure 3.5 Infrastructure services monitor session analysis results
To better identify infrastructure services, sort the information by
Destination and focus on the destination of NTP-Ola. To remove
uninteresting flows, highlight them and select Hide Records.
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Figure 3.6 Infrastructure services monitor session clean up
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Once cleaned up, the remaining data pertains only to the 4 servers and

the flows talking to the NTP-Ola server.

Flow Monitoring

Dashboard Deails By Service Live Flow  Configuration | Appllcation Rule Manager |

NSXManager. (1821660120 | - )

Sesson: (INFRANONTOR |7 [+ J[ s | @ |
Duca Sesson = Hom  Aavesconies
Flow Detals:
[ Viewrtows | Frsuat s
{Gphotions (Processeaview [~ | « [F
Oreton == T oranain o
our & App0t B NTPO1a 2 Senices.
out & DBO1 & NTP-01a 2 Senvices.
out G Web01 & NTP-01a 2 Senvices.
outT & Web02 & NTP-01a 2 Services

Figure 3.7 Infrastructure services monitor session clean up results

Document Rules for DFW - Infrastructure

Services

Infrastructure Access Communications:

Table 3.8 Infrastructure NSX DFW rule documentation

Name Source Destination Service Action | Applied To
App Access Infra | SG-3T-ALL | SG-INFRA- SV-NTP- Allow SG-3T-ALL
NTP ALL

NSX Groupings:

Table 3.9 Infrastructure services NSX security group

Security Group

SG-Contains

SG-Inclusion Criteria

SG-INFRA-NTP

NTP-Ola

Static




Create Security Groups - Infrastructure
Services

In the monitor session for the infrastructure services, all 4 of the Book
Application servers talk to NTP. Build a Security Group to put these
systems into a group to align with existing infrastructure constructs.

Procedure

1. Click on one of the flows identified, and move to the ( C“s) iconin
the Source field.

2. Select Create Security Group and Replace.
3. Type the name SG-3T-ALL and click Next.
4. Click Next.

5. Change the Object Type to Logical Switch and select:

& Add Security Group 13
+ 1 Name and description Select objects to include
Select abjects that should aways be included i this group, regardiess of whether they meet the membership criteria.
+ 2 Define dynamic membership
P 3 Select objects to include -
Object Type: [ Logical Switch [-]
+ 4 Select objects to exclude B — ) N
Filter Filter -
+ 5 Ready to complete L — lafer )
Ausisbls Objscts Selected Objects
v T App_Tier iy Web_Tier
‘i DB Tier 3 App_Ter
% LS_DMZ254_SITE1 + T DB_Tier
% LS_INFRASS_SITE1
%y LS_PRODTO_SITE
5 LS_PROD20_SITE B
‘i LS_TRANSIT100_SITE1 @
v T Web_Tier
8items 3 items
Back Next Finish Cancel

Figure 3.8 Book application all security group

6. Click Finish.

This will functionally add all servers with vNICs attached to those
logical switches - in this case WebO01, Web02, AppO1, and DBO1.
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7. Click on the ( C?) icon again and select Replace with Membership.
8. Select the SG-3T-ALL Security Group and click OK.

9. Highlight the rest of the rules for the other 3 servers and right-click
and select Hide Records.

This produces a Security Group with all the Book Application servers in
it, meeting the requirement to build the infrastructure rule.

Next create a Security Group for the NTP-Ola server.

10. Click on the flow, and move to the ( CT) icon in the Destination field.
1. Select Create Security Group and Replace.

12. Type the name SG-INFRA-NTP and click Next.

13. Click Next.

14. Change Object Type to Virtual Machine and add NTP-0O1a.

£ Add Security Group »
« 1 Name and deseription Select objects to include
Select objects that should aways be included in this group, regardiess of whether they meet the membership criteria.
+ 2 Define dynamic membership
v ——
Object Type: | Virtual Machine [-]
v 4 Select objects to exclude B — ) )
P (@ Fitter (i Fitter -
Avallabie Objects Selected Objects
v @ NTPO ] w @ NTP-D1a
& EMR-DB-0Ta
G PACS-WEB-O1a
5 CWs-01a
G EMR-DMZ-WEB-02a
& DBo1 S
§ HRHIS-DB-01a @
G Web02
5 AD-DNS-D1a
G App0i
G Webo1
& HL7-01a
G PACS-DB-01a M
20 items 1items
Back Next | [ Finisn Cancel

Figure 3.9 Infrastructure services create NSX security group



15. Click Finish.

Flow Monitoring

Dashboard _Detalls By Service Live Flow _ Configuration | Application Rule Manager |

NSX Manager: (192.168.0.120 |~

s e ) | 4 || ® [ @ |

Delets Session sowres Flows Analysis Complete

Flow Detals:

[ iew Fiows | Frvai ios

By hctions Processed View [+ | -« [E
Drecton Souen 1.4 Dastoston i
our £ SGAT-ALL £ SGINFRANTP 2Senvices.

Figure 3.10 Infrastructure services NSX security group verification

Create Services - Infrastructure Services

To complete the infrastructure services section and write the NSX DFW
rule, resolve the service for NTP.

Procedure
1. Click on the flow, and move to the (?C’:ﬁ) icon in the Service field.
2. Select Resolve Services.

3. Select the NTP service from the list and click OK.

This will replace the unresolved services with the NTP service.

Flow Monitoring

Dashboara _Detais by Servics Live Tlow__ Configuration | Appllcation Rule Manager |

NSX Manager: [ 192.166.0.120 =

soon o) | 4 |12 ][ @ |

Dolate Sesion Soure Flove Analyeis Complata

Flow Detalls:

[ iew Fiows | Firwal res

B Actions (Processedview [+ =« &
Dircton Source Destiation Servics 1.
out £ SGIT-ALL 9 SC-INFRANTP. 7 NTR

Figure 3.11 Infrastructure services resolve NTP service
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Create DFW Rules - Infrastructure Services

Once all flow constructs are resolved, creation can begin on the NSX
Distributed Firewall rule. Pay attention to the Direction column, as it
will indicate in which direction to build the rule.

Procedure

1.

2.

Notice the Direction is OUT.

Click on the flow and right-click and select Create Firewall Rule.
Type in a Name of Allow App to Infra.

Remove the vNICs from the Applied To field.

Click on Select next to the Applied To field.

Change the Object Type to Security Group and filter on 3T.
Add the SG-3T-ALL Security Group and click OK.

Change the Direction to Out and click OK.

New Firewall Rule

Name Allow App to Infra

Source 9 SG-3T-ALL
Select

Destination EC:} SG-INFRA-NTP

Select

Service [JJNTP
Select

Applied To L?SG»ST—ALL
Select

Action (o) Allow () Block () Reject

Direction [ out ‘ |

[ OK H Cancel

Figure 3.12 Infrastructure services create new firewall rule



Publish DFW Rules - Infrastructure Services

Procedure

1. Click on the Firewall rules tab.

Flow Monitoring

asboard_ Detals By Sence LveFlow _ Confuratn [ Applicaion R Hanagr |

NSX Manager: (192.168.0.120 |~

son o) | ¢ [ B | @ ]
Flows Analysis Complete

Delete Session Source

Flow Detals:

View Flows | Firewall rules

@ Last update operation succeeded 5/22/17, 9:22:59 PM CDT

s/ x [, Publish

Name Souree Desinaton Senics Aopiad To Aston

Allow App o Infra. [ £SGATALL [OSGINFRANTP | |NTP [ £SGATALL Allow: Do notlog

Figure 3.13 vRealize Log Insight NSX-vSphere overview

2. Verify that the rule looks accurate.

3. Click on Publish.

4. Type in Section name of Infrastructure Services and click OK.

Firewall Publish

Section name:  |Infrastructure Sewices|

Insertabove: | Default Section La... | v |
oK | [ cancel

Figure 3.14 Infrastructure services create new NSX DFW section

A verification of the publish operation will show as succeeded.
5. Click on Firewall.

6. Expand the Infrastructure Services section and verify rule is in

place correctly.
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Firewall

Gonfiguraion | Saved Confuraions_Setigs
NSXMarages: (1921680120 |~
@ Last publish operation succeeded 6/12/17, 4:16:52 PM COT @\

Cenera | Everme | Paersosury seies |

[®G %
- Ve | men ) Ousiraion oo e ot Drestin
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©5  AbwhAppiolniia 175 £ SeITAL @ SGINFR NP Alow @ SCITAL
» R Default Section Layers (Rule 6 -8) He#+ B/ x==t

Figure 3.15 Infrastructure services NSX DFW verification

With the Direction column displayed, it is clear that the rule is applied
to traffic coming out of the Book Application servers.

Create Monitor Session - Application

Next, write the rules for the Book Application as was done for the
infrastructure services.

Procedure

1.  Log into the vSphere Web Client and select Networking and Security.
2. Click on Flow Monitoring.

3. Click on Application Rule Manager.

4. Click on Start New Session.

5. Name the Session APP MONITOR.

6. Select the servers that make up the Book Application from the list:
- WebO1
- WebO02
- AppOl
- DBOI1



Start New Session ()
Select VM, vNICs 10 start monitering flows
Session Name: = [APP MONITOR
Select Source:
Object Type: | Virtual Machine \ - J
(@ Firter )l ( Filter ~)
Available Objeets Selected Objects.
5 Dw-DBGl2 [ o G Web01
@ HRHISWEB-01a w 5 Web02
& NTP-01a ‘" w & App0t
& EMR-DB-012 ® & DBO1
[ PACSWEB-O1a @
& CwWsOta
B EMR-DMZWEB-02a
+ & DBO1
— P {d
20 items 4ltems
il

Figure 3.16 Book application create monitor session

7. Click OK.

This will start the monitoring process and collection of flow data from
the vNICs of the selected VMs.

8. Click Stop once the appropriate amount of time has passed.

9. Click Yes to confirm stop.

VMware NSX Application Rule Manager will stop the collection process
and display the flows it observed during the monitor session.

Flow Monitoring
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N 192,168,099 724611042 TeP: 80
N 1724641012 724612011 TeP 80
out 1724641011 724632011 TeP 80
out 1724642011 1724613011 TP : 3306
IN 172.16.110.11 172.16.120.11 TGP: 80
N 192,168,099 72461011 TeP 80
N 172464201 724613011 TCP 3306
N 192,168,099 1724613011 Tep:22
N 192,168,099 724612011 Tep:22
N 192,168,099 724611042 Tep:22
N 192,168,099 72461011 Tep:22

13 ftoms

Figure 3.17 Book application processed monitor session

CHAPTER 3 - APPLICATION RULE MANAGER |

85



86

Analyze Monitored Session - Application

10. Click on Analyze.

NSX Manager. [ 192.168.0.120 |~ |

Session: [ APPMONITOR |~ | ‘ . ‘ ‘ e ‘ ‘ @ ‘

Delete Session Source Flows Collection Complete | Analyze

Figure 3.18 Book application analyze monitor session

This will start the analysis process for VMware NSX Application Rule
Manager. ARM will attempt to match the flow information collected
against virtual machines and VMware NSX services.

When the analysis has finished, ARM will have matched whatever
possible with vCenter and NSX objects.

Flow Monitoring

Destboard  Deals By Sovcs Lia Flow _ Confaton | Applicaton R Hanagor |

NSX Manager: (192.168.0.120 |~

s oo 1 | ¢ | [0 ][ @ |

Delete Session Source Flows Analysis Complete

Flow Detals:

J View Flows | Firewall rues

Gyhcions (Prosemsevien [ <) & [
Diecton Souee Destoaon Seics
out G App01 G NTP-01a 2 Senvices
N 192.168.0.99 5 Web02 4 Senvices.
INTRA & Web02 & App01 4 Services
N 192.168.0.99 G Web01 4 Senvices.
INTRA & Web01 & App01 4 Services
INTRA & Appo1 5 DBO1 4 Senvices.
N 192.168.0.99 & DBO1 2Senvices.
N 192.168.0.99 & Appo1 2 Senvices.
N 192.168.0.99 5 Web02 2 Senvices
N 192.168.0.99 G Web01 2 Senvices.

10 tems

Figure 3.19 Book application monitor session analysis results

To identify the Book Application services, sort the information by
Destination. Remove uninteresting flows such as the Destination of
NTP-0Ola; they are already covered with a prior rule. As before,
highlight these flows select Hide Records.



Flow Monitoring

Oasboard_ Detal By Senee Lo Fow _ Confuraton | Appicaon Rule Managor |

NSX Manager: [ 162.168.0.120 |~ )

s e ) | ¢ [ | [ @ |

Delete Session Source

Start New Session

E

Analysis Complete

Flow Detalls:

J View Flows | Firewall rules

@yActions Processed View |+ | & [

Oreston Sowes Dastnatan 1a Seica

INTRA & Web01 & Appot 4 Services.
N 92.168.099 & Appot 2Senvices,
INTRA & Webo2 & Appot 4 Services.
N 192,168,099 & DBo1 2Services,
INTRA & Appot & Dot 4 Services.
out & Appot & NTPOta 2Services.

| Create Frewall Rue |

N 192,168,099 =T & Web01 4 Services.
N 192,168,099 & Web01 2Services,
N 92,168,099 & Web02 4Seniices
N 192,168,099 & Webo2 2Services,

10 ftoms

Figure 3.20 Book application monitor session clean up

Once cleaned up, several IN and INTRA flows are visible for the Book
Application.

Flow Monitoring

Dashboard  Detalls By Service Live Flow _ Confguration | Application Rule Manager |

NSX Manager: (192.168.0.120 |~

soson G 0 | 4 ][0 | [ @ |

Delete Session Sowrce Flows Analysis Complete

‘Start New Session

Flow Detalls:

J View Flows | Firewall rules

ByActions ProcessedView |+ ] 1« (&
Drecton ouen Dastraton aonin

IN 192.168.0.99 G Web02 4 Services
INTRA (& Web02 & App01 4 Services.
INTRA & Webo1 G App0t 4 Services.
N 192.168.0.99 G Web01 4 Services.
INTRA & App01 G DBO1 4 Services.
N 192.168.0.99 G DBO1 2 Services.
N 192.168.0.99 & App01 2 Services.
IN 192.168.0.99 G Web02 2 Services.
N 192.168.0.99 G Webo1 2 Services.

Figure 3.21 Book application monitor session clean up results
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Document Rules for DFW - Application

Put the information collected from the APP MONITOR session into the
table to document the necessary rules.

Table 3.10 Book application NSX DFW documentation

Book Application Acess Communications:

Name Source Destination | Service | Action | Applied To
Allow Librarian | IP-3T- SG-3T-WEB SV-3T- Allow SG-3T-WEB
to Web ACCESS HTTP

Intra-Book Application Communications:

Name Source Destination | Service Action | Applied To
Allow Web SG-3T-WEB | SG-3T-APP SV-3T-HTTP Allow SG-3T-WEB
to App SG-3T-APP
Allow App SG-3T-APP SG-3T-DB SV-3T-MYSQL | Allow SG-3T-APP
to DB SG-3T-DB

NSX Groupings:

Security Group SG-Contains SG-Inclusion Criteria
SG-3T-ALL SG-3T-WEB Static
SG-3T-APP
SG-3T-DB
IPSet IP Address
IP-3T-ACESS 192168.0.99
Service Port
SV-INFRA-NTP UDP 123
SV-3T-HTTP TCP 80
SV-3T-MYSQL TCP 3306

Create Security Groups - Application

Start by building the rule for access to the Book Application. Per
the requirements, restrict access to the Book Application to only the
Librarian’s machine - IP address 192.168.0.99. There are connections
from 192.168.0.99 to both WebO1 and Web02. Since the 192.168.0.99
system falls outside of the VMware NSX environment, ARM was not



able to resolve the IP address to a vCenter VM; therefore, creation of
an IP Set is necessary to accommodate this system. ARM will allow
use of just the IP address, but use of an IP Set is recommended from

a scaling perspective. Creation of an IP Set that is specifically built to
facilitate access to the application allows rapid scaling by adding an IP
address or CIDR block directly into the IP Set.

Procedure

1. Click on one of the flows identified for 192.168.0.99, and move to
the ( Ljfi) icon in the Source field.

2. Select Create IPSet and Replace.

3. Type the name IP-3T-ACCESS and Click OK.

& New IP Set (?)
Scope: Global
Name: ,e;IIP-ST»ACCESS |

Description: ‘ ‘

IP Addresses: =

192.168.0.99 ‘
€0:192.168.200.1,192.168.200.1/24,
192.168.200.1-192.168.200.24

[[] Enable inheritance to allow visibility at underlying scopes

OK || cancel |

Figure 3.22 Book application create access IP set

Application Rule Manager will prompt the user if it detects multiple
instances of the same IP address in the flow details. It will ask to confirm
replacement all of the IP addresses with the newly created IP Set.

4. Click Yes to replace all.

The next step involves replacing Source and Destination VMs with
Security Groups.
Procedure

1.  Click on one of the flows identified for WebO1 or Web02, and move
to the (121) icon in the Source field.

2. Select Create Security Group and Replace.
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3. Type the name SG-3T-WEB and click Next.
4. Click Next.

5. Change the Object Type to Logical Switch and select:
- Web_Tier

2 Add Security Group (13

+ 1 Name and description Select objects to include
Select objects that should aways be included in this group, regardiess of whether they meet the membership criteria
2 Define dynamic membership

M5 5o s o e ] e
Object Type: [ Logical Switch [-]
V4 Select objects to exclude S —— B .
Filter Filter -
+ 5 Ready to complete (Qrite ) lafie -
Availabie Otjects Selectat Objocts
s ApD_Tier o T Web_Tier
:ig DB_Tier

i LS_DMZ254 SITE1
i LS _INFRASY_SITET
i LS_PROD10_SITEY

%y LS_PROD20_SITEY B
:@}, LS_TRANSIT100_SITE1 CJ
+ ‘i Web_Ter

Bitems 1items

Back Next | [ Finisn cancel

Figure 3.23 Book application create web NSX security group

6. Click Finish.

This will functionally add all servers with vNICs attached to that logical
switch. In this case, WebO1 and WebO02.

7. Click on the ( C?) icon again and select Replace with Membership
for any WebO1 or Web02 entries.

8. Select the SG-3T-WEB Security Group and Click OK.

9. Change the rest of the WebO1 and Web02 Source and Destination
VMs to the SG-3T-WEB.

As the SG-3T-WEB Security Group contains both WebO1 and Web02,
duplicate flows can be removed with the Hide Records option. This
cleans up flows and reduces the number of rules required.

This leads to creation of Security Groups for AppO1 and DBO1, which
are then used to replace the VMs.

Procedure

1. Click on the flow identified for AppO1, and move to the ( C?) icon
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in the Source field.
2. Select Create Security Group and Replace.
3. Type the name SG-3T-APP and click Next.
4. Click Next.

5. Change the Object Type to Logical Switch and select:

& Add Security Group 13
+ 1 Name and description Select objects to include
Select objects that shoLld always be included in this group, regardless of whether they mest the membership criteria.
2 Define dynamic membership
B 3 Solect objects to include .
Object Type: [ Logical Switeh [-]
« 4 Select objects to exclude e — . B .
Filter Filter -
+ 5 Ready to complete L — lafer )
Avei Selected Objacis
v v iy App_Tier
% LS_DMZ254_SITE1
% LS_INFRASS_SITE1
‘i LS_PRODT0_SITE
LS_PROD20_SITE1 2
T LS_TRANSIT100_SITE1 @
Ty Web_Tier
8items 1 items
Back Next Finish Cancel

Figure 3.24 Book application create app NSX security group

6. Click Finish.

This will functionally add all servers with vNICs attached to that logical
switch. In this case, AppOl.

7. Click on the ( C“&) icon again and select Replace with Membership
for any AppOT1 entries.

8. Select the SG-3T-APP Security Group and Click OK.

Finish up by exchanging the DBO1 entry with its Security Group.
Procedure

1. Click on the flow identified for DBO1, and move to the ( Ci) icon in
the Destination field.

2. Select Create Security Group and Replace.
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3. Type the name SG-3T-ALL and click Next.
4. Click Next.

5. Change the Object Type to Logical Switch and select:
- DB_Tier

2 Add Security Group (13
+ 1 Name and description Select objects to include
Select objects that should ahways be included in this group, regardless of whether they meet the membership criteria.
v 2 Define dynamic membership
¥ 3 Solect objects o Include
Object Type: [ Logical Switch [-]
V4 Select objects to exclude . ) .
(L Filt (& Fili -~
« 5 Ready to complete @fiter ) Qfier -
Avallabie Objects Selected Objects
T App_Tier w T Web_Tier
v T DB_Tier w T App_Tier
iy LS DMZ254_SITE1 v iy DB_Tier
Ty LS_INFRASY_SITET
By LS_PROD10_SITEY
%y LS_PROD20_SITEY »
:@], LS_TRANSIT100_SITE1 CJ
« i Web_Ter
Bltems 3items
Back Next || Finsh || Cancel |

Figure 3.25 Book application create DB NSX security group

6. Click Finish.

This will functionally add all servers with vNICs attached to that logical
switch. In this case, DBO1.

7. Click on the ( Gﬁ) icon again and select Replace with Membership.

8. Select the SG-3T-DB Security Group and Click OK.

This completes the changes and swaps for Security Groups for the new
rulesets for the Book Application.

92 |

T
Dastioard_ Detals By Sers L Fow _Confguraton | Application e Managor |
NSX Manager: (192.168.0.120 |~
_— R A -
Dete Session S Hom  Avaes Comies
Flow Detalls:
J View Flows | Firewall rules
3 Actions Processed View [+ ] 1« (&
INTRA & SG-aT-WEB 0 SG3T-APP 4 Senvices.
IN [2] IP-3T-ACCESS L‘0 'SG-3T-WEB 4 Services.
INTRA 9 SG-IT-APP 0 SG3T-DB 4 Senvices.
Figure 3.26 Book application security group verification



Create Services - Application

To complete the Book Application section and write the NSX DFW
rules, resolve the services for each server of the Book Application.
Click on the Services link in each flow to see the port and protocol of
the communication flow. In this case:

Web Servers are communicating with the App Server on TCP 80

{53 Actions Processed View | - |« I
INTRA & SG-3TWEB (9 SG3T-APP 4 Services
T Tema
o s parscoss o soorves —
INTRA & SG-3T-APP & SG-3T-DB Protocal: TGP
ot g0
Services: [T Horizon 6 Connection Server to View Co... |*
[ Horizon 6 Default HTTPS Client to Conn...
[ZHorizon 6 Connection Server to vCenter... |,
Figure 3.27 Book application resolve Web to App service
Access to the Web Servers is communicating on TCP 80
{ypActions ProcessedView |~ | =
INTRA & SG-3T-WEB 9 SG-3T-APP 4 Senvices
IN (7] IP-3T-ACCESS L‘@ 'SG-3T-WEB 4 Senvicas
¢ searare ¢ scTo8
INTRA & Cl Services Detalls ©)
Protocol:  TCP
Por 80
Senices: (7] Horizon 6 Connection Server (o View Co... |+

] Horizon 6 Default HTTPS Client to Conn...
[T Horizon 6 Connection Server to vCenter... |,

Figure 3.28 Book application resolve access to web service

The App Server is communicating with the DB Server on TCP 3306

{53 Aciions

Orction Saurcn

INTRA @ SCITWEB
N ] IP-3T-ACCESS
INTRA (& SCITAPP

Destnstion
(& SG-aT-APP
@ SC-3TWEB
(& sG-3T-DB

Processed View
Sorvion

4 Senvces

4 Senvces

4 Senvices

Services Detalls &

Protocol: TGP
Port: 3%6

Services:  (7]Win 2003 - RFC, DCOM, EPM, DRSUA... [
[ZJWin - RPC, DCOM, EPM, DRSUAP, Ne.

[IMysaL -

%o

Figure 3.29 Book application resolve App to DB service
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Procedure
1.  Click on the first flow, and move to the ( Cﬁ) icon in the Service field.
2. Select Resolve Services.

3. Select the HTTP service from the list and Click OK.
This will replace the unresolved services with the HTTP service.

4. Click on the second flow, and move to the ( C‘i) icon in the
Service field.

5. Select Resolve Services.

6. Select the HTTP service from the list and Click OK.
This will replace the unresolved services with the HTTP service.

7. Click on the last flow, and move to the (TC‘:E) icon in the Service field.
8. Select Resolve Services.

9. Select the MySQL service from the list and Click OK.

This will replace the unresolved services with the MySQL service.

Flow Monitoring
Dastoars_Dalsy Soioa L i ontgraion [ Aloton R tamager |
NSX Manager: (1621660120 [~
(o ) | ¢ | *® ][ @ | R
Dol Session Souree Fous Anlysi Compete
Flow Detalls:
J View Flows | Firewall rues
ot (Prosesseaview |~ « [
Oirestion Souen Desinatin Senicn
INTRA @ Sc-3TwEB (@ SCITAPP 2 WP
N (2] IP-3T-ACCESS @ SCaTWEB @ WP
INTRA @ seaTAPP @ SG3T-08 (21 MysaL

Figure 3.30 Book application services verification



Create DFW Rules - Book Application

Once all of the flow constructs are resolved, create the NSX DFW rules.
Pay attention to the Direction column - it will indicate in which
direction to build the rules.

Procedure

1.

2.

9.

Notice the Direction for the first flow is INTRA.

Click on the flow and right-click and select Create Firewall Rule.
Type in a Name of Allow Web to App.

Remove the vNICs from the Applied To field.

Click on Select next to the Applied To field.

Change the Object Type to Security Group and filter on 3T.

Add the SG-3T-WEB and SG-3T-APP Security Groups and Click OK.

Click OK.

New Firewall Rule

Name \Allow Web to App

Source 9 SG-3T-WEB
Select

Destination &' SG-3T-APP

Select

Service [JHTTP
Select

AppliedTo  -@ SG-3T-WEB

£ SG-3T-APP Select
Action (o) Allow () Block () Reject
Direction [ In/Out [~]
| OK | [ Cancel |

Figure 3.31 Book application create Web to App NSX DFW rule

Notice the Direction for the second flow is IN.

10. Click on the flow and right-click and select Create Firewall Rule.
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1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Type in a Name of Allow Librarian to App.

Remove the vNICs from the Applied To field.

Click on Select next to the Applied To field.

Change the Object Type to Security Group and filter on 3T.
Add the SG-3T-WEB Security Group and Click OK.
Change Direction to IN.

Click OK.

New Firewall Rule

Name Allow Librarian to App

Source |£]IP-3T-ACCESS
Select

Destination EC:} SG-3T-WEB

Select

Senvice [HTTP
Select

Applied To \leG»ST-WEB

Select

Action (+) Allow () Block () Reject

Direction | In [+

[ OK H Cancel ]

Figure 3.32 Book application create access to web NSX DFW rule

Notice the Direction for the third flow is INTRA.

Click on the flow and right-click and select Create Firewall Rule.
Type in a Name of Allow App to DB.

Remove the vNICs from the Applied To field.

Click on Select next to the Applied To field.

Change the Object Type to Security Group and filter on 3T.

Add the SG-3T-APP and SG-3T-DB Security Groups and Click OK.

Click OK.



New Firewall Rule

Name Allow App to DB
Source l1'1> SG-3T-APP

Select
Destination ¢4 5G-3T-DB

Select
Service [C1MysaQL

Select
Applied To i_r.]> SG-3T-APP

9 5G-3T-DB Select

Action (=) Allow () Block () Reject

Direction | In/Out [~]

Figure 3.33 Book application create App to DB NSX DFW rule

Publish DFW Rules - Book Application

Procedure

7.  Click on the Firewall rules tab.

e
estbors_ Dol ySeni i Fon_ Contaraton | Apptcton e Wanage |
NSX Manager: (192.168.0.120 |~ |
sosn G ) | 4 [ 10 |[ @ |
e
View Fious | Firewallrules |
| @ Lastupdate operation succeeded 5/28/17, 9:50:57 AM CDT
# % =t = [, Pubish
AlowWeb to App @ S0aTWEB (@ 56aTAPP ke @ SC3TED Alow Donotiog
sGaTARR
Allow Librarian to App ¢ |IP-3T-ACCESS. E‘DM\YBT'WEB ﬂ HTTP E?S(}QT’WEB Allow Do not log
Alow App 0 DB @ seaTARPP 9569708 FamysaL @ ScaTAPP Alow Donotiog
@sGaT08

Figure 3.34 Book application publish new NSX DFW rules

8. Verify that the rule looks accurate.

9. Click on the Move Rule Up (Zf) icon, and move up the Allow
Librarian to App rule to the top.

10. Click on Publish.
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1. Type in Section name of Book Application and Click OK.

A verification of the publish operation will show as succeeded.

12. Click on Firewall.

13. Expand the Book Application section and verify the rules are in
place correctly and showing the correct Direction.

Firowall

Configuration | Saved Corfigurations  Settngs.

NSX Manager: (192.166.0.120 |~

enx==[80 (%Y

Yo, Name

» DB Ping Servers (Rule1-2)

» EB Infrastucturs Services (Rule 5)

v [B BookApplcation (Rule 6-8)

» R Default Section Layer (Rule 9 - 11)

@ Last pudlish operation succeeded 6/12/17, 4:32:32 PM CDT

@6 AlowLbrarianto App 078 i} P-3T-ACCE.

©7  AowwebioAm o7 if soaTIWED

©8  AbwAppioDB P @ SG3TAPP

@ sGaTnEB Qe

@ sGaTAPP e

563708 amsa

Alow

Alow

AopisaTo

I¢e @/ x==t

e/ xntb
Hes@/xz=tb

@ SGITWEB
@ soaTwER
af SeaTAPP

o0 SeaTAPP
£ 563708

dce g/ x -

in

Inout

Inout

Figure 3.35 Book application NSX DFW rules verification

Build DFW Rules for Block

Add the block rules below the new rules to ensure unnecessary flows

are removed per requirement.

Block All Book Application Communications:

Table 3.11 Book application block rules layout
Name Source Destination | Service | Action | Applied To
Block Inbound Infra | SG-3T-ALL | Any Any Block SG-3T-ALL
Block Outbound Any SG-3T-ALL Any Block SG-3T-ALL
Infra

First Block Rule Configuration

1. Click on the Add rule () icon on the Book Application Section

two times to add the necessary rule instances.

2. Click on the Edit (f) icon for the first rule Name.

3. Add name Block Any to App Log and click Save.




4. Click on the Edit (f) icon for the first rule Destination.

5. Change the Object Type to Security Group and filter on 3T.
6. Addthe SG-3T-ALL Security Group and Click OK.

7. Click on the Edit (f) icon for the first rule Action.

8. Change the Action to Block.

9. Change the Direction to IN.

10. Click on the Log radio button and click Save.

Block Any to App Log - Edit Action ©
Action: [ Block [+]
Direction: [0y [+]
Packet Type: [ Any [~]
Log: @® Log (O Donot log
Comments:
[ sae || cancel

Figure 3.36 Book application block inbound rule

1. Click on the Edit (f) icon for the first rule Applied To.
12. Uncheck the first check box.
13. Change the Object Type to Security Group and filter on 3T.

14. Select the SG-3T-ALL and Click OK.
Second Block Rule Configuration

15. Click on the Edit (éy) icon for the second rule Name.

16. Add name Block App to Any Log and click Save.

17. Click on the Edit (f) icon for the second rule Source.

18. Change the Object Type to Security Group and filter on 3T.
19. Add the SG-3T-ALL Security Group and Click OK.

20. Click on the Edit (f) icon for the second rule Action.
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21.

Change the Action to Block.

22. Click on the Log radio button and click Save.

23.

24.

25.

26.

27.

Block App to Any Log - Edit Action

®)

Action: | Block
Direction:
Packet Type: | Any

Log: ®Log

| Inout

() Do not log

Comments:

[sowe [ cmon |

Figure 3.37 Book application block outbound rule

Click on the Edit (f) icon for the fourth rule Applied To.

Uncheck the first check box.

Change the Object Type to Security Group and filter on 3T.

Select the SG-3T-ALL and Click OK.

Click on the Move Rule Down ( gp icon, and move down the

Block rules to the bottom.

Once the block configurations are completed, Publish the rules down
to the virtual machines.

Once completed, the NSX Manager will assign a RulelD for each new
rule created.

100 |

@ Last publish operation succeeded 5/28/17, 10:22:32 AM CDT

((ceneral | Ethernet [ Partner security services |
e nx==B0 | %Y
o Nare s Soure Dasinaion

» [B PingServers (Rule 1-2)
v [E Infrastructure Services (Rule 3)
©3  AlowAppioifia 1088

(@ SGITALL (& SCINFRANTP

v [@ BookApplication (Rule 4-8)

@4 Allow Librarian to App 1061 {iB}IP-3T-ACCESS. & SG-3T-WEB
©5  AlowWebioApp 1060 (f SG3TWEB (& SG3TAPP
©6  AlowApptoDB 2 am (f SeaTAPP (4 se-3TDB
@7 Block Anyto App 1063 ~any & SC3T-ALL
@8 Block App to Any. 1062 9 SGIT-ALL cay

[TNTP.

@R

(mHTTR

(3 MysaL

«any

»any

o

eton rortasTo
He+ @/ x=ntk
Hee @/ x=t= bk

Alow @ SGATALL

Hee @/ x=t= b

Alow £ SG-3T-WEB
Alow £ SG-3T-WEB
£ SGITARP
Alow £ SG-IT-APP
(£ SG-3T 0B
Block 9 SGIT-ALL
Block £ SGIT-ALL

Figure 3.38 Book application block rules verification



Create Monitor Session - Infrastructure

Services/Application
Once all of the NSX DFW rules are in place for the Book Application
and its associated infrastructure services, create another monitoring

session for all of the VMs involved. Follow that by verifying the rules
are matching flows to and from the Book Application.

Procedure

1. Loginto the vSphere Web Client and select Networking and Security.

2. Click on Flow Monitoring.
3. Click on Application Rule Manager.
4. Click on Start New Session.

5. Name the Session VERIFY MONITOR.

6. Select the servers that make up the Book Application from the list:

- WebO1
- WebO02
- AppO1

- DBOI1

-  NTP-Ola

7. Click OK.

This will start the monitoring process and collection of flow data from

the vNICs of the selected VMs.

8. Click Stop once the appropriate amount of time has passed.

9. Click Yes to confirm stop.

VMware NSX Application Rule Manager will stop the collection process

and display the flows it observed during the monitor session.
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FowwonTerg
Dashboard Delalls By Service  Live Flow _ Configuration | Application Rule Manager |
NSX Manager: [ 192.168.0.120 |~
soson (o) | 5 [ 8 [ @ |
Delete Session Source. Flows Collection Complete | Analyze
Fiow Daa:
[wowrians | v s
Gphctons
w 2182011 res0211 uoe 1128 E
our T2ss 2011 tes021t uoe 128
w s o 680211 uoe 128 \
out 172.16.110.11 192.168.0.211 UDP : 123
w s 012 680211 uoe 128
out 172.16.110.12 192.168.0.211 UDP : 123
w T2i8011 680211 uoe 128 L
ouT 172.16.130.11 192.168.0.211 UDP : 123
w 1a8088 s 012 o0 \
w 168058 Tss o o0
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1 tems

Figure 3.39 All applications monitor session verification

Analyze Monitored Session - Infrastructure
Services

10. Click on Analyze.

NSX Manager: [ 192.168.0.120 |~ |

Session: | VERIFY MONITOR | | ‘ 5 ‘ ‘ 18 ’ ’ V] ‘

Delete Session Source Flows Collection Complete | Analyze

Figure 3.40 All applications analyze monitor session verification

This will start the analysis process for VMware NSX Application Rule
Manager. VMware NSX Application Rule Manager will attempt to match
the flow information collected against virtual machines and VMware
NSX Services.

Once the analysis has finished, ARM will have matched whatever
possible with vCenter and NSX objects.




Flow Detals:
[ View Fiows | Firewaiuies

ByActions [Processeaview [+ ]« (&

Drecton S Dastnaton Sonicn

INTRA 5 App01 G NTP-01a 2 Senvices.

INTRA G Webo1 & NTP-01a 2 Senvices.

INTRA G Webo2 F NTP-0ta 2Senvices.

INTRA 5 DBO1 & NTP-01a 2 Senvices.

IN 192.168.0.58 Gh Web02 4 Services

N 192.168.0.58 G Web01 4 Senvices.

IN 192.168.0.99 &h Web02 4 Services

INTRA 5 Web02 G Appo1 4 Senvices.

INTRA G App01 & DBO1 4 Services.

INTRA 5 Webo1 G Appo1 4 Senvices.

N 192.168.0.99 G Web01 4 Senvices

titems

Figure 3.41 3-Tier application app destination - Web to App rule

Application Rule Manager offers a way to check which rules are being
matched via a hidden column. This can be exposed through the
following steps:

Procedure
1. Right-click on the title bar and select Show/Hide Columns...

2. Check the RulelD column.

This will show the RulelD number from the NSX DFW that matches
each flow.

{8 Actions [Processedview [~ [&
Drectin Souren Dastraton Sonicn e
INTRA G App01 (& NTP-01a 2 Services. 1058
INTRA G Web01 & NTP-01a 2 Services. 1058
INTRA G Web02 G NTP-01a 2 Senvices 1058
INTRA & DBO1 & NTP-01a 2 Senvices 1058
N 192.168.0.58 G Web02 4 Senvices 1083
IN 192.168.0.58 G Web01 4 Services. 1083
IN 192.168.0.99 & Webo2 4 Services. 1061
INTRA G Web02 & App01 4 Senvices 1060
INTRA & Appot G DBO1 4 Senvices 1059
INTRA 5 Web01 & Appo1 4 Senvices 1060
N 192.168.099 & web0t 4Senices 1061

Figure 3.42 All applications monitor session RulelD verification
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Verify Infrastructure Services/Application
Functionality

Exposing the RulelD simplifies confirmation that rules are working. If
any flows continue to reach the default 1001 rule, this indicates further
work is required. Click on any RulelD link to show the associated rule
from the NSX DFW.

Before starting the verification and functionality process, revisit the
requirements for the application.

* Allow only 192.168.0.99 inbound to WebO1 and Web02.
¢ Allow WebO1 and Web02 to communication with AppOT.
« Allow AppO1to communicate with DBOT.

« Allow all servers to communicate with any external services
necessary to function.

. Block communications between WebO1 and Web02.

* Block all other communication to any server of the application
unless explicitly defined in the above requirements.

Start with verification and functionality testing of the infrastructure
services rule against the requirement.

Requirement to meet

e Allow all servers to communicate with any external services
necessary to function.

Procedure
1. Check the flows from the table whose Destination is NTP-O1a.

2. Click on the RulelD link to show the NSX Distributed Firewall rule,
in this case RulelD 1058.
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Rule Details {

(x)

Section Name: Infrastructure Services

Rule Id: 1068

Rule Name: Allow App to Infra

Rule Type: LAYER3

Rule Direction: Out

Source Destination Service Action Applied To

4 SG-3T-ALL @ SGINFRA-..  [INTP Allow 4 SG-3T-ALL

Figure 3.43 Infrastructure services monitor session RulelD details verification

The NTP rule is now matching on RulelD 1058; it is not being dropped.
Each of the servers that comprises the Book Application has a flow to
the NTP-01a server hitting NSX DFW RulelD 1058. This verifies that the
requirement is met.

INTRA (51 Web01 & NTP-O1a 2 Services 1058
INTRA 5 Web02 & NTP-01a 2 Services 1058
INTRA & DBO1 & NTP-O1a 2Services 1058
INTRA B App01 & NTP-01a 2 Services 1058

Figure 3.44 Book application monitor session access infrastructure services RulelD verification

The next set of requirements are specific to the Book Application.

« Allow only Librarian (192.168.0.99) inbound to WebO1 and Web02.
« Allow Web01 and Web02 to communication with AppO1.

¢ Allow AppO1to communicate with DBOT.

As shown in the list of flows, there are two distinct IP addresses

attempting to access servers WebO1and WebO02. The first requirement
was to allow only 192.168.0.99 access to the Web01 and WebO02 servers.

N 192.168.0.58 & Webo1 4 Services 1063
N 192.168.0.58 & Web02 4 Services 1063

N 192.166.0.99 ) Web02 4 Services 1061

N 192.168.0.99 & Webo1 4 Services 1061

Figure 3.45 Book application monitor session access to web servers RulelD verification
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Notice that 192.168.0.99 is hitting RulelD 1061 and 192.168.0.58 is hitting
RulelD 1063. RulelD 1061 is allowing traffic from the 192.168.0.99 system
access to WebO1 and Web02, and RulelD 1063 is blocking traffic from
192.168.0.58. This means the requirements are being met. ARM can
show both allowed and blocked RulelDs in a monitored session.

Rule Details (x)
Section Name: Book Application

Rule Id: 1061

Rule Name: Allow Librarian to App

Rule Type: LAYER3

Rule Direction: In
Source Destination Servica Action Applied To
[E]IP-3T-ACCE... %" SG-3T-WEB [JHTTP Allow 2 5G-3T-WEB

Figure 3.46 Book application monitor session accesss web servers RulelD details verification

Rule Details (x)
Section Name: Book Application

Rule Id: 1063

Rule Name: Block Any to App

Rule Type: LAYER3

Rule Direction: In/Cut
Source Destination Servica Action Applied To

« any 2 SG-3T-ALL « any Block 2 SG-3T-ALL

Figure 3.47 Book app monitor session block to web servers RulelD details verification

N 192.166.0.58 5 Web01 4 Seniices 1083

IN 192.168.0.58 i weboz  Block to App 4 Senices 1083

N 192.168.0.99 1 Web02 4 Senvices 1081
Allow to App .

N 192.168.0.99 G Web01 4 Senvices 1081

Figure 3.48 Book app monitor session bock and allow to web RulelD verification
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In Figure 3.48, both Web01 and Web02 are hitting RulelD 1060. This
rule allows the web servers to talk to AppO1.

Rule Details (x)

Section Name: Book Application

Rule Id: 1060

Rule Name: Allow Web to App

Rule Type: LAYER3

Rule Direction: In/Cut

Source Destination Sarvica Action Applied To

& SG-3T-WEB % SG-3T-APP [CJHTTP Alowe Y SG-3T-WEB
(7 SG-3T-APP

Figure 3.49 Book app monitor session allow Web/App RulelD details verification

Figure 3.50 shows that AppO1 is hitting RulelD 1059. This rule allows
AppO1 to talk to DBOL1.

Rule Details (x)
Section Name: Book Application

Rule Id: 1068

Rule Name: Allow App to DB

Rule Type: LAYER3

Rule Direction: In/Out
Source Destination Service Action Applied To

i SG-3T-APP 4 SG-3T-DB [T MysQL Alow i SG-3T-APP

¥ SG-3T-DB

Figure 3.50 Book app monitor session allow App/DB RulelD details verification

This meets all the requirements set forth on the Book Application.
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Verify Block

Finally, there are a few block requirements that must be met:

e Block communications between WebO1 and Web02

. Block all other communications to any server of the application
unless explicitly defined in the above requirements.

The VERIFY MONITOR session in Figure 3.51 shows flows from WebO1
to Web02, Web02 to WebO01, 192.168.0.58 to WebO1, and 192.168.0.58
to Web02. All of these flows are hitting RulelD 1063. Click on the
RulelD 1063 link to see that this rule is one of the block rules.

This verifies that all of the requirements are being met.

Show Application Functional

The final verification is demonstrating the Book Application is still
functional.

[ Books Collection %\ [4 Books Collection x

€« C | @ 1721611011 *|( O

3 Tier app

Server Chain

o Web01
o App0l
« DBOL

BE] (BE] ] (BE d\O

DATA

1Id| Title Author
The Martian ||Andy Weir
[The HHGTG||Douglas Adams|

Figure 3.51 Book application web 1 functional verification



[ Books Collection X /' [ Books Collection x

<&« C | @ 17214611042 *| O

3 Tier app

Server Chain

o Web02
o App0l
« DBOL

BE] [BEI (A BE d\O

DATA

1d| Title Author
|The Martian |[Andy Weir
|The HHGTG|[Douglas Adams|

Figure 3.52 Book application web 2 functional verification

This completes all of the requirements to micro-segment the Book
Application using Application Rule Manager. ARM is a great tool for
speeding up the process of micro-segmentation. It reduces the volume
of back-and-forth between tools to verify adherence to the NSX
Distributed Firewall. This example also demonstrates adaptation of the
methodology to include pre-existing infrastructure and network
constructs. This highlights the versatility that ARM can bring to micro-
segmentation, regardless of methodology.

Application Rule Manager simplified NSX DFW rule creation, delivering
it quicker and at greater scale than vRealize Log Insight. The next
chapter looks at vRealize Network Insight, which further expands
solution scalability.
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Chapter 4

vRealize Network Insight

The vRealize Network Insight platform is a virtual appliance-based
system that can scale to monitor tens of thousands of endpoints across
a single or multiple data centers. Its clustering capabilities allow it to
pull in information from multiple proxy systems, increasing its ability to
scale along with an organization. The platform addresses three major
use cases: micro-segmentation planning, 3600 network visibility, and
advanced NSX operations. For micro-segmentation planning, vRealize
Network Insight provides a historical and in-depth look, at scale, of
all applications and Flows within a data center. If an organization is
interested in wide scale micro-segmentation covering their entire data
center footprint, vRealize Network Insight is the tool for the task.
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Define the Application

Similar to previous examples, this is a 3-tier application that displays
information from a database on books. It consists of two identical web
servers, either of which can access the database and display
information, providing resiliency to the application. The Book
Application maintains time sync with the NTP-0O1a (192.168.0.211) system.

The application consists of the following servers and external

dependencies.

3-Tier Application

Table 4.1 Book application information

System Function System Name IP Address
Web Tier WebO1 1721611011
Web Tier Web02 17216.110.12
App Tier AppO1 172161201
Database Tier DBO1 172161301

Infrastructure Services

Table 4.2 Infrastructure services information

System Function

System Name

IP Address

NTP

NTP-Ola

192.168.0.210

Application Access

Table 4.3 Application access information

System Function System Name IP Address
Librarian - 192.168.0.99
Management - 192.168.0.58




Understand the Requirements

The customer has built out a new virtual network infrastructure,
leveraging VMware NSX to provide logical networks for workloads.
They have moved the Book Application onto the new logical network,
and have built out a 3 VXLAN-segment style topology with
separation of the Book Application’s web, app, and DB tiers. Where
previous micro-segmentation practices leveraged infrastructure and
networking constructs, this customer prefers to use VMs as they find
the concepts easier to understand and maintain. The customer is not
familiar with the communication Flows associated with the
application and its server architecture. They are familiar with the
methodologies of using vRealize Log Insight and ARM to perform
micro-segmentation, but would like a tool that can scale out further.
This is due to plans to onboard several hundred additional
applications into the new virtual networking architecture. The
customer has also asked to restrict access to the Book Application to
one external user, the Librarian. The Librarian uses a desktop with the
IP address 192.168.0.99 to access the application. This system is not
in the data center or secured with VMware NSX. The sysadmins that
maintain the infrastructure will require access to SSH to each server
in the environment for maintenance purposes. They do not need
access to verify the Book Application; this falls to the application
team.

To create a least privilege security posture, perform the following steps:

¢ Allow only Librarian (192.168.0.99) inbound to WebO1 and Web02.

¢ Allow only Management (192.168.0.58) inbound to All Servers
via SSH.

¢ Allow WebO1 and Web02 to communication with AppO1.
¢ Allow AppO1to communicate with DBOT.

< Allow all servers to communicate with any external services
necessary to function.

. Block communications between Web01 and Web02.

¢« Block all other communications to any server of the application
unless explicitly defined in the above requirements.
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Define the Methodology

The customer has asked to move away from network and
infrastructure-based methodologies, returning to an application-
based model. vRealize Network Insight is a tool that will align with
any of the three methodologies. vRealize Network Insight can pull
information from all aspects of the network infrastructure, all the
way down to the VM. With the need to block and allow specific

IP addresses of machines outside of the NSX environment, there
is a need to combine both networking and application-based rule
methodologies. Refer to Figure 1.4.

Technologies Used

Windows Clients

Table 4.4 Windows clients information

System Function System Name IP Address
Librarian System - 192.168.0.99
Mac Clients

Table 4.5 Mac client information

System Function System Name IP Address
Sysadmin MGMT Workstation - 192.168.0.99

VMware Products

Table 4.6 VMware products information

Product Version IP Address
VMware vSphere ESXi 6.0 Patch 4 Multiple
VMware vCenter Server Appliance | 6.0 Update 2a 192.168.0.11
VMware NSX Manager 6.3.0 192168.0.120
vRealize Network Insight 3.4 192168.0.141

Define Monitor Length

The Book Application still consists of 4 servers in total. With the
VMware vRealize Network Insight, the entire infrastructure can be
monitored for a period of up to 30 days. The application communicates
with the external NTP service, making calls at regular intervals. It also
accepts connections from the sysadmin management workstation to
each server. With vRealize Network Insight, it is possible to select a
specific time period to review all observed Flows.
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Layout Naming Scheme

Table 4.7 Naming scheme layout

Security Groups Systems Included Services
SG-3T-ALL Web0O1, Web02, AppO1, DBOI1 -

- IP-3T-ACCESS -

- IP-3T-MGMT SSH
SG-3T-WEB WebO1, Web02 HTTP
SG-3T-APP AppO1 HTTP
SG-3T-DB DBO1 MySQL
SG-INFRA-NTP NTP-Ola NTP

Create Security Group - Infrastructure Services

Procedure

1. Loginto the vSphere Web Client and select Networking and Security.

2. Select the NSX Managers tab under the Networking & Security

Inventory.
3. Select the IP address of the NSX Manager.
4. Select Manage.
5. Select Grouping Objects.
6. Click on the Add new Security Group (dfs) icon.
7. Type the name SG-INFRA-NTP and click Next.

8. Click Next.

9. Change Object Type to Virtual Machine and add NTP-0O1a.

10. Click Finish.

CHAPTER 4 - VREALIZE NETWORK INSIGHT |
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Create Security Groups - Application

Procedure

1.

2.

10.

1.

12.

Log into the vSphere Web Client and select Networking and Security.

Select the NSX Managers tab under the Networking & Security
Inventory.

Select the IP address of the NSX Manager.
Select Manage.

Select Grouping Objects.

Click on the Add new Security Group (&) icon.

Type the name SG-3T-WEB and optional description for the
Security Group.

Click Next.
Click Next.

Change Object Type to Virtual Machine and add WebO1 and
Web02.

Click on Finish.

Repeat this process adding the AppO1 and DBO1 to the appropriate
Security Groups.

To simplify ruleset creation, create the SG-3T-ALL Security Group
and nest the newly created web, app, and DB Security Groups inside.
This will allow addition of more servers to the application with the
automated application of the same rules.

To do this, perform the same procedures as above, adding the newly
created Security Groups rather than virtual machines at the Object Type.



© ® ® /@ ysphere Web Client x

vmware® vSphere Web Client f=

< C | A NotSecure https://192.168.0.111:9443|vsphere-client/?csp#extensionld%3Dcom.vmware vshield.plugin.group

Navigator X | Fii192.168.0.120  Actions v
4 Networking & Secu... ') Summary  Montor | Manage |
‘ i NSX Managers
= [ \ Security Tags | Exclusion List ‘ Domains ‘ Grouping Objects ‘ Users |
“ + / x
IP Sets (& SGIT-ALL SG-3T-APP, SG-3T-WEB Show All
MAC Sets ¥ SG3T-APP AppO1
Service ¢ SG3T-DB DBO1
o e i SGIT-WEB Web02, Web01

Figure 4.1 Book application all NSX security groups

After building the Security Group layout, use these constructs to build

the block and allow rules.

Analyze Traffic Flows - Infrastructure Services

Starting with the infrastructure services, in this example the NTP-O1la
server, use vVRealize Network Insight to show the Flows both to and
from the NTP-10a server. This will help in building the NSX Distributed

Firewall rulesets.

Procedure

1. Browse to the vRealize Network Insight web interface and login.

2. Select Plan Security from the left menu.

vRealize
Network Insight

Plan Security

Path and Topology

Events

Entities

Saved Searches

Figure 4.2 Infrastructure services plan security
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3. Change the Entity to Security Groups.
4. Select the SG-INFRA-NTP security group from the list.
5. Leave the Duration at Last 1 day.

6. Click Analyze.

Entity

‘ Security Groups v
‘ SG-INFRA-NTP v
Duration

‘ @ Last 1 day v

Figure 4.3 Infrastructure services select NSX security group

7. Change the Micro-Segments dropdown to Other Virtual and by
Security Group.

This will sort the wheel wedges to show communication between
members of the SG-INFRA-NTP Security Group and other groups.

Micro-Segments

by VLAN/VXLAN ¢
Group By Also show groups for
v by VLAN/VXLAN Physical
by Application v/ Other Virtual
by Tier Internet
by Subnet None
by Folder
by Cluster
by VM
by Port
by Security Tag
by IPSet

by VPC

Figure 4.4 Infrastructure services filter micro-segments



8. Click on the SG-3T-ALL wedge.

This will highlight all the Flows from SG-3T-ALL to other destinations.
Here there is only one Flow, from SG-3T-ALL to SG-INFRA-NTP. When
these Security Groups were built, all the Book Application Security
Groups were added to the SG-3T-ALL Security Group. This created
an all-encompassing Security Group for the Book Application which

included all the application servers.

Note the number in parenthesis in the wedge for SG-3T-ALL. This
number represents the number of virtual machines within the Security
Group, in this case (4). The Book Application consists of (4) servers.

Micro-Segments

by Security Group 7

- =—aa.

el
.

- -
-------- - Cutgoing ——
Incoming ——

Bidirectional ——

Figure 4.5 Infrastructure services micro-segment Flow results
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9. Click on the SG-3T-ALL wedge to open the Services and Flows for
SG-3T-ALL screen.

This screen show there are (7) Flows associated with SG-3T-ALL.
Clicking on the Flows (Incoming and Outgoing) displays full Flow detail.
Select the Recommended Firewall Rules tab for further examination.

10. Click on the number (1) below the Recommended Firewall Rules
tab name.

Services and Flows for SG-3T-ALL

Services in this group i i OQutgoing) Recommended Firewall Rules

0] 3 7 1

Recommended Firewall Rules

SOURCE DESTINATION SERVICES PROTOCOLS ACTION

SG-3T-ALL SG-INFRA-NTP 123 [ntp] uDP. ALLOW

Figure 4.6 Infrastructure services recommended firewall rules

The information displayed shows rule suggestions from vRealize
Network Insight based on observed data. When implemented on the
NSX DFW, they will provide the desired micro-segmentation.

As with the other tool examples, this information can be logged into
tables for addition to the NSX Distributed Firewall.

Table 4.8 Infrastructure services NSX DFW rules layout

Infrastructure Access Communications:

Name Source Destination Service Action | Applied To
App Access Infra | SG-3T-ALL | SG-INFRA- SV-NTP- Allow SG-3T-ALL
NTP ALL

NSX Groupings:

Security Group SG-Contains SG-Inclusion Criteria

SG-INFRA-NTP NTP-Ola Static
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Analyze traffic Flows - SG-3T-WEB

Perform a similar procedure with the web servers as was done for
the NTP server.

Procedure
1.  Browse to the vRealize Network Insight web interface and login.

2. Select Plan Security from the left menu.

vRealize
Network Insight

Plan Security

Path and Topology

Entities

Saved Searches

Figure 4.7 Book application web plan security

3. Change the Entity to Security Groups.
4. Select the SG-3T-WEB security group from the list.
5. Leave the Duration at Last 1 day.

6. Click Analyze.

Entity

Security Groups v
SG-3T-WEB v

Duration

(7} Last 1 day v

Figure 4.8 Book application select web NSX security group
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7. Change the Micro-Segments dropdown to Other Virtual and
by Security Group.

This will sort the wheel wedges to show communication between
members of the SG-3T-WEB Security Group and other groups.

Micro-Segments

by VLAN/VXLAN @

Group By Also show groups for

v by VLAN/VXLAN Physical
by Application v Other Virtual
by Tier Internet
by Subnet None
by Folder
by Cluster
by VM
by Port
by Security Tag
by IPSet

by VPC

Figure 4.9 Book application web filter micro-segments

8. Click on the SG-3T-WEB wedge.

This will highlight all the Flows from SG-3T-WEB to other destinations.
As before, the number in the SG-3T-WEB wedge represents the number
of virtual machines within the Security Group. The number in this
example is (2), matching the (2) web servers in the Book Application.



Micro-Segments

by Security Group =

- Outgoing ——

" Entitios

Incoming ——

Bidirectional ——

Figure 4.10 Book application web micro-segment Flow results

9. Click on the SG-3T-WEB wedge to open the Services and Flows

for SG-3T-WEB screen.
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Services and Flows for SG-3T-WEB X

Services in this group External Servi d i Outgoing) Recommended Firews|l Rules

4 2 8 4

Filters Servicesin thisgroup

Search PropertiesorMetrics Q| 4 bows

All [ 3 Service Endpoints Count of Flow Sum of Bytes MAX of Traffic Rate
esifeziden @ Web01(172:16.110.11) port: 22 [ssh] 1 NoData 44bps
Metrice (-4 Web02(172.16.110.12) port: 80 [nttp] 1 NoData 864bps
Service and Port O
Web01(172.16.110.41) port: 80 [http] 1 NoData 423bps
Source @
Web02 (172.16.110.12) port: 22 [ssh] 1 No Data 35bps
Type o

Figure 4.11 Book application web services and Flows

Figure 4.11 shows 8 Flows associated with SG-3T-WEB. Clicking on
Flows (Incoming and Outgoing) displays the Flow details. Select the
Recommended Firewall Rules tab for further examination.

10. Click on the number 4 below the Recommended Firewall Rules
tab name.

The information displayed in Figure 4.12 shows rule suggestions from
vRealize Network Insight based on observed data. When implemented
on the NSX DFW, they will provide the desired micro-segmentation.
This information is slightly different from previous recommendations
as the Others_DC Physical source recommendation is also present.
Further investigation of that Flow data is required to aid in rule writing.
Additionally, there is a Flow from SG-3T-WEB to SG-3T-ALL,
identifying commmunication between the web group and another group
or collection of groups that exist within the SG-3T-ALL Security Group.
Dig into the Flow details to decipher the specifics of these Flows
reaching outside of the NSX/vRealize Network Insight environment.

Procedure
Services and Flows for SG-3T-WEB x
Services in this group i i Outgoing) Recommended Firewall Rules
Recommended Firewall Rules
SOURCE DESTINATION SERVICES PROTOCOLS ACTION
Others_DC Physical $G-3T-WEB 80 [http], 22 [ssh] TCP ALLOW
SG-3T-WEB SG-INFRA-NTP 123[ntp] upp ALLOW
SG-3T-WEB SG-3T-ALL 80 [http] TCP ALLOW
SG-3T-WEB SG-3T-APP 80|http] TCP ALLOW

Figure 4.12 Book application web recommended firewall rules
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This will add the Port filter to the left-hand side.

Click on the number 8 under the Flows (Incoming and Outgoing).

Click on the Service and Port option to the left and select Port.

3. Remove the All selection and check 22 for SSH. This will filter the
Flows to only show port 22 traffic.

2filtered Flows

Bytes

Flows {Incoming and Outgoing)

May 80, 10:80
Dst Subnet Netwo...
172.16.1100

Flow Type
 DiffHost {9 more]

h May30,10:13 - May31,10:13 | Expand All

192.168.0.58 > 172.16.110.12{Web02) [port:22]

Port
| 22(ssh]

SrclP

. 192.168.0.58

DstIP

. 1721611012

Collapse All

Bytes

Dst Subnet Netwao...
172.16.110.0

Flow Type
Diff Host {9 more]

192.168.0.58 -> 172.16.110.11(Web01) [port:22]

Port
22[ssh]

srclP
192.168.0.58

DstIP
1721611011

Figure 4.13 Book application web Flows incoming and outgoing SSH

Figure 4.13 shows that the IP address of 192.168.0.58 is connecting
to the WebO01 and WebO02 servers over TCP port 22. This was a
requirement to allow this system access to the Book Application

servers via SSH. Put this information into the table.

Table 4.9 Book application NSX DFW rules layout

Management Access Communications:

Move on to the next set of Flows by port.

CHAPTER 4 - VREALIZE NETWORK INSIGHT |

Name Source Destination | Service | Action | Applied To
Allow MGMT IP_MGMT_ SG-3T-WEB | SSH Allow SG-3T-WEB
to Book ACCESS

Application Web

IPSet IP Address

IP-MGMT-ACCESS 192.168.0.58

Service Port

SSH TCP 22
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4. Change the Port number to 80 and remove 22.

Flows {Incoming and Outgoing)

4filtered Flows @y May80,10:13 - May81,10:13  Expand Al | Collapse All

192.168.0.99 -> 172.16.110.11(Web01) [port:80]

Bytes ﬂ]
u

| May a0, 10:30
Dst Subnet Netwo... Flow Type Port SrclP DstIP
172.16.110.0 Diff Host [9more] 80 [http] 192.168.0.99 172.16.110.11

a 192.168.0.99 -> 172.16.110.12(Web02) [port:80]

Bytes I]

May 30, 10:30
Dst Subnet Netwo... | Flow Type Port srclP DstIP
172161100 | DiffHost [9more) ~ 80[http] | 192168099 | 1721611012

e 172.16.110.11(Web01) -> 172.16.120.11(App01) [port:80]

Bytes
| e

May 30, 10:30
Dst Subnet Netwo... Src Subnet Netwo... Flow Type Port SrclP
172.16.1200 172.16.1100 Dst VM [10 more] 80 [http] 172.16.110.11

e 172.16.110.12(Web02) -> 172.16.120.11(App01) [port:80]

= L

| May 30, 10:30
Dst Subnet Netwo... Src Subnet Netwo... Flow Type Port SrclP
172.16.1200 172.16.110.0 Diff Host [10 more] 80 [http] 172.16.110.12

Figure 4.14 Book application web incoming and outgoing Flows HTTP

This information breaks down the Flows to the web servers. It also
shows an IP address that is not defined by a virtual machine. This
address, 192.168.0.99, is the desktop that the customer has explicitly
requested have access the Book Application. Put this information
into the specific table.



Table 4.10 Book application web NSX DFW rules layout

Book Application Access Communications:

Analyze traffic Flows - SG-3T-APP

Perform a similar procedure as with SG-3T-WEB for SG-3T-APP.

Procedure

Name Source Destination | Service | Action | Applied To

Allow Librarian IP-3T-ACCESS | SG-3T-WEB | SV-3T- Allow SG-3T-WEB

to Web HTTP
Intra-Book Application Communications:

Name Source Destination | Service | Action | Applied To

Allow Web to SG-3T-WEB SG-3T-APP SV-3T- Allow SG-3T-WEB

App HTTP SG-3T-APP
NSX Groupings:

Security Group | SG-Contains SG-Inclusion

Criteria
SG-3T-WEB WebO1 Static
Web02

SG-3T-APP AppO1 Static

IPSet IP Address

IP-3T-ACCESS 192168.0.99

Service Port

SV-3T-HTTP TCP 80

1. Browse to the vRealize Network Insight web interface and login.

2. Select Plan Security from the left menu.
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vRealize
Network Insight

Plan Security

Path and Topology

Entities

Saved Searches

Figure 4.15 Book application app plan security

3. Change the Entity to Security Groups.
4. Select the SG-3T-APP security group from the list.
5. Leave the Duration at Last 1 day.

6. Click Analyze.

Plan Security X

Entity
Security Groups v
SG-3T-APP v

Duration

(@) Last 1day v

Figure 4.16 Book application app NSX security group

7. Change the Micro-Segments dropdown to Other Virtual and by
Security Group.
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This will sort the wheel wedges to show communication between
members of the SG-3T-APP Security Group and other Security Groups.

Micro-Segments

by VLAN/VXLAN @
Group By
Vv by VLAN/VXLAN
by Application
by Tier

by Subnet

Also show groups for

Physical
v/ Other Virtual
Internet

None

by Folder

by Cluster

by VM

by Port

by Security Tag

by Security Group

by IPSet

by VPC

Figure 4.17 Book application app filter micro-segments

8. Click on the SG-3T-APP wedge.

This will highlight all the Flows from SG-3T-APP to other destinations.
The number 1in parenthesis in the SG-3T-APP wedge matches the
single app server of the Book Application.
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Figure 4.18 Book application app micro-segment Flow results

9. Click on the SG-3T-APP wedge to open the Services and Flows for
SG-3T-APP screen.

Services and Flows for SG-3T-APP X
i i i i Rules

2 2 5 6

Services in this group

Filters
Search Properties or Metrics Q. 3Flows

All Q’ Service Endpoints. Count of Flow Sum of Bytes MAX of Traffic Rate

Destination 1713 App01(172.16.120.11) port: 80 [htp] 2 181.7KB. 567 bps

Metrics o ApP01(172.16.120.11) port: 22 ssh] 1 9.5K8 44bps

Figure 4.19 Book application app incoming and outgoing Flows
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This screen shows 5 associated with SG-3T-APP. Click on Flows
(Incoming and Outgoing) to see Flow details. This example specifically
looks to vRealize Network Insight for rule creation suggestions. Select
the Recommended Firewall Rules tab for further review.

10. Click on the number 6 below the Recommended Firewall Rules

tab name.
Services and Flows for SG-3T-APP X
Servicesin this group i i Qutgoing) Recommended Firewall Rules
Recommended Firewall Rules
SOURCE DESTINATION SERVICES PROTOCOLS ACTION
SG-3T-APP SG-3T-ALL 3306 [mysql] TCP ALLOW
SG-3T-APP S$G-3T-DB 3306 [mysql] TCP ALLOW
SG-3T-ALL SG-3T-APP 80 [http] TCP ALLOW
SG-3T-APP SG-INFRA-NTP 123[ntp] upp ALLOW
SG-3T-WEB S$G-3T-APP 80 [http] TCP ALLOW
Others_DC Physical SG-3T-APP 22]ssh] TCcP ALLOW

Figure 4.20 Book application app recommended firewall rules

The information displayed shows rule suggestions from vRealize
Network Insight based on observed data. When implemented on the
NSX DFW, they will provide the desired micro-segmentation. This
information is similar to the web servers; it also shows Flows from the
Others_DC Physical set of sources. These Flows are over TCP port 22
(i.e., SSH). Add the SG-3T-APP Security Group to the existing set of
documented rules. Additionally, this shows Flows from SG-3T-APP to
SG-3T-ALL, identifying communication between the app group and
another group or collection of groups that exist within the SG-3T-ALL
Security Group. Dig into the Flow details to decipher the specifics of
these Flows reaching outside of the NSX/vRealize Network Insight
environment.
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Procedure

Services and Flows for SG-3T-APP. X

Services in this group External Services Accessed Flows
Recommended Firewall Rules

SOURCE DESTINATION SERVICES PROTOCOLS ACTION

SG-3T-APP SG-3T-ALL 3306 [mysal] TCp ALLOW

SG-3T-APP SG-3T-DB 3306 [mysal] TCP ALLOW

SG-3T-ALL SG-3T-APP 80[http] TCp ALLOW

SG-3T-APP SG-INFRA-NTP. 123[ntp] upP ALLOW

5G-3T-WEB SG-3T-APP 80[http] Tcp ALLOW

Others_DC Physical SG-3T-APP 22[ssh] Tcp ALLOW

Figure 4.21 Book application app others_DC_physical Flows

1. Click on the number 5 under the Flows (Incoming and Outgoing).

2. Click on the Service and Port option to the left and select Port.
This will add the Port filter to the left-hand side.

3. Remove the All selection and check 22 for SSH. This will filter the
Flows to only show port 22 traffic.

Flows (Incoming and Outgeing)
1filtered Flows Q‘?iu May 30, 12:08 - May 31,12:08  Expand All Collapse All

192.168.0.58 -> 172.16.120.11(App01) [port:22]

Bytes: 2.5KB I

May 30, 12:30
Dst Subnet Netwo... Flow Type Port SrclP DstIP
172.16.120.0 Ditf Host [9 more] i 22[ssh] 192.168.0.58 1721612011

Figure 4.22 Book application app incoming Flows SSH

The IP address 192.168.0.58 is connecting to the AppO1 server over
TCP port 22. This was a requirement to allow this system access to the
Book Application servers via SSH. Add this information it into the table.



Table 4.11

Book application management NSX DFW rules layout

Management Access Communications:

Name Source Destination | Service | Action | Applied To
Allow MGMT to IP_MGMT_ SG-3T-WEB | SSH Allow SG-3T-WEB
Book Application ACCESS SG-3T-APP SG-3T-APP
Web
IPSet IP Address
IP-MGMT-ACCESS | 192.168.0.58
Service Port
SSH TCP 22
Move on to the next set of Flows by port.
4. Change the Port number to 80 and remove 22.
Flows (Incoming and Outgoing)
2filtered Flows qﬁl} May30,12:08 - May 31,12:08  Expand All Collapse All
172.16.110.12(Web02) -> 172.16.120.11{App01) [port:80]
Bytes: 95.8KB I—I
May 30, 12:30
Dst Subnet Netwo... SrcSubnet Netwo... | FlowType Port SrcIP
172.16.120.0 | 172161100 i Diff Host [10 more] | 80[http] 1721611012
e 172.16.110.11(Web01) -> 172.16.120.11{App01) [port:80]
Bytes: 85.8KB i‘—‘
May 30, 12:30
Dst Subnet Netwo... SrcSubnet Netwo... Flow Type Port SrclP
172.16.120.0 i 172.16.1100 DstVM [10 more] | 80[http] | 1721611011

Figure 4.23 Book application Web to App outgoing Flows HTTP

These Flows verify that the Web01 and Web02 servers are connecting

to AppO1 over TCP 80.
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Change the Port number to 3306 and remove 80.

Flows (Incoming and Qutgoing)

1filtered Flows @i May30,12:08 - May 31,1208 Expand Al

! srelp

| 17216.120.11

Collapse All

172.16.120.11(App01} -> 172.16.130.11(DB01) [port:3306]

Bytes: 513 KB

May 30, 12:30
Dst Subnet Netwo...
172.16.1300

Port
i 3306 [mysql]

! FlowType
| Diff Host (10 more]

Src Subnet Netwo...
| 172.16.1200

Figure 4.24 Book application App to DB outgoing Flow MySQL

Figure 4.24 confirms that AppO1is communicating with DBO1 over port
TCP 3306.

Add this information and into the appropriate table.
Table 4.12 Book application app NSX DFW rules layout

Book Application Access Communications:

134

Name Source Destination | Service | Action | Applied To

Allow Librarian to IP-3T- SG-3T-WEB | HTTP Allow SG-3T-WEB

Web ACCESS

Intra-Book Application Communications:

Name Source Destination | Service | Action | Applied To

Allow Web to App SG-3T- SG-3T-APP HTTP Allow SG-3T-WEB
WEB SG-3T-APP

Allow App to DB SG-3T-APP | SG-3T-DB MySQL Allow SG-3T-APP

SG-3T-DB

NSX Groupings:

Security Group SG-Contains SG-Inclusion Criteria
SG-3T-WEB WebO1 Static
Web02
SG-3T-APP AppO1 Static
IPSet IP Address
|P-3T-ACCESS 192168.0.99
Service Port
HTTP TCP 80
MySQL TCP 3306




Analyze traffic Flows - SG-3T-DB

Perform a similar procedure as with the SG-3T-WEB and SG-3T-APP
for SG-3T-DB.

Procedure
1.  Browse to the vRealize Network Insight web interface and login.

2. Select Plan Security from the left menu.

vRealize
Network Insight

Plan Security

Path and Topology

Entities

Saved Searches

Figure 4.25 Book application DB plan security

3. Change the Entity to Security Groups.

4. Select the SG-3T-DB security group from the list.
5. Leave the Duration at Last 1 day.

6. Click Analyze.

Plan Security x

Entity
Security Groups v
SG-3T-DB v

Duration

@ Last 1 day v

Figure 4.26 Book application DB NSX security group
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7. Change the Micro-Segments dropdown to Other Virtual and by
Security Group.

This will sort the wheel wedges to show communication between
members of the SG-3T-DB Security Group and other security groups.

Micro-Segments

by VLAN/VXLAN @

Group By Also show groups for

v by VLAN/VXLAN Physical
by Application v Other Virtual
by Tier Internet
by Subnet None
by Folder
by Cluster
by VM
by Port
by Security Tag

by Security Group

by IPSet

by VPC

Figure 4.27 Book application DB filter micro-segments

8. Click on the SG-3T-DB wedge.

This will highlight all the Flows from SG-3T-DB to other destinations.
The number 1in parenthesis in the SG-3T-DB wedge represents the
number of virtual machines within the Security Group and matches the
single Book Application DB server.
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Figure 4.28 Book application DB micro-segment filter results

9. Click on the SG-3T-DB wedge to open the Services and Flows for
SG-3T-DB screen.

Services and Flows for SG-3T-DB X
ices in thi i d Flows i i i

Filters Servicesin this group
Search Propertiesor Metrics Q. 2Flows
Al 611 Service Endpoints Count of Flow Sum of Bytes MAX of Traffic Rate
Destination @ DB01(172.16.130.11) port: 22 [ssh] 1 8.8KB 40 bps
s o DBO1 {17216.130.11) port: 3306 [mysal] 1 S13K8 160bps

Figure 4.29 Book application DB incoming and outgoing Flows
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This screen shows 4 Flows associated with SG-3T-DB. Click on
Flows (Incoming and Outgoing) for additional Flow detail. Select
the Recommended Firewall Rules tab for further rule review.

10. Click on the number 4 below the Recommended Firewall Rules

tab name.
Services and Flows for SG-3T-DB X
Servicesin this group External Services Accessed Flows i Outgoing) it

Recommended Firewall Rules

SOURCE DESTINATION SERVICES PROTOCOLS ACTION

Others_DC Physical SG-3T-DB 22[ssh] TCP ALLOW

SG-3T-APP SG-3T-DB 3306 [mysal] TCP ALLOW

SG-3T-ALL SG-3T-DB. 3306 [mysql] TCP ALLOW

SG-3T-DB SG-INFRA-NTP 123[ntp] upP ALLOW

Figure 4.30 Book application DB recommended firewall rules

The information displayed shows rule suggestions from vRealize
Network Insight based on observed data. When implemented on the
NSX DFW, they will provide the desired micro-segmentation. This
information is similar to the web servers; it also show Flows from the
Others_DC Physical set of sources. These Flows are over TCP port 22
(i.e., SSH). Confirm that Flow originates from the same system as the
other servers and add the SG-3T-DB Security Group to the existing
documented rules. Additionally, there are Flows from SG-3T-DB to
SG-3T-ALL, identifying communication between the DB group is
talking and another group or collection of groups that exist within
the SG-3T-ALL Security Group.



Dig into the Flow details to decipher the specifics of these Flows
reaching outside of the NSX/vRealize Network Insight environment.

Procedure
Services and Flows for SG-3T-DB X
Servicesin this group i i Qutgoing) Recommended Firewall Rules
Recommended Firewall Rules
SOURCE DESTINATION SERVICES PROTOCOLS ACTION
Others_DC Physical SG-3T-DB 22[ssh] TCP ALLOW
SG-3T-APP SG-3T-DB 3306 [mysql] TCP ALLOW
SG-3T-ALL $G-3T-DB 3306 [mysql] TCP ALLOW
SG-3T-DB SG-INFRA-NTP 123[ntp] upp ALLOW

Figure 4.31 Book application DB others_DC_ physical Flows

1.  Click on the number 3 under the Flows (Incoming and Outgoing).

2. Click on the Service and Port option to the left and select Port.
This will add the Port filter to the left-hand side.

3. Remove the All selection and check 22 for SSH. This will filter the
Flows to only show port 22 traffic.

Flows (Incoming and Qutgoing)

1 filtered Flows G@ May 30, 12:35 - May34,12:35  Expand All Collapse All

192.168.0.58 -> 172.16.130.11(DB01) [port:22]

Bytes: 8.8 KB I

May 30, 13:00
Dst Subnet Netwo... | Flow Type i Port i Srclp Dst [P
172.16.130.0 | DiffHost [9more] | 22 [ssh] | 192.168.0.58 1721643041

Figure 4.32 Book application DB incoming Flow SSH

Figure 4.32 shows the |IP address 192.168.0.58 connecting to the DBO1
server over TCP port 22. This was a requirement to allow this system
access to the Book Application servers via SSH. Add this information
into the previous table. As the management system needs access to
all of the Book Application servers, replace the Destination and the
Applied To fields to only use the SG-3T-ALL Security Group, as it

already contains all of the Security Groups. This will streamline the rule.
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Table 4.13 Book application management access NSX DFW rules layout

Management Access Communications:

Name Source Destination | Service | Action | Applied To
Allow MGMT to IP_MGMT_ | SG-3T-ALL SSH Allow SG-3T-ALL
Book Application ACCESS

Web

IPSet IP Address

IP-MGMT-ACCESS 192.168.0.58

Service Port

SSH TCP 22

Move on to the next set of Flows by port.

4. Change the Port number to 3306 and remove 22.

Flows {Incoming and Outgoing)

1filtered Flows G@ May 30, 12:35 - May31,12:35  Expand All

| Srcip
| 1721612011

Collapse All

172.16.120.11(App01) -> 172.16.130.11(DB01) [port:3306]

Bytes: 51.3 KB

May 30, 13:00
Dst Subnet Netwo...
172.16.130.0

i FlowType i Port
! Diff Host (10more] | 3306 [mysql]

{ SrcSubnet Netwo...
! 172161200

Figure 4.33 Book application DB incoming Flow MySQL

These Flows verify that the AppO1 server is connecting to DBO1 over
TCP 3306.

This rule does not require addition to the table as it was previously
built in the app server section.
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Document Rules for DFW - Infrastructure
Services/Application

Table 4.14 Book application NSX DFW documentation

Infrastructure Access Communications:

CHAPTER 4 - VREALIZE NETWORK INSIGHT |

Name Source Destination | Service | Action | Applied To
App Access Infra SG-3T-ALL | SG-INFRA- NTP Allow SG-3T-ALL
NTP
Management Access Communications:
Name Source Destination | Service | Action | Applied To
Allow MGMT to IP_MGMT_ | SG-3T-ALL SSH Allow SG-3T-ALL
Book Application ACCESS
Web
Book Application Access Communications:
Name Source Destination | Service | Action | Applied To
Allow Librarian to |P-3T- SG-3T-WEB | HTTP Allow SG-3T-WEB
Web ACCESS
Intra-Book Application Communications:
Name Source Destination | Service | Action | Applied To
Allow Web to App SG-3T- SG-3T-APP HTTP Allow SG-3T-WEB
WEB SG-3T-APP
Allow App to DB SG-3T- SG-3T-DB MySQL Allow SG-3T-APP
APP SG-3T-DB
NSX Groupings:
Name Source Destination
SG-INFRA-NTP NTP-Ola Static
SG-3T-WEB WebO1 Static
Web02
SG-3T-APP AppO1 Static
SG-3T-DB DBO1 Static
SG-3T-ALL SG-3T-WEB Static
SG-3T-APP
SG-3T-DB
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Build DFW Rules - Infrastructure Services

Procedure

1. Log into the vSphere Web Client and select Networking and Security.
2. Click on Firewall.

3. Right-click on the Default Section Layer3 and select Add Section.
4. Enter the name of the Section as Infrastructure Services.

5. Expand Infrastructure Services Section and the Add rule (d) icon.
6. Click on the Edit (f) for the new rule Name.

7. Add name Allow Access Infra and click Save.

8. Click on the Edit (f) icon for the new rule Source.

9. Change the Object Type to Security Group and filter on 3T.

10. Add the SG-3T-ALL Security Group and click OK.

Allow Access Infra - Specify Source (3)

Select one or more objects for the source field of the firewall rule
Object Type: | Security Group -]
(@3t Dl (@ Filler )
ax ) |lQ Fiter  ~)

Ausilable Objects Salected Objects

w & SG-3T-ALL v L? SG-3T-ALL
% SC-3T-APP Y
r_‘0 $G-3T-DB &
Lt.? SG-3T-WEB
4items 1items
New Security Group...
b Advanced options
[[] Negate source

Figure 4.34 Book application all source - infrastructure access rule

1. Click on the Edit ( #) icon for the new rule Destination.
12. Change the Object Type to Security Group and filter on SG-INFRA.

13. Add the SG-INFRA-NTP Security Group and click OK.
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Allow Access Infra - Specify Destination

=y

Object Type: | Security Group

[Q SGINFRA
Available Objects
& (& SGINFRA-NTP

Select one or more objects for the destination field of the firewall rule

)
@
1 tems 1 tems
New Security Group...
» Advanced options
[[] Negate Destination
il

) ( Filter <)
Selected Objects
v i@ SGINFRANTP

Figure 4.35 Infrastructure Destination - Infrastructure access rule

14. Click on the Edit (f') icon for the new rule Service.
15. Change the Object Type to Service and filter on NTP.
16. Add the NTP Service and click OK.
17. Click on the Edit (f') icon for the new rule Action.
18. Click on the Log radio button and click Save.

Allow Access Infra - Edit Action 2

Action: [wow — [+]

Direction: (mow [

Packet Type: ‘ﬁ‘

Log: =) Log () Do not log

Comments:

| sae || cancel |

Figure 4.36 Infrastructure allow - infrastructure access rule

19. Click on the Edit (f) icon for the new rule Applied To.

20. Uncheck the first check box.

21.

Change the Object Type to Security Group and filter on 3T.

22. Select the SG-3T-ALL and click OK
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&)

Allow Access Infra - Specify Applied To

Specify containers on which this rule will be applied.
[C] Apply this rule on all clusters on which Distributed Firewall is installed.
[C] Apply this rule on all the Edge gateways.
(For Edges with versfon 6.1.0 and higher)
Select one or mare objects for the applied to field of the firewall rule

Object Type: | Security Group | - J

(aat ) (q Firter

Selected Objects
o [ SG-3T-ALL

Available Objects
o (& SGAT-ALL

ﬂff SG-3T-APP
Ef.? SC-3T-DB ®
Ef.? SG-3T-WEB 4@
4 items 1 items
New Security Group...

Figure 4.37 Infrastructure applied to book application - infrastructure access rule

Once the new infrastructure services rule is completed, Publish the
rules down to the virtual machines.

When complete, the NSX Manager will assign a RulelD for each new
rule created.

@ Last publish operation succeeded 6/31/17, 1:33:17 PM CDT

CGerea | Emenet | Parnersecurty srves
e nx==B0 %Y
- - - e i poees

Heepg/x==t
Hedp/x==t

9 SG-3TALL (& SGINFRANTP @nTe Alow f SeaTALL

v

[ Ping Servers (Rule 1-2)
v [R Infrastructure Services (Rule 3)

©3  AlowAccesstonfia 1085

» [B Default Section Layer3 (Rule 4 - 6) He® @/ x=t=f

Figure 4.38 Infrastructure access NSX DFW rule verification



Build DFW Rules - Management Services

Procedure

1. Loginto the vSphere Web Client and select Networking and Security.
2. Click on Firewall.

3. Right-click on the Default Section Layer3 and select Add Section.
4. Enter the name of the Section as Management Services.

5. Expand Management Services Section and the Add rule (dp) icon.
6. Click on the Edit (f) icon for the new rule Name.

7.  Add name Allow MGMT Access and click Save.

8. Click on the Edit (j) icon for the new rule Source.

9. Change the Object Type to IP Set.

10. Click on New IP Set...

Add IP Set

Scope: Global

Marne: # IP_MGMT_ACCESS

Description: ‘

IP Addresses: = 192.166.0.58

eg:192.168.200.1,192.168.200.1/24,
192.168.200.1-192,168.200.24

[T Enable inheritance to allow visibility at underlying scopes

Figure 4.39 Management source - management access rule

1. Type in the Name IP_MGMT_ACCESS.

12. Type in the IP Address of the Management system, 192.168.0.58.
13. Click OK and Click OK again.

14. Click on the Edit (j) icon for the new rule Destination.

15. Change the Object Type to Security Group and filter on 3T.
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16. Add the SG-3T-ALL Security Group and click OK.

Allow MGMT Access - Specify Destination ()

Select ane or more objects for the destination field of the firewall rule

Object Type: | Security Group | - J

CEND| (QFrer -
Available Objects Selected Objects
W (P SGATALL v i@ SGBTALL

i SGAT-APP P

% sG3T-08 p

% SG3T-WEB

4 items 1 items
New Security Group.
» Advanced options

[[] Negate Destination

Figure 4.40 Management book application all destination - management access rule

17. Click on the Edit (‘f) icon for the new rule Service.
18. Change the Object Type to Service and filter on SSH.
19. Add the SSH Service and click OK.

20. Click on the Edit (‘f) icon for the new rule Action.

21. Click on the Log radio button and click Save.

Allow Access Infra - Edit Action 2
Action: | Allow v |
Direction: [ In/out -
Packet Type: [ Any v |
Log: (s) Log () Do not log
Comments:
| sae || cancel |

Figure 4.41 Management allow - management access rule

22. Click on the Edit (f) icon for the new rule Applied To.

23. Uncheck the first check box.

24. Change the Object Type to Security Group and filter on 3T.
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25. Select the SG-3T-ALL and click OK

Allow Access Infra - Specify Destination (?)
Select one or more ebjects for the destination field of the firewall rule
Object Type: | Security Group \ - J
(@ SGANFRA )l ( Filter ~)
Available Objeets Selected Objects.
[ SGINFRANTP w (@ SGINFRA-NTP
Y
@
1 tems 1 tems
New Security Group...
» Advanced options
[[] Negate Destination
il

Figure 4.42 Management applied to book application - management access rule

Once the new infrastructure services rule is completed, Publish the
rules down to the virtual machines.

When complete, the NSX Manager will assign a RulelD for each new

rule created.

((General | Eternet | partner seaurty services |
o x== B |[%Y
=

Nama Rue D
» [J PingServers (Rule1-2)
» [R Infrastructure Services (Rule 3)
v [ Management Services (Rule &)

©4 | Alow MGMT Access 1066

Default Section Layer3 (Rule 5 -7)

(]

@ Last publish operation succeeded 6/31/17, 1:46:30 PM CDT

Senis Acton Aopied To

dee g/ x=r=

Destnation

Allow

(@ SCATALL

{iF}IP_MGMT_ACCESS (0 SGATALL mssH

HEe® @/ x=t=

Figure 4.43

Management access NSX DFW rule verification

CHAPTER 4 - VREALIZE NETWORK INSIGHT |

147



Build DFW Rules - Application

Procedure

1.

1.

12.

13.

14.

15.
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Log into the vSphere Web Client and select Networking and Security.
Click on Firewall.

Right-click on the Default Section Layer3 and select Add Section.
Enter the name of the Section as Book Application.

Expand Book Application Section and the Add rule (=) icon.
Click on the Edit (f) icon for the new rule Name.

Add name Librarian Access App and click Save.

Click on the Edit (f) icon for the new rule Source.

Change the Object Type to IP Set.

. Click on New IP Set...

Scope: Global

Name: A |IP—ST—ACCESS

Description: ‘

IP Addresses: =| 182.168.0.98

eg:192.168.200.1,192 188.200.1/24,
192.168.200.1-192,168.200.24

[ Enable inheritance to allow visibility at underlying scopes

Figure 4.44 | ibrarian source - web access rule

Type in the Name IP_3T_ACCESS.

Type in the IP Address of the Management system, 192.168.0.99.
Click OK and Click OK again.

Click on the Edit (f) icon for the new rule Destination.

Change the Object Type to Security Group and filter on 3T.



16. Add the SG-3T-WEB Security Group and click OK.

Any Access App - Specify Destination

Select one or more objects for the destination field of the firewall rule

Object Type: | Security Group
[aaT
Available Objects
& SGAT-ALL
& SG3T-APP
& $G-aT-08
v (& SG-3T-WEB

New Security Group...
» Advanced options

[[] Negate Destination

) ( Fitter <)
Selected Objects
v i SGATWEB
Y
@

4 items 1 items.

&)

Figure 4.45 Book application web destination - web access rule

17. Click on the Edit (f') icon for the new rule Service.

18. Change the Object Type to Service and filter on HTTP.

19. Add the HTTP Service and click OK.

20. Click on the Edit (f') icon for the new rule Action.

21.

22

23

24

25

Click on the Log radio button and click Save.

Any Access App - Edit Action (Z
Action: | Allow [+]
Direction: |m|
Packet Type: | Any B
Log: (=) Log () Do not log
Comments:
‘ Save l Cancel ]

Figure 4.46 Librarian allow - web access rule

. Click on the Edit (f) icon for the new rule Applied To.
. Uncheck the first check box.
. Change the Object Type to Security Group and filter on 3T.

. Select the SG-3T-WEB Security Group and click OK.
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Any Access App - Specify Applied To @)

Specify containers on which this rule will be applied.
[C] Apply this rule on all clusters on which Distributed Firewall is installed.
[C] Apply this rule on all the Edge gateways.
(For Edges with versfon 6.1.0 and higher)
Select one or mare objects for the applied to field of the firewall rule
Otiect Type: [Semmiy Gom [+ ]
[@sear ) (QFmer <)
Avgllabla Objscls Selecled Objects
L'? SG-3T-ALL v L? 8G-3T-WEB
L'? SG-3T-APP
Llf.? $G-3T-DB L
« i@ SG-3T-WEB 4@

4 items 1 items

New Security Group...

Figure 4.47 Librarian applied to web - web access rule

Web to App Rule

1. Click on the Add rule (&) icon. This will put a new rule below the
Librarian Access App rule.

2. Click on the Edit (f) icon for the new rule Name.

3. Add name Web to App and click Save.

4. Click on the Edit (f) icon for the new rule Source.

5. Change the Object Type to Security Group and filter on 3T.

6. Add the SG-3T-WEB Security Group and click OK.

Web to App - Specify Source )

Select one or mare objects for the source field of the firewsll rule

Ovject Type: | Security Group [-)
(o 31 )] (q Fiter -)
Auaiabis Otjocts Selscted Objocts
& SG-ITALL v @& SGATWEB
& SCITAPP >
&% SG3TDB P

« @ SG-3T-WEB

4items 1items
New Securlly Group.
b Advanced options

[] Negate source

£ |

Figure 4.48 Book application web source - Web to App rule
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7.

8. Change the Object Type to Security Group and filter on 3T.

Click on the Edit (f) icon for the new rule Destination.

9. Add the SG-3T-APP Security Group and click OK.

Web to App - Specify Destination

()

Object Type: | Security Group
[asT
Avaiatle Objects
# SGAT-ALL
v [ SG-3T-APP
o SCaT-DB
£ SG3T-WEB

New Security Group. ..
b Advanced options

[] Negate Destination

Belect one or more objects for the destination field of the firewall rule

[~

4 items

(@ Filler =
e -
Selscled Objacts

o Lﬁ SG-3T-APP

1 items.

Figure 4.49 Book application app destination - Web to App rule

Click on the Edit ( #) icon for the new rule Service.

Change the Object Type to Service and filter on HTTP.

Add the HTTP Service and click OK.

Click on the Edit (f) icon for the new rule Action.

Click on the Log radio button and click Save.

‘Web to App - Edit Action

Action:
Direction:
Packet Type:
Tag:

Log:
Comments:

(3)
[ Allow [~]
[ Injout [~]
[Any [
(e) Log () Do not log
save || Cancel

Figure 4.50 Book application web allow - Web to App rule

15. Click on the Edit (f) icon for the new rule Applied To.
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16. Uncheck the first check box.
17. Change the Object Type to Security Group and filter on 3T.

18. Select the SG-3T-WEB and SG-3T-APP Security Group and click OK.

Web to App - Specify Applied To )

‘Specify containers on which this rule will be applied
[]Apply this rule on all clusters on which Distributed Firewal is installed,
] Apply this rule on all the Edge gateways.
(For Edges with version 6.1.0 and higher)
Select one or more objests for the applied to field of the firewall rule

Object Type: | Security Group -]
(q s ) (@ Filler 2
es ) |QFiter -
Avelebe Objects Selected Objects
o SG-AT-ALL v & SGATWEB
v (& SG-3T-APP v & SGATAPP
P SGATDB
o [ SG-3TWEB @
4items 2items

New Securlly Group.

Figure 4.51 Book application applied to Web and App - Web to App rule

App to DB Rule

1. Click on the Add rule (&) icon. This will put a new rule below the
Web to App rule.

2. Click on the Edit (@) icon for the new rule Name.

3. Add name App to DB and click Save.

4. Click on the Edit (f) icon for the new rule Source.

5. Change the Object Type to Security Group and filter on 3T.

6. Addthe SG-3T-App Security Group and click OK.
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7.

8. Change the Object Type to Security Group and filter on 3T.

App to DB - Specify Source: (7)

Select one or more objects for the saurce field of the firewall rule

Object Type: | Security Group \ -
(a a1 )l ( Filter ~
Available Objects Selected Objects.
& SGAT-ALL (@ SC-IT-ARP
[ SGITAPP Y
% $G-aT-08 P
& SCaT-WEB
4 tems 1items

New Security Group...
» Advanced options

[] Negate source

&)

Figure 4.52 Book application app source - App to DB rule

Click on the Edit (f') icon for the new rule Destination.

9. Add the SG-3T-DB Security Group and click OK.

App to DB - Specify Destination (?)
Select one or more objests for the destination field of the firewall rule
Object Type: | Security Group \ -
(a a1 )l (@ Fitter 2
e )
Available Objects Selected Objects.
# SGAT-ALL (& SGT-0B
& SGAT-APP Y
v [ SG-3T-DB P
& SG3T-WEB
4items 1 ltems
New Security Group...
b Advanced options
[[] Negate Destination
il

Figure 4.53 Book application DB destination - App to DB rule

Click on the Edit (f) icon for the new rule Service.
Change the Object Type to Service and filter on MYSQL.
Add the MySQL Service and click OK.

Click on the Edit (f) icon for the new rule Action.

Click on the Log radio button and click Save.
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App to DB - Edit Action
Action: [ Allow )
Direction: ‘ In/Out ‘ = ‘
Packet Type: \Any—[v\
Log: (+) Log () Do not log
Comments:
[ save || cancel |

Figure 4.54 Book application app allow - App to DB rule

15. Click on the Edit (f) icon for the new rule Applied To.

16. Uncheck the first check box.

17. Change the Object Type to Security Group and filter on 3T.
18.

Select the SG-3T-APP and SG-3T-DB Security Group and click OK.

App to DB - Specify Applied To

Specify containers on which this rule will be applied.
[C] Apply this rule on all clusters on which Distributed Firewall is installed.
[C] Apply this rule on all the Edge gateways.

(For Edges with versfon 6.1.0 and higher)
Select one or mare objects for the applied to field of the firewall rule
Obiject Type: -]

(@ 3T )

[ security Group

Available Objects
i SGAT-ALL

i SGIT-APP

v i SG-3T-DB L4
i SG-3T-WEB @

Selected Objects
« @ SG-3T-APP
« @ SG-3T-DB

4 items

New Security Group...

(@ Filter 2
\QFiter -

2 items

£ |

Figure 4.55 Book application applied to App and DB - App to DB rule

Once the new infrastructure services rule is completed, Publish the

rules down to the virtual machines.

When complete, the NSX Manager will assign a RulelD for each new

rule created.



@ Last publish operation succeeded &/31/17, 2:22:41 PM COT )
o Nama R D Saurce Desinaton serics patn popliaTo

> [B PingServers (Rule1-2) Hee@g/x==t
» [@ Infrastructure Services (Rule 3) Hee g/ x=zt=t
» [B Management Services (Rule 4) e g/ x==t
v [B BookApplication (Rule5-7) Hee g/ x=r=t
es Allow Librarian Acces 1060 {iP}IP-3T-ACCESS i SG-3T-WEB @HTTR Allow i SG-3T-WEB
©6  WebtoAm 1068 & SG-aTWEB & SC3T-APP @HTTe Alow @ SG-ITWEB

@ SGITAPP
©7  AwwoDs 1067 & SGITAPP @ sGaT08 ZmsaL Alow @ SGITAPP

@ Se3T08
» [E Default Section Layer3 (Rule 8 - 10) ERCK N e

Figure 4.56 Book application NSX DFW rule verification

Build Block Rules

Procedure

First Block Rule Configuration

1. Click on the Add rule (d) icon on the Book Application Section
two times to add the necessary rule instances.

2. Click on the Edit (f) icon for the first rule Name.

3. Add name Block Any to App Log and click Save.

4. Click on the Edit (f) icon for the first rule Destination.

5. Change the Object Type to Security Group and filter on 3T.
6. Addthe SG-3T-ALL Security Group and click OK.

7. Click on the Edit (f) icon for the first rule Action.

8. Change the Action to Block.

9. Click on the Log radio button and click Save.

10. Click on the Edit (f) icon for the first rule Applied To.

1. Uncheck the first check box.

12. Change the Object Type to Security Group and filter on 3T.

13. Select the SG-3T-ALL and click OK.
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Second Block Rule Configuration

1. Click on the Edit (f) icon for the second rule Name.

2. Add name Block App to Any Log and click Save.

3. Click on the Edit (‘f) icon for the second rule Source.

4. Change the Object Type to Security Group and filter on 3T.
5. Add the SG-3T-ALL Security Group and click OK.

6. Click on the Edit (‘f) icon for the second rule Action.

7. Change the Action to Block.

8. Click on the Log radio button and click Save.

9. Click on the Edit (‘f) icon for the second rule Applied To.
10. Uncheck the first check box.

1. Change the Object Type to Security Group and filter on 3T.

12. Select the SG-3T-ALL and click OK.

Once the block configurations are all completed, disable the two new
rules before the Publish of the rules down to the virtual machines.

When complete, the NSX Manager will assign a RulelD for each new
rule created.

@ Last publish operation succeeded 531/17, 2:35:48 PM CDT @
Canarar | Eornet | Parersecury series |
soxoa® %Y
o Nama Rus D Sourn Destston Senion Acten sopieaTs

> [E PingServers Rule1-2) Hee@gsrx==h
» [R Infrastructure Services (Rule 3) e @/ xt= b
» [B Management Services (Rule 4) Hee@gsrx=r=h
v [B BookAppiication (Rule 5-9) e g xzi-h
©5  AllowLibrarian Acces 1080 fiF}IP-sT-ACCESS (f SGITWEB @HTTe Alow (§ SG-aTWEB
@6 webtoAm 1068 9 SG-ITWER (4 SGATAPP [EHTTP Alow (€ SG-3TWEB

(& SC3TAPP
©7  AppoDB 1067 (9 SeaTAPP (9563708 [MysaL Alow (§ SG-aTAPP

@ 563708
©8 | BlockAnyio App 1071 «any @ SG-3TALL ©any Block (f SG-3TALL

Disabled Block Rules

29 BlockAppto Any - 9 SGITALL s - Block @ Se-aTALL
» [B Default Section Layer3 (Rule 10 - 12) He® @/ x sy

Figure 4.57 Book application disable block all rule
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Verify Functionality

Before starting the verification and functionality process, revisit the
requirements for this application.

¢« Allow only Librarian (192.168.0.99) inbound to WebO1 and Web02.

*« Allow only Management (192.168.0.58) inbound to All Servers
via SSH.

« Allow Web0O1 and Web02 to communication with AppO1.
¢ Allow AppO1to communicate with DBOT.

¢« Allow all servers to communicate with any external services
necessary to function.

¢ Block communications between Web01and Web02.

. Block all other communications to any server of the application
unless explicitly defined in the above requirements.

Begin with verification and functionality testing of the infrastructure
services rule against the requirement.

Requirement to meet

¢ Allow all servers to communicate with any external services
necessary to function.

Procedure

1.  Loginto the vSphere Web Client and select Networking and Security.
2. Click on Flow Monitoring.

3. Click on Live Flow.

4. Click on Change... to at a vNIC to monitor.

5. Filter on NTP and add the vNIC for NTP-O1a

6. Click OK.

7. Click Start to begin the monitoring process.
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Mol | Dmoin | FovTe | Puowl | Sowe  1a Sowcorerl Detwien® TSN oy iy [ g e [EE——
1066 N Active UDF 172.16.110.11 123 192.168.0.211 123 %1 761
1065  [IN Active upP 172.16.110.12 123 192.168.0.211 123 hl 761
1065  [IN Active upP 172.16.120.11 123 192.168.0.211 123 ICh 761
1066 N Active UDF 172.16.130.11 123 192.168.0.211 123 %1 761

Figure 4.58 Flow monitoring infrastructure services RulelD verification

v [ Infrastructure Services (Rule 3) ERCK W VA STy §

€3 AllowAcoessto nfia £ SGITALL 9 SGINFRANTP ZINTP Allow £ SGITALL

Figure 4.59 Infrastructure services NSX DFW RulelD verification

The NTP rule now matches on RulelD 1065 and is not being dropped.
This verifies that the requirement is met.

Requirements to meet
¢ Allow only Librarian (192.168.0.99) inbound to WebO1 and Web02.

« Allow only Management (192.168.0.58) inbound to All Servers
via SSH.

¢ Allow WebO1 and Web02 to communication with AppOT1.

Procedure

1.  Log into the vSphere Web Client and select Networking and Security.
2. Click on Flow Monitoring.

3. Click on Live Flow.

4. Click on Change... to at a vNIC to monitor.

5. Filter on Web and add the vNIC for WebO1

6. Click OK.

7. Click Start to begin the monitoring process.




NSXarager | 192.168.0.120 |~

Live Flow will be shown for the selected WNIC. Please select 2 WNIC and press start to see the Iive flows

WNIC: [ Web01 - Network adapter 1 Change. Start

Refresh Rate: [ 5 Seconds 4 190 Now active flows i Flows with state change i Tarminated flows.
Rl Dision | FewTpe | Priesn P N E=ol=mn | epgetin JR——

068 OUT Aciive TCP 724601011 54360 1721612011 B0 FINWAIT2 979 5 9645 Web01 to App01

066 oUT Acive TP 2641011 54379 17e16.420.11 B0 FINWAITZ 5795 5545

065 oUT Acive UoP 72641041 123 1921680211 123 761 761 Web01 to NTP-01a

066 OUT Foive TP TEAAT0H  B4as1 1721642011 B0 FINWAITZ 585 0025

1069 N Actve ToP 192168099 69429 1721611011 80 FINWAITZ 943 12 2424 KB 11

066N Acive TP 192166058 B0BDB 17216101 22 EST 5.45 KB 225 7.61KB[174 SSH 10 Webol |

069N Acive TcP 92166099 59428 17216.110.11 B0 FINWAITZ 644 5 5625 Librarian 1o Webo1 |

066 OUT Acive TP TTEI6AI0T 54376 7A.16.92011 B0 FINWAITZ TIKES W5

1068 OUT Inactve  TCP 721641011 54377 1721612011 80 FINWAITZ 118KB 5 az15

Figure 4.60 Flow monitoring web 1 RulelD verification

8. Repeat the process to monitor Web02.

NSX Manager. [ 192.168.0.120 | +]

Live Flow will be shown for the selected vNIG. Please seleot @ YNIC and press start 1o see the live flows.

VNIC: ‘Web02 - Network adapter 1 Change. Start
Refresh Rate: [55econds [+ | 20 % 191 New activa flows i Flows with state change i Terminated flows
Rid | Dicsion  FowTps | Fooel | S | SoucePet Desman® D | gug gl [ Cogglerp [E——

1068 OUT Aciive TCR 17216.110.12 41663  172.16.120.11 80 FINWAITZ 988 5 10025 Web02 10 Appa1 |
[10es ™ Acive TCR 192168009 69460  172.16.110.12 80 FINWAITZ 503 11 2425KB 11 Librarian to Webo1_|
1066 OUT Acive UDP I7246.110.12 123 1621680211 123 761 761 Web02 to NTP-01a_|
1068 ouT Active TCR 172.16.110.12 41649 172.16.120.11 80 FINWAITZ 1.18KB 6 4216

1068 ouT Active TCR 172.16.110.12 41650 172.16.120.11 80 FINWAITZ 131KB 6 927 6

1066 IN Active TCP 192.168.0.58 60812 172.16.110.12 22 EST 14.68 KB 212 17.50 KB 169 SSH to Web02 ‘
1068 ouT Active TCR 172.16.110.12 41851 172.16.120.11 80 FINWAITZ 979 6 964 65

1068 ouT Active TCR 172.16.110.12 41652 172.16.120.11 80 FINWAITZ 979 6 964 65

1069 N Active TCR 192.168.0.99 59469 172.16.110.12 80 FINWAITZ 644 5 B63 65

Figure 4.61 Flow monitoring web 2 RulelD verification

v [{ Management Services (Rule 4) ER-k N E LY
&4 Allow MGMT Access 1066 {iB} IP_MOMT_ 9 SG-AT-ALL (3 S8H Alow 9 SEAT-ALL
v [ BookApplication (Rule 5 -9) ER-E N ALY
@5 Allow Librarian Acces 1089 {iB} IP-3T-ACC... 9 SG-3T-WEB (3 HTTP Alow 9 SG-AT-WEB

@6 Web to App 1068 9 SG-3T-WEB £§ SG-3T-APP O HTTP Allow 9 8G-3T-WEB

9 SG-AT-APP

Figure 4.62 Management and librarian NSX DFW RulelD verification

Figures 4.74 and 4.75 highlight the following matches, confirming that
the functionality requirements are met:

«  Web-to-app traffic allowed by RulelD 1068

¢ Web servers accessible via SSH through RulelD 1066

¢ Access to both web servers for the Librarian via RulelD 1069.
This verifies that the requirements are met.
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Requirements to meet

« Allow only Management (192.168.0.58) inbound to All Servers
via SSH.

* Allow AppOTto communicate with DBO1.

Procedure

1.  Log into the vSphere Web Client and select Networking and Security.
2. Click on Flow Monitoring.

3. Click on Live Flow.

4. Click on Change... to at a vNIC to monitor.

5. Filter on App and add the vNIC for AppO1

6. Click OK.

7. Click Start to begin the monitoring process.

NSXWarager: [ 1621680120 |~

Live Flow wil be shown for the selected vNIC. Please select @ YNIC and press start to see the live flows.

NIC: [l Appo1- Network adapter 1 Change.. | Siart

Refresh Rate: | 5 Seconds L% 1 New active flows [ Flows with state change [l Terminated flows
Ruos | O | ewtme | el | Sowolr 14 Sowsren| D DS gy gl | Gl G Aspaten ontn

068N Active TcP T726110.11 54383 (1721642011 60 FINWAITZ %275 131KB 5

1068 IN Active TcP 1721611011 54386 1721642011 60 FINWAITZ 10025 %8 5

1068 IN Active TcP 1721611011 54385 1721642011 60 FINWAITZ 964 5 979 5 Web0T o App0t

1068 IN Inactve  TCP 1721611011 54384 1721642011 60 FINWAITZ 964 5 9795

1068 N Active TP 17216.110.11 54382 172.16.420.11 60 FINWAITZ 42156 118KB 5

1068 IN Active TP 1721611012 41685 1721642011 60 FINWAITZ 921 6 131KB 5

1068 IN Active TP 1721611012 41658 1721642011 60 FINWAITZ 10025 %85

1068 IN Acive TcP 172464012 41657 72 i64z6H 60 FINWAITZ 964 5 9795 Web02 to Appot

1068 IN Acive TP 12464042 41686 r2d6dze 80 FINWAITZ 964 5 9795

1068 IN Acive TCP 172464012 41684 7264201 80 FINWAITZ 4215 116 KB 5

067 oUT Adtive TP 2612011 59969 721643611 3306 FINWAITZ 08 655 10

1067 OUT Acive TP 1724642041 59967 72164361 3306 FINWAITZ 662 9 655 10

1067 OUT Inactive  TCP 1724612011 59966 172164301 3306 FINWAIT2 8219 657 10 AppoT o DBO1

1067 OUT Acive TP 1724612011 59968 72164301 3306 FINWAIT2 769 8 657 10

1065 OUT Adtive UDP 1724612011 123 192.168.0211 123 761 761 App01 to NTP-01a

068 N Active TCP 02168058 60816 1721642011 22 EST 71,46 K8 287 Ba.44 KB 231 SSH 10 AppO1

Figure 4.63 Flow monitoring Web to App and App to DB RulelD verification

v [E Management Services (Rule 4) HdCe g /xzz b
23 Allow MGMT Access P IP_MGMT_... & SG-3T-ALL [0 88H Alow £ SG-3T-ALL
v [E BookApplication (Rule  -9) S ey
©5 | AllowLibrerian Acces 1069 fiB} IP-3T-ACC. & SG-3TWEB (@ HTTP Alow & SG-3T-WEB
@6 WebtoAm 2068 £ SGAT-WEB 9 SG-3T-APP. @ HTTP Alow & SG-3T-WEB
& SGaT-ARP
@7 ApwDB 1087 £ SCAT-APP (9563708 (01 MySaL Alow & SG-3T-APP
(9 Sc-3T-08

Figure 4.64 Book application Web, App, and DB RulelD verification



Figures 4.77 and 4.78 highlight the following matches, confirming that
the functionality requirements are met:

«  Web-to-app traffic allowed by RulelD 1068.
« The AppO1 server is accessible via SSH through RulelD 1066.

¢ AppO1to DBO1 connectivity is allowed by RulelD 1067. This verifies
that the requirements are met.

Enable Block Rules

With verification of the allow rules complete, enable the block rules to
verify that the required traffic is properly blocked.

Procedure

1. Loginto the vSphere Web Client and select Networking and Security.
2. Click on Firewall.

3. Expand the Book Application Section.

4. Click on the greyed-out checkmarks on the Block rules to enable.

5. Publish Changes.

NoX Warager [ 1921660120 |~
@ Last pubish operation succeeded 513117, 73105 PM COT =)
((General | Ethernet | Pariner security services
eox==BER %Y
"o Nae rue Souee [ Sonien et ropiesTo
» [B PingServers (Rule1-2) Hee@g/s/x==tk
» [ Infrastructure Services (Rule 3) He+ @/ xzizt
» [B Management Services (Rule 4) Hee g/ x==t
v [B BookApplication (Rule 5 -9) Hee @/ x=r=t
es Allow Librarian Acces 1069 i} IP-3T-ACC. £ SG-3T-WEB alud Allow i SG-3T-WEB
@6 Web 10 App 1068 9 SG3TWEB & SGaT-APP (@ HTTP Alow 9 SG-3TWEB
9 SG-aT-APP
e7 Appto DB G & SGAT-APP 9 SG-3T-0B (2 MysaL Alow & SG-3T-APP
9 sG-3T-0B
es Block Any o App 1071 «any 9 SGAT-ALL wany Block 9 SGaT-ALL
Enabled Block Rules
@9 Block App to Any. 1070 £ SGIT-ALL «any - any Block. 9 SG-3T-ALL

» [B DefaultSection Layer3 (Rule 10-12)

BC* @/ x== k-

Figure 4.65 Book application block all enable verification
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Verify Block

Once the block rules are enabled, verify that the requirements are met
with the block rules.

Requirements to meet
¢ Block communications between WebO1and Web02.

. Block other communications to any server of the application unless
explicitly defined in the above requirements.

Procedure

1. Log into the vSphere Web Client and select Networking and Security.
2. Click on Flow Monitoring.

3. Click on Live Flow.

4. Click on Change... to at a vNIC to monitor.

5. Filter on Web and add the vNIC for WebO1.

Click OK.

Click Start to begin the monitoring process.

NSX Manager: [ 192.168.0.120 |~

Live Flow will be shown for the selected NIC. Please select a vNIC and press start to see the live flows

NIC: [l Web01 - Network adapter 1 Change. stan stop
Refresh Rate: [ 15seconss |+ | e [ New active flows I Flows with state change [ Terminated flows.
Rusld | Drecton | FlowTyps | Proocol SorcelP SorcePat  Desinabnip DO gy S G J——

NSX Manager: 192.168.0.120 |+

Live Flow wil be shown for the selected vNIC. Please selet a wNIC and press start to see the live flows

wNIC: Web02 - Network adapter 1 Change. Start Stop
Refresh Rate: [ 16 seconds \ - % [ New activa flows [ Flows with state change [ Terminated flows.
Ruield Direction Flow Typa. Protocol ‘Source IP Souroe Port Destination IP D“‘m“m State. ‘nwmmg noeeing Quigaing | Oulgaing

Packels Bytes | Packets Agplization Context

Figure 4.66 Flow monitoring Web to Web block verification



Figure 4.66 shows a blocked attempt to SSH from WebO01 to
Web02 and Web02 to WebO1 hitting RulelD 1071.

This verifies the requirement to block connectivity between
WebO1and Web02.

The final verification is to attempting to connect to the Book
Application from the 192.168.0.58 system and to attempt to SSH
to the Book Application servers from 192.168.0.99. The opposite
is explicitly allowed in the ruleset. Figure 4.67 shows the results of
these attempts.

NSX Manager: [ 192.166.0.120 |~

Live Flow will be shown for the selected WNIC. Please select 2 wNIC and press start to see the lve flows

VNIC: [ Web01 - Network adapter 1 Change... | start
Reftesh Rate: (15seconds |~ | % 7 - C L =

192166058 57951 1721641011 22 EST .69 KB 101 7.08 KB 63
NSX Manager. [ 192.168.0.120 |~
Live Flow will be shown for the selected wNIC. Please seleot a¥NIC and press start to see the live flows
WNIC: [fE Web02 - Network adapter 1 Change. Start Stop
Refresh Rate: [6Seconds |+ | % 7 I Now active flows |l Flows with state change i Terminated flows
Dastination Insaming | Incaming Oulgaing | Qulgaing
Rueld  Dieston  FlowType Protocol SoucelP | SoucoPort  DesinatonP | Do Stato ] Eliei s s Aoplication Gantext
1066 IN Active TCP 192168058 6081z 1721641012 22 EST 20.76 KB 301 2194 KB 218

Figure 4.67 Flow monitoring web access block unauthorized verification

Reusing the Flow Monitoring sessions from before, it is shown that
when 192.168.0.58 attempts to connect to WebO01 or Web02, the
connections are blocked by RulelD 1071.

Reusing the same Flow Monitoring sessions for each of the Book
Application servers shows that that the SSH block is working as well.

CHAPTER 4 - VREALIZE NETWORK INSIGHT |

163



164

NSX Manager: | 192.168.0.120 | |

Live Flow will be shown for the selected VNIC. Please select a VNIC and press start to see the live flows

WNIC: Web01 - Network adapter 1 Change. Start Stop
Refresh Rate: [5Seconas |+ | % 7 0 New active flows il Flows with state change | Terminated flows|
Desnaton Incoming | Incoming Ougaing Ouigoing
Rueld | Discion | FlowType Protocal SourcelP | SoucePort | DestinstontP st === o Applcation Canlest
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Figure 4.68 Flow monitoring book application block unauthorized SSH verification

These tests verify that the block rules are working as intended,
stopping all undesired traffic.

Show Application Functional

The final test is to demonstrate that the Book Application is still
functional with these rulesets are in place. Attempt to connect to each
of the Book Application’s web servers from the 192.168.0.99 system.
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This confirms that all requirements have been met, with the Book
Application micro-segmented and still functional.
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Conclusion

Knowledge of where and how to begin micro-
segmentation efforts is key to successfully securing
applications in the software-defined data center.
With a new understanding of the methodologies
and toolsets available to help create a least privilege
environment, an organization can now accomplish
what was nearly impossible with previous toolsets.
Whether building a new infrastructure or augmenting
an existing environment, VMware NSX and its
surrounding toolsets can be used to provide a
highly granular and scalable security solution that
facilitates a least privilege security model.
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The planning of micro-segmentation can be an overwhelming task
because most organizations have tens to thousands of applications
in their data centers. Knowing which applications and how to start
planning for the implementation of a least-privilege, Zero-Trust
security posture with VMware NSX and micro-segmentation is
critical. As we go through VMware NSX Micro-segmentation - Day 2,
we will arm you with the knowledge you need to begin building a
scalable methodology and planning for the applications you are
going to secure. For immediate micro-segmentation needs, we’ll
take a look at VMware Log Insight. We'll cover NSX Application Rule
Manager, which scales up our ability to plan and implement
Distributed Firewall Rulesets. And finally, we’ll look at vRealize
Network Insight, a product that introduces data center scale security
planning and operations. We will compare and contrast when to use
each tool, and demonstrate detailed step-by-step processes for
using them.
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