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Executive summary

In today’s digital world, organizations are under increasing pressure to deliver applications faster while reducing costs. As these applications grow
more complex, it puts stress on IT infrastructure, IT tfeams and processes. To remain competitive, enterprises are modernizing their on-premises
data centers by fransforming IT solutions to be software-defined. This allows in standardization of IT infrastructure to lower capital costs,
eliminate complexity, reduce operating expenses, and gain operational agility.

Hewlett Packard Enterprise offers a variety of solutions for enterprises to build their data center infrastructure and on-premises hybrid cloud.
HPE Composable Rack is the foundation for an open hybrid cloud platform that enables IT to run cloud-native workloads on virtual machines,
containers or on bare metal in the data center. Software-defined automation for HPE Composable Rack that are built on fully programmable HPE
ProLiant servers and HPE Composable Fabric infrastructure enable IT to rapidly scale private cloud environments. HPE Composable Fabric is the
flexible choice for enterprises who needs a scalable fabric infrastructure for their data center infrastructure to build a comprehensive private
cloud solution. HPE Composable Rack solution includes HPE tools that offer a turnkey solution with software-defined automation fo deliver
faster deployment and lifecycle management in just a few clicks.

This Reference Architecture document describes the best practices to deploy VMware Cloud Foundation® (VCF) on HPE Composable Rack
configured with HPE Composable Fabric Manager and HPE OneView server profiles. VCF is an integrated hybrid cloud platform that delivers a
complete set of software-defined services for compute, storage, networking, security, and cloud management for the private and public cloud.
VCF drastically simplifies data center operations by deploying a standardized architecture with an automated approach in using VMware
vRealize Orchestrator® (vRO) to perform HPE Composable Rack firmware upgrades.

Benefits
» End to end solution stack fully tested and validated as per Hewlett Packard Enterprise and VMware Cloud Foundation software firmware
compatibility matrix

 Simplifies management with unique integration for VMware Cloud Foundation and HPE Composable Rack

» New automated server firmware lifecycle management workflows with vRO

» Provides composability with as-a-service experience to customers with HPE GreenlLake

» HPE Point Next customer incubation program enable ‘First Time Right’ approach to accelerate time to value

Target audience: This document is intended for Cloud architects, Chief Technology Officers (CTOs), data center managers, VMware

administrators, and implementation personnel willing to learn more about VCF on HPE Composable Rack. Familiarity with HPE ProLiant servers,
HPE Composable Fabric, HPE OneView, VMware Cloud Foundation, and core virtualization and networking knowledge are expected.

Document purpose: The purpose of this document is to describe best practices to deploy VCF on HPE Composable Rack using HPE
Composable Fabric Manager and HPE OneView for HPE ProLiant servers and its automated firmware update process.

This Reference Architecture is based on the solution built and tested in February 2020.

Solution overview

This Reference Architecture demonstrates best practices for customers building a private cloud solution in an enterprise data center and
deploying business critical applications in a fully secure manner. The solution design is based on VMware Cloud Foundation (VCF) on HPE
Composable Rack. VCF delivers a unified software-defined data center (SDDC) platform integrating VMware vSphere®, VMware vSAN™ storage
(vSAN) and VMware NSX® networking. VCF provides full automation and lifecycle management for all the VMware infrastructure components. In
addition, VCF also delivers VMware vRealize® suite which includes VMware vRealize Automation™, VMware vRealize Orchestrator™ (vRO),
VMware vRealize Suite Lifecycle Manager™ (VRLCM) and VMware vRealize operations™ to provide cloud management and automation
capabilities.

VMware Cloud Foundation software is deployed on HPE Composable Rack, a software-defined infrastructure platform which provides a fluid pool
of compute, storage, and fabric resources. VMware Cloud Foundation on HPE Composable Rack solution is implemented with the following
operations:

* Deploy and configure HPE OneView on the infrastructure vCenter Server

» Deploy and configure HPE Composable Fabric Manger (CFM) on the infrastructure vCenter Server
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o Deploy VMware ESXi on bare-metal, HPE Composable Rack, and HPE ProLiant nodes using iLO Virtual Media
« Deploy Cloud Builder VM on the infrastructure vCenter Server

* Deploy VMware Cloud Foundation management domain, which deploys the vCenter Server, Platform Service Controllers, vSAN, NSX Manager,
NSX Conftrollers, vRealize Log Insight, and SDDC Manager

» Commission ESXi hosts for the VMware Cloud Foundation workload domain
* Deploy VMware Cloud Foundation workload domain through SDDC Manager
o HPE Composable rack hardware firmware management through VMware vRO using HPE OneView plug-in

* Decommission and delete the workload domain through SDDC manager

Figure 1 shows the VMware components of VMware Cloud Foundation solution for HPE Composable Rack.

HPE Composable Rack VMware Cloud Foundation Components

HPE Composable Fabric
Switch

Containers

VMware Cloud Foundation
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HPE ProlLiant Servers ‘ J

VCF Management Domain Components VCF Worklaod Domain Components

[ Management Rasource Pool | l Compute Resource Pool l
m m - B ¥ b M b

wEphore Distributod Switch - g

HPE ProlLiant Servers

EBXi Host 1 ESXi Most 2 ESX) Host 3 ESXI Hoat &

Munagement VEAN Datasiors L — J

HPE ProlLiant Firmware Life Cycle Management

i i HPE ProLiant
@ o HEEOVING Il * Firmware Management

Figure 1. VMware components of VCF solution for HPE Composable Rack

HPE Composable Rack

HPE Composable Rack is the foundation for an open composable hybrid cloud platform that combines the unique capabilities of composability
for your rack-scale environment, enabling IT to deploy new apps and workloads faster (faster deployment of new configurations).

The VCF on HPE Composable Rack solution automate operations and spend less time on management with a secure and cost-effective
approach, so that IT can drive innovation and time-to-market, for the business.
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HPE Composable Rack can be used by organizations to deploy cloud-native applications at rack scale on virtual machines, containers, or bare-
metal in their data center, when combined with cloud software stacks, such as VMware Cloud Foundation. It enables automated IT operations to
deliver apps and services faster and more efficiently, rapid provisioning, and ability to scale infrastructure on-demand (and non-disruptively) and
helps align costs to utilization by leveraging as a Service consumption-based economics.

Figure 2 shows the overview of HPE Composable Rack.

HPE COMPOSABLE RACK

Rack-scale architec th automated deploymen i nfrastructure management for mixed

On-premises cloud foundation for mixed workloads

Software-defined -El'.'ll'lml : _ . : Software-defined fabric:
Bt ormate i 1 f 1 1 1 ¥ Easily scale and automate the
template-driven pro configuration of networking
rransgement with pe within and scross ra
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e T

Intelligent operations:
B NS,

Figure 2. HPE Composable Rack overview

HPE Composable Rack is built on HPE leading industry standard servers with integration between HPE OneView, HPE Composable Fabric and
the SDDC management environment. It offers an integrated composable management experience with HPE ProLiant DL360 Gen10, DL380
Gen10, DL560 Gen10, and HPE Composable Fabric. It includes a new HPE Composable Rack license per server, which grants rights and access
to HPE OneView integration features with the HPE Composable Fabric Manager.
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Figure 3 illustrates the HPE Composable Rack for HPE ProLiant components.
HPE Composable Rack components

HPE F 3180 Switch

1-6 Solution racks*, each with:
« 2 xHPE Composable Fabric FM 3180 Switch
e 1x48x port 1G HPE Aruba switch for HPE Proliant DL iLO out-of-band aggregation
+ 4-40 standard HPE ProLiant DL360/380/560 Gen10 servers
< Dual port 25Gh FlexLOM required in each HPE Proliant DL Servers
e HPE OneView Composable Rack license per server

Plus:

o All recessary network adapter

« HFE ProLiant on-site deployment and proactive care solution support

& HPE Infosight may be optionally used with all HRE Proliznt DL s{No additional fec)

® 1x HPE FM 1005 Composable Fabric Interconnect Maduls included with multiple racks {top of the rack)

HPE Composable Rack

Figure 3. HPE Composable Rack environment

Key features
The template-driven automation is a combination of HPE ProLiant DL servers and HPE Composable Fabric that delivers an enhanced HPE
OneView management experience. See HPE Composable Rack Support Matrix for the supported server details. The features include:

» Provides wire-once, top-of-rack 25G server connectivity with programmatic control and easy rack-to-rack scaling

* HPE ProLiant DL Gen10 Rack Servers support broad configuration flexibility

« Supports VMware, containers, and bare-metal deployment

« Auto-discovery of ProLiant server network connections

» Network connection status and continuous network cable validation

« HPE ProLiant DL Gen10 server profile templates with Fiber Channel connections, network connections, and link aggregation groups
« Simplified network provisioning enabling fast and easy scalability

« Comprehensive host view with visualization of physical and virtual network connections

» Fabric utilization visualization tools and dynamic fabric controls

HPE Composable Fabric

HPE Composable Fabric delivers a software-defined networking fabric purpose-built for workload-driven performance and scale. It is an
integrated component of HPE Composable Rack.

HPE Composable Rack is managed using a combination of HPE OneView and HPE Composable Fabric Manager.

HPE Composable Rack can include up to six redundant pairs of HPE Fabric Module (FM) 3180 Rack connectivity modules (also called HPE
Composable Fabric modules). Each pair can support up to 40 connected HPE ProLiant DL/DX Gen10 servers, thus offering a maximum of 240
servers.
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The HPE Passive Optical Module FM 1006 is required for configurations with more than one redundant pair of HPE FM 3180 rack connectivity
modules.

Solution components

The VCF on HPE Composable Rack solution is tested with the following hardware and software components. For additional component details,
see the VCF 3.9 release notice, https://docs.vmware.com/en/VMware-Cloud-Foundation/3.9/rn/VMware-Cloud-Foundation-39-Release-
Notes.html.

Software
The following softwares was configured for testing the HPE Composable Rack solution.

Table 1. HPE VCF firmware and software matrix

Component Version
__________________________________________________________________________________________________________________|
HPE OneView 5.00.01-0392358

HPE Composable Fabric Manager 51.1-135

HPE ProLiant SPP Bundle 2019.09.0

Note: All the other components firmware versions are based on  (P19473_001_spp-2019.09.0-SPP2019090.2019_0905.39.is0)
the ProLiant SPP version

VMware VRO Appliance 801

VMware Cloud Foundation 3.9 (Click for VCF 3.9 BOM)
VMware ESXi™ Server 6.7 Update 3 (Build: 14320388)
HPE OneView for VMware vRealize orchestrator 13.0.79

HPE OV4VRO plugin 121

Hardware

The following hardware components was used for festing HPE Composable Rack solution.

For additional details on vSAN Ready Nodes, refer VMware Compatibility Guide (VCG) for vSAN and for Cloud Foundation VMware Cloud
Foundation Planning and Preparation Guide.

Table 2. HPE Composable Rack hardware components

Components Description
|
HPE ProLiant DL 360 Gen10 x & 2x Intel Xeon Gold 5118 CPU @ 2.30 Ghz, 12/12 cores

(Management domain node) 384 GB RAM

HPE Eth 10/25 gb 2p 631flr-sfp28 adapter
HPE Smart array controller p408i-a sr Gen10
HPE Smart array E208i-p SR Gen10

HPE 8 GB MicroSD USB kit

400 GB x 4 SSD drive for vSAN

HPE ProLiant DL 380 Gen10 x 4 2x Intel Xeon Silver 4114 CPU @ 2.20 Ghz, 10/10 cores
(Workload domain node) 128 GB RAM
HPE Eth 10/25 Gb 2p 640flr-sfp28 adapter
HPE Smart array controller p408i-a sr Gen10
HPE 12G SAS Expander Card HPE 8 GB MicroSD USB kit
1.92 TB x 10 SSD drive for vSAN
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Components Description
|
Network Components HPE Eth 10/25Gb 2 P 631FLR-SFP28 Embedded ALOM

HPE Ethernet 1Gb 4-port 331i Adapter Embedded LOM

Smart Array Controller HPE Smart Array P408i-a SR Gen10 Embedded RAID HPE Smart Array
E208i-p SR Gen10 PCI-E

Disks 2 x 400 GB SAS SSD Boot Vol

Deployment of VCF on HPE Composable Rack

HPE Composable Rack with VCF is an open, composable hybrid cloud platform that combines the unique capabilities of composability rack-scale
environment. It enables IT to deploy new apps and workloads faster, automate operations, and spend less time on management with a secure
and cost-effective approach. A fully compliant VCF solution on HPE ProLiant Gen10 servers with any published vSAN Ready Node
configurations, delivers all the benefits of infrastructure composability supporting VMware software-defined infrastructure.

Figure 4 describes the workflow of VCF deployment on HPE Composable Rack.

(6101 e Deploy HPE OneView and import ProLiant nodes.
\VELEIElg1s @ Deploy CFM, create fabric and import FM switches.
:llEd=r e Configure CFM to enable OV and vCenter integration packs.

Configure e Create Server profile for management domain nodes using server profile template (SPT)
02 e AV @ Create Server profile for workload domain nodes using server profile template (SPT)

e Deploy ESXi on all management and workload domain nodes

Lol RET LT e Deploy Cloud Builder VM
Bring-up e Download VCF parameter sheet from CBVM

\EN B 2g0e e Fill and upload the VCF parameter sheet in CBVM for VCF management domain which
Domain deploys the SDDC manager, PSC, vCenter Server, NSX manager, NSX controllers
Bring-up e Add vCenter Server to CFM

e Create Network pool for workload domain

e Commission workload domain hosts

e Create workload domain

e Add workload domain vCenter server to CFM

Workload
Domain
Bring-up

Figure 4. VCF deployment workflow on HPE Composable Rack

HPE OneView deployment

HPE OneView is the foundation of software-defined infrastructure. HPE OneView is designed in a way convenient for the people to work and it
simplifies today's complex hybrid IT infrastructure. Through software-defined intelligence, HPE OneView takes a template-driven approach for
deploying, provisioning, updating, and integrating compute, storage, and networking infrastructure.
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HPE OneView is designed with modern standards-based API and help users to develop applications faster through integrations with a broad
ecosystem of third-party management services and fools. HPE OneView supports HPE broad portfolio of servers, storage, and networking
solutions, ensuring the simple and automated management of tfoday’s hybrid infrastructure and for the future. In addition, HPE OneView
integration with a wide selection of partner cloud tools lets the business to manage better from their core to private cloud workloads.

The following are the steps to deploy HPE OneView appliance software.

1. Download the HPE OneView appliance software from OneView portal.

2. Login to the local environment vCenter Server and follow the VM deployment wizards using “Deploy OVF Template” option as shown in
Figure 5.

#¢ Deploy OVF Template 2 m
+ 1 Selectiemplate Selectname and location
Enter a name for the OVF and select a deployment location,
2 Selectname and location
3 Selecta resource Name [HPEOneView-SSH_5 00,00-0400525

Filter | Browse

Select a datacenter or folder
6 Readyio complete
w [ crmgtveenter cedar. dev local

w [In cedar
» [)Discovered virtual machine

Back Next Cancel

Figure 5. HPE OneView OVA deployment
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3. Select the appropriate VCF management network, static IP assignment option and set the IP address for HPE OneView deployment as shown
in Figure 6.

¥@ Deplay OVF Template (2] W
+ 1 Selectiemplate Select networks

Select a destination network for each source network
+ 2 Selectname and location
+~ 3 Selecta resource Soneom Network Destination hetwork
+ 4 Review details VM Network os-management >
v 5 Selectstorage
'l 6 Select networks
+/ T Readyto complete

IP Allocafion Setiings

IP protocol: IPv4 IP allocation: Static - Manual @

Back | Next | Finish Cancel

Figure 6. HPE OneView Management Network selection

4. Once the HPE OneView appliance deployment wizard completed, review the appliance configuration details and click finish as shown in
Figure 7.

## Deploy OVF Tempiate (ZLM
1 Selectiemplate Ready to complete
Review configuration data.
»" 2 Selectname and location
RERN L iactR T e Name HPEONeView-SSH_5 00.00-0400525
W4 Reviw dolai Source VM name HPEOneView-SSH_5.00.00-0400525_RC5
v 5 Selectstorage Download size 19GB
v B Selectnetworks Size on disk 275.0 GB
Resource vef
~ Storage mapping 1
All disks Datastore: vsanDatastore; Format: Thick provision lazy zeroed
~ Network mapping 1
VM Network os-management

 IP allocation settings
IP protocol IPv4

IP allocation Static - Manual

Back Nex ! Finish || Cancel

Figure 7. HPE OneView appliance deployment complete
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5. Once the HPE OneView appliance deployment completed, launch the HPE OneView appliance VM console from the local vCenter server and
sef the IP address to access from the local environment.

6. Once the HPE OneView appliance installation completed, it powers on automatically, open the HPE OneView URL in a web browser and enter
username as Administrator, password as Admin and verify the HPE OneView Ul opens successfully.

€ =5 C A Notsecure | 17222.0.23/¢/login
OneView
Administrator
P —

Figure 8. HPE OneView first time login

7. Once the HPE OneView Ul opens successfully, add all the management domain and workload domain HPE ProLiant servers using HPE iLO
credentials on HPE OneView as shown in Figure 9.

D OneView v

Server Hardware =

+ Add server hardware

Name A Server Name Server Profile Model

@ mgt-T-ilo mgminodelvcfhpe.loc none DL360 Genl10
al

. mgt-2-ilo mgminodeZvcfhpe.loc none DL360 Gen10
al

» magt-3-ilo mgminode3.vcfhpe.loc none DL360 Genl10
al

® mgt-4-ilo mamtnode4vcfhpeloc  none DL360 Genl10

al

Figure 9. Adding HPE ProLiant servers on HPE OneView
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HPE Composable Fabric Manager deployment

HPE Composable Fabric, an integrated component of HPE Composable Rack, delivers a software-defined networking fabric purpose-built for
workload-driven performance and scale. HPE Composable Rack is managed using a combination of HPE OneView and HPE Composable Fabric
Manager.

HPE Composable Rack can include up to six redundant pairs of HPE Fabric Module (FM) 3180 connectivity modules (also called HPE
Composable Fabric modules). Each pair can support up to 40 connected HPE ProLiant DL Gen10 servers, thus offering a maximum of 240
servers.

The HPE Passive Optical Module FM 1006 is required for configurations with more than one redundant pair of HPE FM 3180 rack connectivity
modules.

Download the HPE Composable Fabric Manager (CFM) appliance software from Composable Fabric Manager portal. Login to the local
environment vCenter Server and follow the VM deployment wizards using “Deploy OVF Template” option further. The following are the steps to
deploy HPE Composable Fabric Manager software.

1. Download the HPE Composable Fabric Manager (CFM) appliance software from Composable Fabric Manager portal.

2. Login to the local environment vCenter Server and follow the VM deployment wizards using “Deploy OVF Template” option as shown in
Figure 10.

¥@ Deploy OVF Template 2 b
v 1 Selectemplate Select name and location
Enter a name for the OVF and select a deployment location.
2 Select name and locafion
3 Selecta resource Name ICm‘-posan:eFanru:.'-JIanager-ﬁ 1.1-5668-

4 Review details
Fiiter | Browse

5 Select

Select a datacenter or folder.
5 Readyt

w [} crmgiveenter.cedar.dev local

EIT T

w ) Discovered virtual machine
=

Back Next Cancel

Figure 10. HPE Composable Fabric Manager deployment
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3. Once the VCF management network is selected in the networks option, go to customize template option and fill the necessary appliance
deployment parameter details as shown in Figure 11.

) |

74 Deploy OVF Template e
+ 1 Selectiemplate Customize template
Customize the deployment properties of this software s olution.
+ 2 Selectname and location
v 3 Selecta resource @ Al properties have valid values Shownest..  Collapseall..
+ 4 Review details address on your DNS server. a
~ 5 Acceptlicense agreements |\composable-fabric-manager
v 6 Selectstorage (2) Domain Name Domain name to assign to this VM. For static IP addresses, this domain must resolve on your
v 7 Selectnetworks NS zarwr
|cim.vclhpe.local
9 Readyto complete (3) Primary NTF Server Hostname of IP address of primary NTP server. Leave blank if not using or if NTP senvers are
provided by DHCP
172.22.0.254

(4) Secondary NTP Server Hostname or IP address of secondary NTP server.

. (B) Netwark - Static IP

seftings 5 setlings
(1) IP Address Static IP address 1o assign for this interface. (Note: For all IP address fields, specify as "0.0.0.
to use DHCP)
1172.22.0.49
(2) Network Mask Network mask for this interface
Ier——— i

Back Next Finist Cancel

Figure 11. HPE CFM template customization

4. Once the template customization is completed, verify the configuration details in the ready to complete wizard and complete the deployment
as shown in Figure 12.

¥ Deploy OVF Template e

v 1 Selectiemplate Resdyboompel
Review configuration data
+ 2 Selectname and location

+ 3 Selecta resource

Name ComposableFabricManager-5.1.1-5668-

V' 4 Review detils Source VM name ComposableFabricManager-5.1.1-5668-vsw-63
v 5 Acceptlicense agreements Download size 25GB
+ 6 Selectstorage Size on disk 100.0 GB
+ T Selectnetworks Folder vci
v 8 Customize emplate Resource vef

» Network mapping 1

» |P ailocation seftings IPv4, Static - Manual

(1) Hostname = composable-fabric-manager
(2) Domain Name = cim.vci hpe local

(3) Primary NTP Server = 172.22.0.254

(4) Secondary NTP Server =

(1) IP Address = 172.22.0.49

(2) Network Mask = 255.255.265.0

(3) Default Gateway = 172.22.0.254

(4) Primary Name Server = 172.22.0.1

(5) Secondary Name Server = 0.0.0.0

Use DHCP = False

Properties

Back Next Finish Cancel

Figure 12. Finish the CFM deployment
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5. Once the HPE CFM appliance installation is completed, power on the CFM VM and open the URL in a web browser, and enter username as
Administrator, password as plexxi and verify the HPE Composable Fabric Manager Ul opens successfully as shown in Figure 13.

< C A Notsecure | 172.22.0.42/#/ * 86 0

HPE Composable Fabric

v
':-.}' Remember Me

2020 Hewlett Packard Enterprise Development LP.

Figure 13. HPE Composable Fabric Manager first time login

6. Once HPE Composable Fabric Manager Ul opens successfully, configure the Link Aggregation Group (LAG) for the external uplinks.
7. Once the LAG is configured, add both the composable fabric switches into CFM as shown in Figure 14.

//Composable Fabric Manager  Dashboard  Configuration  Visu

Configuration / System / Fabrics

i858 Fabrics

v e o NN

NP m3180-a ™ roras | HEALTY fm3180-b, fm3180-a

@& DNs
Name * Segmented Health

Figure 14. HPE Composable Fabric Switch adding in CFM

Note
If the Link Aggregation Group (LAG) is not configured for external uplinks, VCF network will not reach from outside the solution. You need to
manually configure LAG in such scenarios.
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8. Once the Composable Fabric Switches are added, HPE OneView needs to be on-boarded into CFM as shown in Figure 15.

/ / Composable Fabric Manager ard  Configuration

— HPE OneView Configuration / Integrations / HPE OneView

v 0 o |

— HPE SimpliVity

Stafus Hast + Username Enabled
@ VMuare Nsxv ° 72220 Administrator Yes

J VMware vSphere

Figure 15. CFM configuration on HPE OneView

For more information about HPE Composable Fabric Manager, refer HPE Composable Fabric Manager Installation and Upgrade Guide

Page 15

9. Once the HPE OneView integrated with CFM, the Logical Switch Group to be created for the Rack Connectivity Module and total number of

switches are automatically detected as shown in Figure 16.
Create Logical Switch Group

Mame CR_LSG

Type Rack Connectivity Maodule

@ Changed: Type 10 "Rack Connectivity M_.. [ Create + | | Cancel

Figure 16. Logical switch group creation on HPE OneView

10. Once the logical switch group is created, the two FM switches to be created out of logical switch group as shown in Figure 17.

Create Logical Switch

Name

Logical_Switch] |

Logical switchgroup ~ CR_LSG X ¢
Switches

switch1  fm3180-a %

Switch2  fm3180-b X C

@ Changed: Switch 2 10 *fm3180-b" | Create + l | Cancel

Figure 17. Logical switch creation on HPE OneView
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Network and server profile template configuration
The HPE Composable Fabric Manager and HPE OneView configured. The network, network sefs, server profile template (SPT) and server profile
(SP) to be created as per the VCF deployment.

Network and network sets should be planned and created in HPE OneView as per VCF for management domain and workload domain. The steps
include:

For more information about the VCF network requirement, refer VMware Cloud Foundation Planning and Preparation Guide.

1. Create VCF networks with VLAN ID for management domain and workload domain as shown in Figure 18.

D OneView

Networks © SDDC-DPortGroup-Mgmit_2000 Overview ~ =
+ Create network
General & Edit
Name " VLAN Type Type Ethernet
] SDDC-DPortGroup- 2000 Ethernet VLAN 2000
Mgmt_2000 . .
Associated with IPv4 none
] SDDC-DPortGroup- 2001  Ethernet subnet ID
vMotion_2001 Associated with IPvé none
® SDDC-DPortGroup- 2002  Ethernet subnet ID
VSAN _2002 Purpose Management
L[] VXLAN_2003 2003  Ethernet
Preferred bandwidth 2.5Gb/s
Maximum bandwidth 10 Gb/s

Figure 18. VCF network creation

2. Once the networks are created, create network sets as shown in Figure 19.

D OneView +

Network Sets 1 CC_Network_Set Overview ~ =

+ Create network set
General

Name A Preferred bandwidth 2.5Gb/s

CC_Network_Set Maximum bandwidth 10 Gb/s
Untagged network SDDC-DPoriGroup-Mgmt 2000
Type Reqular
Used by 4 server profiles

1server profile template

Networks & Edit

SDDC-DPortGroup-... 2000 SDDC-DPortGroup-... 2001 SDDC-DPortGroup-... 2002 VXLAN 2003 2003

Figure 19. VCF network sefs creation
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3. Once the network sets are created, create a server profile template (SPT) and add the two network connections with VCF network sets as
shown in Figure 20.

Edit SPT DL360 Gen101 Firmware -

Firmware

Connections

# Manage connections

Consistency checking Exact match
ID  Name Network Port
1 Uplinkl CC Network Set (network sef) FlexLOM 1:1 4 "
Type Ethernef
MAC address Physical

Link aggregation group ~ None

2 Uplinkz CC Network Set (network set) FlexLOM 1:2 4 x
Type Ethernet
MAC address Physical

Link aggregation group ~ None

Add connection

Figure 20. Server profile template creation

4. Once the server profile template is created, create server profiles for VCF management domain and workload domain nodes as shown in
Figure 21.

D OneView v

Server Profiles 4 © Profile_MXQ91101KV  Overview -~ =
+ Create profile
General >
Name = Description not set
. E;fﬂlefMXQQﬂm Server profile template SPT DL360 Genl0 1
Server hardware mgt-3-ilovcfhpelocal mgmtnode3vcfhpelocal
[ Profile_MxXQ91101 - . .
KX
. Profile_MXQ91101 Connections > SAN Storage >
KZ
L] Profile_MXQ91101 managed manually
LO
2

iLO Settings >

Figure 21. Server profile creation

—
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5. Once all the server profiles are created for VCF management domain and workload domain, HPE OneView push the network configuration to
CFM and creates all the VLAN’s and VLAN groups on both FM switches as shown in Figure 22.

Configuration f Ports [ Ports
Fabric  fm3180-a Switeh | * | im3180-a it Select All
’ - I
v
1ch Port Enabled Link State Type spaad VLAN Native VLAN
fm3180-a (| Yes up Access 25Gbps 2000-2003 2000
fm3180-a 2 Yes up Access 25Gbps 2000-2003 2000
fm3180-a 3 Yes up Access 25Gbps 2000-2003 2000
fm3180-a & Yes up Access 23Gbps 2000-2003 2000

Figure 22. VLAN creation on FM switches

VMware Cloud builder VM (CBVM) deployment

The Cloud Foundation Builder VM is a one-time use VM which deploys and configures the VCF management domain and transfers inventory and
control to SDDC Manager. During the VCF deployment process, the Cloud Foundation Builder VM validates network information provided in the
deployment parameter spreadsheet. After the management domain is up and the SDDC Manager is running, the Cloud Foundation Builder VM
must be powered off and archived.

The following are the steps to deploy VMware Cloud builder.

1. Download the Cloud Builder VM to the local environment vCenter Server and follow the VM deployment wizards using “Deploy OVF
Template” option as shown in Figure 23.

¥¢ Deploy OVF Template 2l M
1 Selectiemplate Selectname and location
Enter a name for the OVF and select a deployment location.
2 Selectname and location
¥ THBEE OO Name [Viware-Cloug-Builder-2 2 0.0-14866160

4 Review details —
Filter | Browse ‘

5 Selectstorage
Select a datacenter or folder

& Readyto complete
~ [T} ermgtvcenter cedar devlocal

Back Next Cancel

Figure 23. VMware Cloud builder deployment
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2. Once the VCF management network selected in the networks option, go fo customize template option and fill the necessary appliance
deployment parameter details as shown in Figure 24 and Figure 25.

¥¢l Deploy OVF Template

Customize femplate
Customize the deployment properties of this software solution.

+ 1 Selecttemplate
" 2 Selectname and location

3 Selecta resource @ Al properties have valid values Show next Collapse all

4 Review details Example: P@ssword123! .

Frirpesnere
contmpszsnord

Enter & username for the default Admin account. Example: admin

5 Acceptlicense agreements

6 Selectstorage

LS S SR

7 Select networks

& Customize emplate

9 Readyio complete

Admin Username

|admin

DMNS Domain Mame Enter the domain name for this virtual appliance. Example: rainpole.local

|cb.vc:f.hpe.|uca|

DMS Domain Search Paths Enter the domain name search paths for this virtual appliance (comma separated). Example:

rainpole.local, sfo01.rainpole local

|\.rcf. hpe.local

DMNS Servers Enter the DNS servers for this virtual appliance (comma separated). WARMNING: Do not specif

more than two entries otherwise no configuration will be set.
|1?2 22.01

Default Gateway Enter a default gateway for the interface of this virtual appliance.

|1?2 22.0.254 .

Back Next : Cancel

Figure 24. VMWare CBVM customize template details

#¢1 Deploy OVF Template

Ready to complete
Review configuration data.

1 Selecttemplate
2 Selectname and location

J Selecta resource

4 Review details

v
v
v
v
~ 5 Acceptlicense agreements
v
v
v
v

Name

Source VM name

VMware-Cloud-Builder-2.2.0.0-14866160
VMware-Cloud-Builder-2.2.0.0-14866160_0OVF10

Download size 10.4 GB
6 Selectstorage Size on disk 350.0 GB
T Select networks Folder vef
& Customize template Resource vef
» Storage mapping 1
+ Network mapping 1

-

IP allocation settings

Properties

Figure 25. Complete the VMware CBVM deployment

—

|Pv4, Static - Manual

Admin Usemname = admin

DMS Domain Name = ch vcf hpe local
DMS Domain Search Paths = vcf hpe local
DNS Servers = 172.22.0.1

Default Gateway = 172.22.0.254
Deployment Architecture = vcf

Hostname = vb

NTP Servers = 172.22.0.254

Network 1 IP Address = 172.22.0.48
MNetwork 1 Subnet Mask = 255.255.255.0

Back

Finish

Cancel
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3. Once the Cloud Builder VM deployed, power on the CBVM and open the URL in a web browser and verify the CBVM Ul opens successfully.

€& > C A Notsecure | 172.22.0.47/login

VMware®
““ Cloud Foundation ™

A

Figure 26. VMware CBVM login screen

For more information about VMware Cloud Builder VM, refer Deploy Cloud Foundation Builder VM section.

VCF Management Domain deployment
The management domain is a special purpose workload domain dedicated to infrastructure and management tasks.

During bring-up, the management domain is automatically created on four nodes vVSAN cluster on the first rack in a Cloud Foundation system. It
contains the following management components:

+ SDDC Manager

¢ vCenfer Server

o vCenter Server and Platform Services Controllers
* vRealize Log Insight™

* NSX Manager™

« NSX Conftrollers
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Figure 27 shows the components of the VCF management domain.

1 1
1 1
i Management Resource Pool Compute Resource Fool |
i i
i I
: Platform Services SDDC Manager :
' Controllers Control W 1
i Log Insight !
: Cluster :
! C . MNSX SDDC Manager !
vCanter Server o =
I Manager Utility VM I
1 1

vaphere Distributed Switch

fitch (DFEW, DLR, WTEP)

ESXi Host 1 ESXi Host 2 ESXi Host 3 ESXi Host 4

Management WSAN Datastora

Figure 27. VCF management domain components

For more information about VMware Cloud Foundation management domain, refer VMware Cloud Foundation management domain document.

VMware SDDC Manager Bring-up process

1. Once the Cloud Builder VM deployment is completed, login to cloud builder Ul page and make sure all the bring-up checklist criteria’s are
verified as shown in Figure 28.

VMware Cloud Foundation Pre-bring-up Steps

First run setup for Viware Cloud Foundaton
Bring-up Checklist

Ensure the following criténa are met befare bring-up & DOWNLOAD & PRINT

d {Rasthame-1a-1P). and revierss (i

met K AGaregation tecnr

WTEF, ang vSAN are creates and tageed 1o

B3 Jumbo Frames (MTU 9000] are recommended on i VLANS. A1 & mremum, MTU of 1600 i required on the N5X VTEP VLAN end to end through your envirenment

Figure 28. CBVM Bring-up checklist

—
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2. After the VCF bring-up checklist is verified, download the bring-up parameter sheet from CBVM. Fill all the mandatory fields and upload as
shown in Figure 29.

Configuration File
Based Bring-up

Configuration File

Dewnload the configuration file and enter the required information
Then upload the Hie

DOWNLOAD DEPLOYMENT PARAMETER SHEET

Accepted file types: xlsx. json

UPLOAD

Figure 29. CBVM bring-up parameter sheet upload

3. After the VCF bring-up parameter sheet is uploaded and verified, CBVM configuration file validation process happens as shown in Figure 30.

Configuration File Validation

Validates data provided In the configuration file

| _J Configuration file validation in progress Cancel

Validation Report { DOWNLOAD 3 PRINT

ot Validation ltems Status
5/31/19. 333 AM Metwork ip Pools © Success i
Cloud Builder Readiness @ Success
License Key Format © Success
[ESXi Host Readiness @) Success
Time Synchronization @ Success
Host and IP DNS records ) Success
Network Configuration (@ Success
Network Connectivity @ Success

Figure 30. CBVM configuration file validation

4. Once the CBVM validation completed successfully, click “Begin Bring-Up" to deploy the SDDC manager bring-up. During the bring-up
process, the following tasks are completed.

o VMware Platform Service Controller (PSC)

—
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* VMware vCenter Server
¢ VMware vSAN
o VMware vRealize Log Insight

¢ VMware NSX components.

5. Once the SDDC manager bring-up process is successful, now login to SDDC manager. Click on the URL https://<SDDC_manager_fqdn>.

vm Cloud Foundation ™

Bringing Up the SDDC

DC Bn it 2619, 702 AM. O ks 1 = ] Star

Tasks End Time Staty

Generate ESXI Host vEAN Deduplication input Data ) Success
Gerrate ESXI Host vSAN Ceduplication Ingy 51303 AM @ succe

Generate BSXI HOSt Input Data (@) Success
Generate ESKI Host Input Data P 51303 AM I=

Brepare £5X1 Hosts for VSAN with Dedupscation @ Success
Propare ESXi Hosts for vSAN wit 814708 AM

Enabie vSAN Deduplication foe the First Host
Enabile vSAN Deduplication for the Firs 51423 AM

Create "VM Network' Bortgroup on E5X1 Hosts (@ Success -

Figure 31. SDDC Manger Bring-up

6. Verify the dashboard view as shown in Figure 32.

o
e SDDC Manager Dashboard [ vomion o - | commsmonronrs |
Inventory v (D To view avalable Udates. Aithorize My MMware Account
1 TR
2 Workload Domalns CPU, Memery, Storage Usage Recent tasks
=l Repository » G 3
PR 2 _
) Admanistration “ i D o 1 ™ .

Heost Type and Usage

Top Domains in allocated CPU Usage
I
Memaory

Usage t [=—]

Host Types

Top Domans n allocaled Memory Usage

Figure 32. SDDC Manger dashboard
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7. Once the management domain is deployed and SDDC manager Ul opens successfully, the management domain vCenter Server needs to be
added into the CFM for vSAN fraffic isolation and CFM management on vCenter server using CFM vCenter server plug-in.

/ /Composable Fabric Manager  pDachbo Configuration
, 'HPE OneView Configuration / Integrations [ VMware vSphere
Voo
HPE SimpliVity

Isolate vSAN Network

Status Host Username Enabled Provisioning Traffic

o VMware NSX-V

J VMware vSphere
® [ conmecten ] 17222018 administrator@vsphereloca  Yes No

Figure 33. Management domain vCenter server integration for CFM

8. Once the management domain vCenter server is integrated info CFM, edit the VMware vSphere configuration and enable Isolate vSAN
Network option as shown in Figure 34.

(] VMware vSphere ®

@ Host @ Composable Fabris © vSphere & Summary

Configure how the VMware vSphere configuration will interact with the Composable Fabric Manager

B bolate vSAN Network Traffic

Figure 34. Isolate VSAN fraffic on VMware vSphere

VCF Workload Domain deployment

The VCF workload domain can be either VI or VDI or PKS and are created on-demand by Cloud Foundation administrators. A compute workload
is provisioned on a VSAN with a minimum of three hosts. Each workload domain is created according to user specified size, performance, and
availability. A Cloud administrator can create one workload domain for test workloads that have balanced performance and low availability
requirements, while creating a separate workload domain for production workloads requiring high availability and high-performance.

Start the VI Configuration wizard
Before starting to commission the workload domain nodes on SDDC manager, all the hosts should be deployed and configured with ESXi as per
the VCF software matrix.
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The following steps must be performed before workload domain creation:

1. Hosts should be deployed with ESXi as per the VCF recipe, and configuration to be done as per the VCF workload domain checklist

2. Network Pools must be configured for workload domain as shown in Figure 35.

vm Cloud Foundation

« Edit Network Pool

¢# Dashboard = : )
Edit Network Pool Details
& Inventory v
@ Workload Domains Metwork Pool Name gmt-net
[ Hosts VSAN NFS vMotion
Network Type (@ - e
= Repository >
{8 Administration v
& Network Settings ) :
vMotion Network Information vSAN Network Information
E3 Licensing
. VLANID 2007 VLAN ID 2002
& Users
MTU 9000 MTU 9000
3 Repository Settings Network 172.22.1.0 Network 1722220
- i Subnet Mask 255.255.255.0 Subnet Mask 255.255.255.0
# Composable Infrast.. )
Default Gateway 172.221254 Default Gg, gWay 172222 254
@& vRealize Suite
& Security Included IP Address Ranges Included IP Address Ranges
&y Backup Configurati.
=) e P - 17222110 To 172221104 1722221 To 172222104
%, VMware CEIP
172.22.1160 To172.221165 172.22.2160 Te 172222165

Developer Center

Figure 35. Workload domain network pool creation

3. ESXi hosts must be commissioned into SDDC manager. Commission all the workload domain ESXi hosts using Hosts fab in SDDC manager as
shown in Figure 36.

vm Cloud Found

comas . Hosts 1

&% Inventory v

CPU 397 GHx Tou Hosts o5t Tob Memary

e positony

) Administration w

Users FOON v Hast P v Network Prs . Configurntion Status ¥ Mot State

o y Active i 4 = A
2 7 A ﬂ}c [ ] A
D 7 Active I o] Al F

Figure 36. Commission workload domain network

—
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4. Add and validate workload domain host details after the Host Addition and Validation window is launched as shown in Figure 37.

Commission Hosts

Host Addition and Validation @ X
W AuU e o R
1 Host Addition and Validation
Host FQDN e

2 Review

Storage Type () vsSAN () NFS () VMFS on FC

Network Pool Name Select pool name

User Nams

Password @

Hosts Added

Confirm fingerprint (click to @ ). and then validate hosts before proceeding to commission

@ Hosts added successfully. Add more or confirm fingerprint and validate host X

===
(] rooN Network Pool IP Address © Confirm Fingerprint Validation Status

(J  widolvei hpelocal mgmt- 172220160 (© Not Validated
- networkpaal (D) @ sazsersruon

4PLX0lzLbFoNaga
BGVOK5PgsbgiNU
TXIVhDk

1 1hosts

CANCEL

Figure 37. Add and validate workload domain

5. Once the workload domain hosts are commissioned successfully, all the hosts are available in the SDDC manager hosts list with un-assigned
status as shown in Figure 38.

..... R - ey [ e
s 1 e Active AGMT 20% @ Hybri
01mOtesx03 vef ne Active MGMT rl 0 2 6% Hybri
sfo0ImOlesx04.vcl.ne Active 6% @ H
wOle: ne Active Unassigned - 0% 2% | Hybrid
sfa0TwOle: & Active Jnassigned - 0 Hybrid
ClesxO & Active nas o 2 Hyk

Figure 38. Un-assigned workload domain hosts

6. Go to the workload domain tab under SDDC manager and start deploying workload VI infrastructure.

7. Select vSAN to configure workload domain and go through the workload domain deployment wizard further.

—
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8. Once the workload domain deployment is friggered, current deployment status notification is displayed on the “Tasks” list in the SDDC
manager.

9. Click “View Task Status” to view the workload domain creation tasks and sub tasks and if the deployment fails, task can be re-run after the
issue is fixed.

Cloud Foundation

Figure 39. Workload domain deployment status

10. Once the workload domain is deployed, the workload domain vCenter Server needs to be added into the CFM for vSAN traffic isolation and
CFM workload domain on vCenter server using CFM vCenter server plug-in.

//ComposabfeFabricManager Dashboard  Configuration  Visualizat

" Configuration i | VMware vSphere
HPE OneView antiguration [ Integrations | VMware vSphen

2 HPE SimpliVity

o WMware NSX-

_'] VMware vSphere

O 17222008 administrator@vspheredoca  Yes Yes
|
whkedmO1-veOlveLhpelocal administrator@vsphereloca  Yes Yes

Figure 40. Workload domain vCenter server integration for CFM

Firmware update using VMware vRealize Orchestrator (VRO)

VMware vRealize Orchestrator (vRO) is a powerful automation tool designed to streamline tasks and remediation actions whilst integrating with
third-party IT operations software. HPE is leveraging vRealize Orchestrator to automate and deliver firmware and driver updates for HPE servers
within a VCF environment. Prior o the integration of the workflows, HPE Integrated Smart Update Tool (iSUT) should be installed on each of the
VCF management and workload domain nodes.

The HPE Smart Update Tool (SUT) is a SUM extension that enables HPE OneView and HPE iLO Amplifier Pack to stage, schedule, and apply
updates automatically to reduce IT operations. The SUT is an operating system (OS) ufility that provides the ability to perform online firmware
and/or driver updates via the HPE iLO management network without the need for ESXi hosts credentials.

—
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HPE OneView for VMware vRealize Orchestrator (OV4vRO) plug-in installed on vRO to automate the firmware deployment for HPE ProLiant DL
servers. OV4VVRO provides workflows for creating connections, management instances to HPE OneView appliances. The vRO workflows in the
plug-in communicate with HPE OneView using a management instance. A management instance communicates with HPE OneView through its
REST API over SSL. You can configure a management instance with a username, password, and an optional domain. All workflow processes are
executed using these HPE OneView credentials.

The VCF management domain nodes and workload domain nodes firmware is updated using vRO workflow and OV4vRO plug-in.

For more information about VRO deployment, refer Installing and Configuring VMware vRealize Orchestrator guide.

Once the vRealize Orchestrator is deployed successfully, open the vRO Ul URL and confirm.

€ VMware vRealize Orchestrator X {J VMware vRealize Orchestrator x +

C A MNotsecure | vrovchhpe.local:8283/vco-con

vm VMware vRealize Orchestrator

Manage
24 = = ¢
Host Settings Configure Licensing Certificates  Export/Import Advanced Orchestrator Validate
Authentication Configuration  Options Cluster Configuration
Provider M: ement

Menitor and Control

o — —
¢ A = =
Runtime Troubleshooting  System Extension
Metrics Properties Properties

Log

? @ @

B

Figure 41. VMware vRO dashboard

Now HPE OneView plug-in for vRO needs to be installed on vRO, the OV4VRO can be downloaded from HPE software depot and needs to be
uploaded to VRO as shown in Figure 42.

€J VMware vRealize Orchestrator X (J VMware vRealize Orchestrator C X 4+

& C AN cure | vrowcf.hpe.local:8 ge

vm VMware vRealize Orchestrator

Manage Plug-lns

Install a new plug-in or manage already installed plug-ins. The preferred plug-in installation file format is VMOAPP, but plug-ins can also be installed as .DAR files.

When 'DEFAULT' logging level is selected for a specific plug-in the log level is inherited from the log level set in Configure Logs page.

| BROWSE ‘ UPLOAD
L X

Plug-in Logging level

[ A 30910953259

Figure 42. HPE OneView plug-in upload
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Configure the vRO clients for the workflows
1. To Configure vRO client go to Configuration -> Add HPE OneView Management Instance and then Click Start Workflow icon. Enter HPE
OneView details to connect to the HPE OneView to VRO as shown in Figure 43.

T®cscars

@ B E F8 General | Inputs  Oufputs  Schema  Presenfation Parameters References  WorklowTokens  Events
v L-J Administrator @ vro.vcf hpe local 1
v EdLibrary (o () Start Workflow : Add a OneView Management Instance X
» CJamaP -
Name Add a OneVie HPE OneView Credentials
> CDAMOP Samples # HPE OneView Management Instance Name
» [ configuration ID 71940Md-8d50 -
» [ Dynamic Types oneviewvethpe local
¥ CJHPE OneView Version 1.3
» [ciusters D #* HPE OneView Management Instance IP or Hostname
i Workflow icon
¥ [ Configuration 17222021
Owner Check signa
L] Remove a OneView Hanagement nstanc % HPE OneView Management Instance Username
D Update a OneView Management Instance] N
> ElHypervisors User permissions ~ View conte| administrator
» [ Server Hardware
Senver restart behavior Do not resum|
» [ tiities 2 d # HPE OneView Management Instance Password
> COHTTP-REST TR o (e N [
» CJHTTP-REST Samples Resume from failed behavior  System defau
» [uosc
Global tags HPI Wik i
» [JLocking E OneView Domain Name
» Cmail Usertags |
> :C‘M‘ﬂms‘m Configures Or¢
» [ Orchestrator Do you want to ignore cerfificate warnings? If you select yes, the OneView instance certificate
» [ Powershell is accepted silently and the certificate is added to the trust store
» s = YS O Mo
» [ SNMP Samples Description
» [Osoap
» OsaL
» [ssH
» [ Support
» [ Tagging
" g VAFI ~ Aftributes
> wCenter —— V(.
» [ vRealize Automation X < b @ LﬂJ MJ L
N, =

Figure 43. HPE OneView configuration

2. Once the HPE OneView configuration is completed on vRO configuration tab, add the VCF workload domain vCenter server for firmware
updates using VRO workflow as shown in Figure 44.

I . S __———————————r—

. (CLoR RCR=
m [;é ¢ E ,_' General | Inputs  Quiputs  Schema F F Workfiow Tokens  Events
ek 3T FET U T a B
» [Thutities b
» CZIHTTP-REST » L) Start Workflow : Add a vCenter Server instance x
> CIHITP REST Samples MName Add avCanter 1 Set the vCenter Server ..
[=Fe: P or host name of the vOerer Server instance 1o sdd
» E3lLocing D 1246b705-fe894 2 Set the connection prope... ‘ e
=L 3 Additional Endpoints bilcikes
» G Microsott Version .
+ B Orchestrator — # HTTPS port of he wCenter Server insiance
- Workflow ieon L)
» [ Power Shal . 443
» Qs Ownar l Chack signa|
» 158 Samples — # Location of the SOI that you use to connect to the wCenter Server nstance
» Elsoar Usar permissions View conts F
» sl sk
» s 8 start beh ST
» Bl naist S el il you archestrate ths nstance?
| > i Tagaing Resume from falled behavor | Syster deta @ Yes ) No
» Edvam
¥ [ vCener Global tags Do you want 1o ignore cerificate wamngs? If you sslect Ves, the vCenter Server instance
» ) Baich cerificate is accepted silently and the certificate is addad to the trusted store
» [ Cluster and Compute resaurce ewrbags q}\‘ss ® Mo
¥ [ Canfiguration Configuies Org
-
List ihe vCenter Orchesiraior extersio
g Feegister wCentar Orchestrator as a vC
B Romave a vCenter Server nstance Description
Uinvegistar 3 yCentsr Sacver axtansior
Update a wCenter Server nstance
» [ Custom strintes
* [ patacenter
* [ Datastore and flles
» [ Folder manapamert - Afibutes
» (3 Guoet operations St - — e
y Cancsl Back Nexd bt
* [} Hast management Xxal l—] l—J il

Figure 44. Workload domain vCenter server configuration
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3. Navigate o HPE OneView -> Clusters -> Update Cluster Firmware. Click Start Workflows and select the vCenter cluster on which the HPE
ProLiant DL host firmware would be upgraded.

4. The update version of the SPP to be uploaded to HPE OneView as per the HPE VCF firmware and software matrix section mentioned, then
create a VRO workflow with uploaded version of SPP under HPE OneView cluster tab and trigger the firmware update task as shown in
Figure 45.

» ] aMcp
» [ AMOP Samples
» [ Configuration -
» oyname Types
v ?_QH:E One\iew General Variables | Logs
¥ [ Clusters
[7) Activats Chustes frmware Pending Reboct 1/ X @B v

¥ [ Uptate Chster femwane —

| e e e

v Update Chuster frmware (1714720

Messages
[2020.04.45 47064 4787] (1] wic-1.da vef bpe local - Applying neiw baseine Service Pack for Proliant . 2015120

AL 2020 0115 17:06:1,188] 1 St Ut Toois mode s AuteDeploy
L] upaste Custer trom Tenpiate [2020.04-45 AT:06:A47191) I OreView Server and fimware bundis vabdsion Successhu
» CConfiguratien [2020-01.15 17:06:45.421] [1] Frmware Update for Host. widnode! et hpe local, Server. wid-1.-Bo.vct hpe Jocal ntiated, The instal state can be chebed in the One'View Server Frofie
+ [l Hypervisors [78240-24-15 17-06:45. 438 ] [1] wd-3-80 vef hpe local - Applying new Laseline Service Pack for Proliant - 2019120

[2020-01-15 17:06:45.841] [1] Smart Update Tooks moda is AuteDeploy

¥ (1 Server Hardware
[P0P0-01-15 17-06:45.847] [1] Ore'view Server and frmware bunde validation Successful

—» Ll inities [2020-01-15 17:07:15.759] 1] Frmware Update for Host widnode vef hpe Jocal, Server. wio-3-k.vef hpe Jocal Intisted, The instal state can b cheked In the OneView Server Frofie
¥ LIHTTP-REST [2020-04-45 17:07:16.083] (1] wid-4-da vcf hpe local - Appiying new baseine Service Pack for Prolint - 2018120

» [CJHTTP-REST Samples [2020-01-15 11:07:15.095] (1] Smert Upciate Tooks mode is AuteDeploy
(] [2020-04-15 17-07:46.087] [1] CreView Server and frmware bundie validation Successful
[2020 0115 17:08:16,657] [1] Frmweare Update for Host: widnoded vef hpe local, Server. wid 4o vol hpe Jocal Intisted, The instal state can b= chebed in the One'View Server Frofle

Figure 45. vRO workflow for VCF workload domain

5. Once the firmware update is complete, HPE ProLiant iLO shows the new firmware version for all the system components and the updated
status displayed on HPE ProLiant iLO as shown in Figure 46.

iLO5 .
Firmware Update
2.100ct 30 2019 ° =
Completed.
R&D Server
Information
System Information Firmware & OS Software - Installed Firmware (
Firmware & OS Software
iLO Federation Firmware Software Maintenance Windows iLO Repository Install Sets Installation Queue
Remote Console & Media
Power & Thermal . :
Firmware Name Firmware Version Location
Performance
iLO5 2.10 Oct 30 2019 System Board
iLO Dedicated Network Port
System ROM U30v2.22 (11/13/2019) System Board
iLO Shared Network Port )
Intelligent Platform Abstraction Data 9.11.0 Build 39 System Board
Remote Support System Programmable Logic Device Ox2A System Board
Adminisiration Power Management Controller Firmware 1.0.7 System Board
Security Innovatien Engine (IE) Firmware 0.21.2 System Board
Management Server Platform Services (SPS) Firmware 4.1.4.339 System Board
Intelligent Provisioning Smart Storage Energy Pack 0.60 Energy Pack 1
HPE OneView Redundant System ROM U30v2.10 (05/21/2019) System Board
Intelligent Provisioning 3.20.154 System Board
Power Management Controller FW Bootloader 11 System Board
HPE Eth 10/25Gb 2p 640FLR-5FP28 Adptr 14.26.1040 Embedded ALOM
HPE Smart Array P408i-a SR Gen10 2.62 Embedded RAID
Embedded Video Controller 2.5 Embedded Device

Figure 46. VVCF workload domain firmware deployment

Note
VMware VRO workflow will not update operating system driver’s firmware. It will update only the hardware firmware.

—


http://www.hpe.com

Reference Architecture Page 31

Summary

This solution can be effectively used to rapidly deploy VCF on HPE Composable Rack using automated workflows from vRealize
Orchestrator/Automation. This solution also supports firmware life cycle management using VMware vRO. The following use cases were
validated in this VCF on HPE Composable Rack solution:

» VCF management domain creation and deployment of SDDC Manager

» VCF workload domain commission and deployment through SDDC Manager
 Scale out workload domain through SDDC Manager

« Decommission and delete the workload domain through SDDC manager

» Upgrade the firmware on the HPE Composable Rack using VMware vRO
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Resources and additional links

HPE Enterprise Support, https://www.hpe.com/in/en/contact-hpe.html

HPE Information Library, https://techlibrary.hpe.com/us/en/enterprise/servers/solutions/info-library/index.aspx#.Xk5bgWgzaMo

HPE Reference Architectures, HPE Reference Architectures

HPE Servers, hpe.com/servers
HPE Storage, hpe.com/storage

HPE Networking, hpe.com/networking

HPE Technology Consulting Services, hpe.com/us/en/services/consulting.html

VMware Cloud Foundation 3.9, https://docs.vmware.com/en/VMware-Cloud-Foundation/3.9/rn/VMware-Cloud-Foundation-39-Release-

Notes.html

VMware vRealize Orchestrator, https://docs.vmware.com/en/vRealize-Orchestrator/
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