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Traditional Infrastructure Challenges
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Traditional Infrastructure Challenges

Here are some of the challenges faced by many 

businesses in their environment today:

 New applications requirements

 Hypervisors sharing computing ressources 
between application and infrastructure (compute, 
storage, network…)

 Relying on traditional NIC for networking and 
security services affects the performance of 
applications

 Inadequate isolation between provider and tenant 

in multitenant environments based on bare-metal 

clouds

Today’s challenges
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At VMworld 2020, we have announced a new partnership with Nvidia and introduced Project 

Monterey.

Our goal is to help you face all these challenges, re-invent the virtual infrastructure, and 

accelerate and better secure your workloads.

Traditional Infrastructure Challenges
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Explore the Future with SmartNICs
What is a SmartNIC

A SmartNIC or DPU (Data Processor Unit) is a high-performance network adapter that 

incorporates advanced processing capabilities to offload computing resources from a bare-

metal server.

This includes also programmable feature optimizing and accelerating network communication 

within data centers.
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Explore the Future with SmartNICs
Supported DPU Vendors with NSX

BlueField
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Use Cases and NSX 
Supported Features with 
SmartNICs
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Security services offloading for a better performance

Enhanced observability requirements

Applications with high network bandwidth demand and low latency

12

Use Cases and NSX Supported Features with SmartNICs
Use Cases with SmartNICs or DPUs in NSX

DPU-based acceleration has the following use cases:
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NSX Supported Features with SmartNICs

NSX 4.0.1 supports the following features with SmartNICs/DPUs:

 Networking
o Overlay and VLAN based segments

o Distributed IPv4 and IPv6 routing

o NIC teaming across the SmartNIC / DPU 
ports

 Security (Tech Preview)

o Distributed IDS/IPS

o Distributed Firewall

 Visibility and Operations

o Traceflow

o IPFIX

o Packet Capture

o Port Mirroring

o Statistics

 Supported DPU Vendors

o NVIDIA Bluefield-2 (25Gb models only) –
(UPT - Tech Preview)

o AMD Pensando (25Gb and 100Gb models)

Use Cases and NSX Supported Features with SmartNICs
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DPUs Architecture in NSX
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DPUs Architecture in NSX
Architecture Changes with DPUs

DPU-based architecture includes the following 
changes:

• NSX and Infrastructure services, such as 
storage and I/O control, are offloaded to the 
DPU's processor.

• ESXi and NSX instances run directly in the 
DPUs.

Today

Today’s architecture includes the following:

• ESXi, NSX, Storage and other and Infrastructure 
services through standard NICs using CPU cycle of 
the host.

Today
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DPUs Architecture in NSX
Next-Gen Infrastructure with SmartNICs

DPUs offer the following advantages:

• Dedicated computing resources and hardware 
acceleration

• Full datapath offloading to achieve high 
throughput and low latency

• Security services enabled in the DPU without 
performance impact

• Enhanced observability and operations 
capabilities for monitoring, troubleshooting, 
logging, and compliance

• Isolation between tenant and provider both on 
ESXi and bare-metal platforms (available in 
future releases)

ESXi Host

Security Isolation

Next Generation with DPUs

SmartNIC/DPU NSX Network and Security Services
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DPUs Architecture in NSX

ESXi
UPTv2 VF

(Passthrough Mode)
UPTv2 VF

(Passthrough Mode)

DPU CPUs
Control Plane

DPU
DPU HW
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HW Table Miss

HW Table Update Slow Path and Software Fast PathFast Path

Edge Node-1

VMXNET3
UPTv2 vNIC

UPT Mode
Enabled

Edge Node-2

VMXNET3
UPTv2 vNIC

UPT Mode
Enabled

DPU Network Offloading for VM Edge Node
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DPUs Architecture in NSX
DPU Properties for NSX/vSphere

UPTv2 (Passthrough)

 Near zero CPU Consumption 

 Complete Guest Memory Reservation

 Requires VMware Tools for ESXi 8.x 
minimum

 High Performance, Low Latency Data Path

Default 

 Higher CPU footprint than UPTv2

 No Guest Memory Reservation

 No driver dependencies on GuestOS

 Performance accelerated by HW in DPU
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DPUs Architecture in NSX
Switching Modes Compatibility

VDS Operational Modes Compatibility

Standard VDS Not supported for DPU Offload

Enhanced Data Path – Standard Supported for DPU Offload and Acceleration

Enhanced Data Path – Performance Supported for DPU Offload and Acceleration
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DPUs Architecture in NSX
VM Modes Compatibility

VM Operational Modes Compatibility

Default Mode

DPU Based Mode, vNIC passthrough Disabled, 
Some ESXi CPU usage networking stack is 
offloaded to the DPU
Available with ESXi 8.x (virtual hardware 20 
minimum) and NSX 4.x

UPTv2 Mode

DPU Based Mode, Enabled vNIC x86 passthrough, 
vSphere HA and vMotion features preserved
Networking stack is offloaded to the DPU
Available with ESXi 8.x (virtual hardware 20 
minimum) and NSX 4.x
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NSX 4.1.x Enhancement with DPUs

DPUs Architecture in NSX

With the release of NSX 4.1.x, new enhancements are now available with 

DPUs:

• NVIDIA BlueField-2 100Gbps DPUs is supported.

• Support of NSX Distributed Firewall with DPU on production 

environments.
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NSX Distributed Firewall on DPU

DPUs Architecture in NSX

Starting NSX 4.1, NSX Distributed 
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NSX Configuration with DPUs
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Networking Configurations: SmartNIC Only

NSX Configuration with DPUs

You can configure an ESXi with a SmartNIC with the 
following considerations:

• Only one SmartNIC is supported per host in NSX 4.1.x

• SmartNIC uplinks can only be attached to vSphere  
Distributed Switch (VDS) compatible with network 
offloads.

• A SmartNIC has two uplinks that can be associated 
with a maximum of two virtual switches.



© 2023 VMware, Inc.

Networking Configurations: SmartNIC with Standard NICs

NSX Configuration with DPUs

You can configure ESXi with a SmartNIC and 
standard NICs with the following considerations:

• Uplinks from SmartNICs and standard NICs 
must not be part of the same VDS.

• Configure a dedicated Uplink profile for 
SmartNICs.
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Select Physical adapters by navigating to the host menu Configure > Networking to validate that the 
DPU adapters (SmartNIC) are detected.

Installing NSX with DPUs (1)

NSX Configuration with DPUs
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Create a vSphere 8.0 VDS version with the network offloads compatibility enabled.

Installing NSX with DPUs (2)

NSX Configuration with DPUs
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NSX Configuration with DPUs
Installing NSX with DPUs (3)

Add a host with a DPU installed to the VDS.Verify DPU feature availability on the VDS.Manage Physical Adapters.
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Select the cluster and click Install NSX to install NSX in a cluster with the DPU adapters.

Installing NSX with DPUs (4)

NSX Configuration with DPUs
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Verify that the DPU uplinks exist in the cluster by reviewing the NSX installation details.

Installing NSX with DPUs (5)

NSX Configuration with DPUs
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Select Host Transport Nodes from the Configuration menu and verify that the host transport nodes 
are DPU supported.

Installing NSX with DPUs (6)

NSX Configuration with DPUs



© 2023 VMware, Inc.

You enable Enable Uniform Passthrough (UPT) mode on an NSX Edge during Edge node setting 
configuration.

Enabling UPT mode on Edge Nodes

NSX Configuration with DPUs
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To configure a VM for DPU acceleration and offloading, select the UTP Support checkbox.

Virtual Machine Configuration

NSX Configuration with DPUs
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DPUs Basic Troubleshooting

NSX Configuration with DPUs

To verify that the traffic is offloaded to the DPU, use the sshdpu command to access the DPU shell
from the host, and then dump the flows table using the nsxdp-cli ens flow-table dump
command.

Run the esxcfg-nics -l command to review the vmnics associcated to DPUs.
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Want to Learn More?
VMware Learning courses relating to this topic

VMware NSX: Install, Configure, Manage [V4.0] - ILT/On Demand

(5 DAYS)

VMware NSX: What’s New [V4.0] - On Demand

(3 DAYS)

vmware.com/learning

VMware vSphere: What’s New [V8] - ILT/Digital

(2 DAYS)
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