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Traditional Infrastructure Challenges

Workloads

CPU Consumption Overhead

Note: Please note that these values are approximative.
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Traditional Infrastructure Challenges

Today’s challenges

Here are some of the challenges faced by many

businesses in their environment today: Today’s Environment

» New applications requirements

APP

» Hypervisors sharing computing ressources
between application and infrastructure (compute,
storage, network...)

» Relying on traditional NIC for networking and
security services affects the performance of

applications ESXi + NSX Network and Security Services
» |nadequate isolation between provider and tenant ”o— |
LLLLL)

in multitenant environments based on bare-metal

Traditional NIC

clouds

mwa re® © 2023 VMware, Inc.




Traditional Infrastructure Challenges

At VMworld 2020, we have announced a new partnership with Nvidia and introduced Project
Monterey.

Our goal is to help you face all these challenges, re-invent the virtual infrastructure, and
accelerate and better secure your workloads.

Project Monterey

Consistent architecture -'/-).—-'L Enhanced Zero trust
across Hybrid Multi-Cloud '\\_' G

Private Cloud

Enhanced observability
and operations

Telco Clowd 56

e b::c:twgrk plerformanc;, . Infrastructure Service Isolation & Composable Infrastructure
apsseali sharage Improved root of trust

disaggregation
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Explore the Future with SmartNICs

A SmartNIC or DPU (Data Processor Unit) is a high-performance network adapter that
incorporates advanced processing capabilities to offload computing resources from a bare-
metal server.

This includes also programmable feature optimizing and accelerating network communication
within data centers.
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Explore the Future with SmartNICs

AMD
<X !l!e’.dIDIA@ PENSANDO
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Use Cases and NSX
Supported Features with
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Use Cases and NSX Supported Features with SmartNICs

DPU-based acceleration has the following use cases:

Applications with high network bandwidth demand and low latency [~ 0ol <]
ououn

Security services offloading for a better performance @
Enhanced observability requirements @
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Use Cases and NSX Supported Features with SmartNICs

NSX 4.0.1 supports the following features with SmartNICs/DPUs:

= Networking
o Overlay and VLAN based segments

o Distributed IPv4 and IPv6 routing

o NIC teaming across the SmartNIC / DPU
ports

= Security (Tech Preview)

o Distributed IDS/IPS

o Distributed Firewall

mwa re® © 2023 VMware, Inc.

Visibility and Operations
o Traceflow
o IPFIX
o Packet Capture
o Port Mirroring

o Statistics

Supported DPU Vendors

o NVIDIA Bluefield-2 (25Gb models only) -
(UPT - Tech Preview)

o AMD Pensando (25Gb and 100Gb models)
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DPUs Architecture in NSX
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DPUs Architecture in NSX

Architecture Changes with DPUs

D&imbs sedratetiteet urd unds dies fokdwilogving
changes:

: % I, NSX 1LSto age and other angl Infrastructure
UL U
U's processor.

- ESXi and NSX instances run directly in the
DPUSs.
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DPUs Architecture in NSX

DPUs offer the following advantages:

Dedicated computing resources and hardware
acceleration

Full datapath offloading to achieve high
throughput and low latency

Security services enabled in the DPU without
performance impact

Enhanced observability and operations
capabilities for monitoring, troubleshooting,
logging, and compliance

|solation between tenant and provider both on
ESXi and bare-metal platforms (available in
future releases)
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Next Generation with DPUs

ESXi Host

Security Isolation

Fm @ &9

SmartNIC/DPU NSX Network and Security Services




DPUs Architecture in NSX

DPU Generic Hardware

Management
Ethernet

High Speed
Ethernet
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Boot Image and Local

a

Storage

Run Network and storage

Programable
Accelerator

High Speed
Interconnect

Fast Path Offload Slow Path Processing

Virtualized Device Functions

a

services on the DPU, saving
CPU cycle from the host and
improving performance

SmartNICs can expose virtual

e o U |

devices to the x86 host

1

Large number of physical
and virtual device functions




DPUs Architecture in NSX

(Passthrough Mode)

(Passthrough Mode)

(Emulated Mode)

VM-1 VM-2 VM-3 VM-4
VMXNET3 VMXNET3 Standard Standard
UPTv2 vNIC UPTv2 vNIC VMXNET3 vNIC VMXNET3 vNIC
ESXi
UPTV2 VF UPTV2 VF Default

a

DPU HW
Accelerator

Fast Path
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DPUs Architecture in NSX
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Edge Node-1 Edge Node-2
VMXNET3 UPT Mode VMXNET3 UPT Mode
UPTv2 VNIC (- Enabled UPTv2 vNIC () Enabled
ESXi
UPTv2 VF UPTV2 VF
(Passthrough Mode) (Passthrough Mode)
DPU
DPU HW HW Table Miss DPU CPUs
[E = Accelerator Control Plane Ceer s
Fast Path A Tele Upelie Slow Path and Software Fast Path




DPUs Architecture in NSX

[ UPTv2 (Passthrough) }

» Near zero CPU Consumption
» Complete Guest Memory Reservation

» Requires VMware Tools for ESXi 8.x
minimum

» High Performance, Low Latency Data Path

mwa re® © 2023 VMware, Inc.

[ Default }

Higher CPU footprint than UPTv2
No Guest Memory Reservation
No driver dependencies on GuestOS

Performance accelerated by HW in DPU

20



DPUs Architecture in NSX

VDS Operational Modes Compatibility
Standard VDS Not supported for DPU Offload
Enhanced Data Path - Standard Supported for DPU Offload and Acceleration
Enhanced Data Path - Performance Supported for DPU Offload and Acceleration
mware® © 2023 VMware, Inc. 21



DPUs Architecture in NSX

VM Operational Modes Compatibility

DPU Based Mode, VNIC passthrough Disabled,
Some ESXi CPU usage networking stack is
Default Mode offloaded to the DPU

Available with ESXi 8.x (virtual hardware 20
minimum) and NSX 4.x

DPU Based Mode, Enabled vNIC x86 passthrough,
vSphere HA and vMotion features preserved
UPTv2 Mode Networking stack is offloaded to the DPU
Available with ESXi 8.x (virtual hardware 20
minimum) and NSX 4.x

mwa re® © 2023 VMware, Inc. 22
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DPUs Architecture in NSX

NSX 4.1.x Enhancement with DPUs

With the release of NSX 4.1.x, new enhancements are now available with
DPUs:

* NVIDIA BlueField-2 100Gbps DPUs is supported.
* Support of NSX Distributed Firewall with DPU on production
environments.

mwa re® © 2023 VMware, Inc. 23



DPUs Architecture in NSX

NSX Distributed Firewall on DPU

Starting NSX 4.1, NSX Distributed
Firewall is supported with DPU on
production environments.

mwa re® © 2023 VMware, Inc.
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NSX Configuration with DPUs
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NSX Configuration with DPUs

Networking Configurations: SmartNIC Only

You can configure an ESXi with a SmartNIC with the
following considerations:

- Only one SmartNIC is supported per host in NSX 4.1.x

- SmartNIC uplinks can only be attached to vSphere
Distributed Switch (VDS) compatible with network

offloads.

- A SmartNIC has two uplinks that can be associated
with a maximum of two virtual switches.

SmartNIC (DPU) Only

mwa re® © 2023 VMware, Inc.
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NSX Configuration with DPUs

Networking Configurations: SmartNIC with Standard NICs

You can configure ESXi with a SmartNIC and
standard NICs with the following considerations:

- Uplinks from SmartNICs and standard NICs
must not be part of the same VDS.

- Configure a dedicated Uplink profile for
SmartNICs.

SmartNIC (DPU) with Standard NICs

mwa re® © 2023 VMware, Inc.
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NSX Configuration with DPUs

Select Physical adapters by navigating to the host menu Configure > Networking to validate that the

DPU adapters (SmartNIC) are detected.

<

Monitor

B 8 @

Summary

v 5 mvcO4.isvlab.vmware.com
v Datacenter
v [ Cluster

Storage v

Storage Adapters

Storage Devices

w2-hs-dmz-f0610.isviab.vmware.com

- i Host Cache Configuration
[‘J w2-hs-dmz-fO61Lisviab.vmware.com
- . Protocol Endpoints
[ w2-hs-dmz-f0612.isvlab.vmware.com

" : I/O Filters
o vm
&5 vm2 Networking e

[l w2-hs-dmz-f0609.isvlab.vmware.com Virtual switches

VMkernel adapters

Physical adapters

TCP/IP configuration
Virtual Machines v

VM Startup/Shutdown
Agent VM Settings

Default VM Compatibility

Swap File Location

[ w2-hs-dmz-fO610.isvlab.vmware.com

Configure

: ACTIONS
Permissions VMs Datastores
Physical adapters
ADD NETWORKING... REFRESH

Device N gsteueac: N
» | % vmnicO 25 Gbit/s
» | W vmnicl 25 Gbit/s
» | W vmnic2 25 Gbit/s
» | 4 vmnic3 25 Gbit/s
» % vusbO 100 Mbit/s

Networks

Configured Y

Speed

Auto negotiate
Auto negotiate
Auto negotiate
Auto negotiate

100 Mbit/s

Updates

Switch

wdc-vdsO1
= wdc-vdsO1
= nsx-offload-dswitch
= nsx-offload-dswitch

i vSwitchBMC

MAC Address

e4:3d:1a:13:3¢:30

e4:3d:1a:13:3¢:31

08:c0:eb:5d:ae:98

08:c0:eb:5d:ae:99

b0:7b:25:d3:77:89

DPU
Backed

Yes

Yes
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NSX Configuration with DPUs

Create a vSphere 8.0 VDS version with the network offloads compatibility enabled.

New Distributed Switch Configure settings X
Specify network offloads compatibility, number of uplink ports,
1 Name and location resource allocation and default port group.
2 Select version Network Offloads None v @®
Compatlblllty None

| Pan_cap{ﬂln |
3 Configure settings | NVIDIA BlueField I
Number of uplinks

4 Ready to complete

Network 1/0 Control Enabled v
Default port group Create a default port group
Port aroup name NPartGroin

CANCEL BACK NEXT

mwa re® © 2023 VMware, Inc.




NSX Configuration with DPUs

MaritsoBdat e hhddaka ity d ha hiee\ISS.

nsx-offload-dswitch - Add
and Manage Hosts

1 Select task

2 Select hosts

Manage physical adapters

Add or remove physical network adapters to this distributed switch.
@ Adapters compatibility on this switch is set to NVIDIA BlueField.

Adapters on all hosts Adapters per host

To associate a physical network adapter with an uplink. use ~Assign uplink™. This assignment would be applied to all the hosts that have the

same physical network adapter available

Physical network adapters T Compatible hosts T In use by switch Assign uplink T
> & vminicO None 1host / 1 switch v

4 Manage VMkernel adapters
» | E vmnict None 1host / 1 switct w
5 Migrate VM networking > I vmnic2 1 host (All) This switct Uplink 1 v
> Y vmnic3 1 host (All) This switch Uplink 2 w

6 Ready to complete
» | E vusb0 None 1host / 1 switch v
0 compatit¥e physical network adapters
CANCEL BACK ‘ NEXT
[ IRl |

1hosts
CANCEL BACK NEXT
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NSX Configuration with DPUs

Select the cluster and click Install NSX to install NSX in a cluster with the DPU adapters.

oubleshoot System Tenants

Prepare Clusters for Networking & Security

] Cluster-01

Cluster-02

Cluster-03

Cluster-04

[]] cluster-05
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NSX Configuration with DPUs

Verify that the DPU uplinks exist in the cluster by reviewing the NSX installation details.

Installation Details
ill be installed for the selected cluster with the following configuration

ClusterO1

E] 8 Hqsts

@ System recommendations are prepopulated, you can modify anytime after instaliation
VDS Switch
Transport Zone TZ-01 X TZ-VLAN X
nsx-default-uplink-hostswitch-profile

Switch Teaming Policy Mapping

Uplinks VDS Uplinks
uplink1 (DPU)

uplink2 (DPU)

mwa reo © 2023 VMware, Inc.



NSX Configuration with DPUs

Select Host Transport Nodes from the Configuration menu and verify that the host transport nodes
are DPU supported.

Host Transport Nodes Edge Transport Nodes Edge Clusters Container Clusters

P S e o nage A A X
) System Overview Managed by mvcO4.isviab.vmware.com v

- fOA1IN icviialy 7 ATDYOD CO\DY
-10010.1sviab.vmware.com

Configuration

Node

Overview Monitor |Physical Adapters| Switch Visualization Related
1 Quick Start IVE ! y p |

p Other Hosts (1)

@ Appliances
# «# Cluster (..| C1VECM Networking & Secu.. Interface id Admin Status Link Status Interface Detalls | DPU Backed

3 NSX Application Platform
i w2-hs-dmz-f0610.isvlab.vmware.com > vmkO Up » Up No

] Fabric )
w2-hs-dmz-fO61l.isviab.vmware.com vmki1 » Up Up No

Nodes o
w2-hs-dmz-fO612.isvlab.vmware.com vmk2 Up Up No

Profiles

vmk3 y Up Up No
Transport Zones

vmnicO Up » Up No

Compute Managers
vmnicl Up Up No

Settings
vmnic2 » Up Up

" Service Deployments
vmnic3 y Up Up
B3 Identity Firew

vusbO Up Up
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NSX Configuration with DPUs

Enabling UPT mode on Edge Nodes

You enable Enable Uniform Passthrough (UPT) mode on an NSX Edge during Edge node setting
configuration.

Add Edge Node Configure Node Settings ® X
Management IP )
1 Name and Description Assignment * O DHCP
O Static

2 Credentials Management IP*@ 17550 10.65/24

3 Configure Deployment Default Gateway* @ 175591010

4 Configure Node Settings Management Interface*®  pg-SA-Management (Distributed VI...

Search Domain Names vclass.local *

DNS Servers 172.20.10.10 x

s ey @
S—

mwa re® © 2023 VMware, Inc.




NSX Configuration with DPUs

To configure a VM for DPU acceleration and offloading, select the UTP Support checkbox.

Customize hardware X
» CPU * 4 )
» Memory * 8 v GB
> New Hard disk * 40 GB
» New SCSI controller LS| Logic SAS
v New Network * Prod-Overlay |
Status Connect At Power On
Adapter Type VMXNET 3
UPT Support Use UPT Support

@ Al VM memory will be reserved

CANCEL ‘ BACK ’ NEXT

mwa re® © 2023 VMware, Inc.




NSX Configuration with DPUs

Rovenidydhat the traffic 19 otitoaarohtotthellBW tHee/thaics hdsocicaracnand kajgccess the DPU shell
from the host, and then dump the flows table using the nsxdp-cli ens flow-table dump

command.
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Want to Learn More?
VMware Learning courses relating to this topic

VMware NSX: Install, Configure, Manage [V4.0] - ILT/On Demand
(5 DAYS)

VMware NSX: What’s New [V4.0] - On Demand
(3 DAYS)

VMware vSphere: What’s New [V8] - ILT/Digital
(2 DAYYS)

vmware.com/learning
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