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Executive Summary

Business Case

Customers deploying Oracle Real Application Clusters (RAC) face a multitude of requirements including stringent SLAs, continued high
performance, and application availability.

Deploying Oracle RAC on physical architecture is subjected to challenges similar to those running Oracle non-RAC on physical
architecture. These challenges include but are not exclusive to hardware failure due to a failed component, power outage, and complete
hardware meltdown.

Providing high availability in these environments presents a significant challenge for business organizations. Hardware issues negate the
inherent value proposition of Oracle RAC, which is to provide application-level high availability with sustained infrastructure high
availability.

On-Premises with VMware vSphere

With VMware vSphere®, customers have successfully run business-critical, high performance demanding Oracle workloads for many
years. VMware vSphere provides high availability natively at the infrastructure level and is completely complementary to the application
level high availability that Oracle RAC provides.

With greater numbers of production servers now virtualized, demand for providing highly converged server-based storage is surging.
VMware vVSAN™ aims to provide highly scalable, available, reliable, and high-performance storage using cost-effective hardware (i.e.,
direct-attached disks in VMware ESXi™ hosts).

VMware vSphere® Virtual Volumes™ (vVols) is an integration and management framework that virtualizes SAN/NAS arrays, enabling a
more efficient operational model that is optimized for virtualized environments and is centered on the application instead of the
infrastructure. vVVols simplifies the delivery of storage service levels to individual applications by providing finer control of hardware
resources and native array-based data services that can be instantiated with virtual machine (VM) granularity.

Extended Oracle RAC provides greater availability than local Oracle RAC. It provides extremely fast recovery from a site failure and
enables all servers, in all sites, to actively process transactions as part of a single database cluster. Extended Oracle RAC enables
transparent workload sharing, workload balancing, site maintenance without service disruption, and high availability across sites.

VMware VSAN Stretched Cluster enables active/active data centers that are separated by metro distance. Extended Oracle RAC with
VMware VSAN Stretched Cluster enables transparent workload sharing between two sites accessing a single database, while providing
flexibility to migrate or balance workloads between sites in anticipation of planned events (e.g., hardware maintenance).

VMware vSphere Metro Storage Cluster (vMSCQ) is a specific storage configuration commonly referred to as a stretched storage cluster
or metro storage cluster. These configurations are usually implemented in environments where disaster and downtime avoidance are a
key requirement.

Migrating to Public Cloud
Enterprise IT infrastructure and operations organizations are looking for ways to migrate on-premises vSphere-based workloads to the
public cloud, consolidate and extend data center capacities, and optimize, simplify and modernize their disaster recovery solutions.

VMware Cloud™ on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud
environments with access to a broad range of AWS services. Powered by VMware Cloud Foundation™, this service integrates vSphere,
VSAN and VMware NSX® along with VMware vCenter® management, and is optimized to run on dedicated, elastic, bare-metal AWS
infrastructure. ESXi hosts in VMware Cloud on AWS reside in an AWS availability zone (AZ) and are protected by vSphere High
Availability (HA).

Stretched Clusters for VMware Cloud on AWS is designed to protect against an AWS AZ failure. Applications can span multiple AWS
AZs within a VMware Cloud on AWS cluster.

With Stretched clusters for VMware Cloud on AWS, exceptionally demanding applications (i.e., those whose requirements include high
SLAs, continued high performance, and application availability) can now be deployed to the cloud while simultaneously delivering high
availability across multiple AZs.
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Solution Overview

This paper describes the configuration and deployment of traditional Oracle RAC on VMware vSphere and VMware VSAN. The paper
discusses configuration and deployment of Extended Oracle RAC on VMware vSAN Stretched Cluster and VMware vSphere Metro
Storage Cluster (vMSC).

Key Results
The following highlights validate the capability of the VMware vSphere platform to provide high availability and performance to
business-critical Oracle RAC workloads:
- Ability to provide infrastructure-level high availability to traditional Oracle RAC deployments using VMware vSphere, VMware vSAN,
and VMware vVols

« Ability to provide site-level high availability along with infrastructure-level high availability to Extended Oracle RAC deployments
using VMware vSphere Metro Storage Cluster (vMSC) and VMware vSAN Stretched Cluster

Introduction

Purpose

This reference architecture is focused on the deployment of traditional Oracle RAC on VMware vSphere, vSAN and vVols, as well as the
deployment of Extended Oracle RAC using VMware vSphere Metro Storage Cluster (vMSC) and, vSAN Stretched Clusters.

Scope
This reference architecture validates the capability of the VMware vSphere platform to provide high availability and performance to
business-critical Oracle RAC workloads
« Ability to provide infrastructure level high availability to traditional Oracle RAC deployments using VMware vSphere, VMware vSAN
and VMware vVols
« Ability to provide site level high availability along with infrastructure level high availability to Extended Oracle RAC deployments
using VMware vSphere Metro Storage Cluster (vMSC) and VMware VSAN Stretched Cluster
Audience

This reference architecture is intended for Oracle Database administrators, virtualization and storage architects involved in planning,
architecting, and administering a traditional or Extended Oracle RAC environment on a VMware software-defined data center
(SDDCQ) platform.

Terminology
This paper includes the following terminology:

Term Definition

Oracle Single Instance Oracle Single-Instance database consists of a set of memory
structures, background processes, and physical database files,
which serves the database users.

Oracle Clusterware Oracle Clusterware is a portable cluster software that allows
clustering of independent servers so that they cooperate as a
single system.

Oracle Automatic Storage Management (Oracle ASM) Oracle ASM is a volume manager and a file system for Oracle
database files that support Single-Instance Oracle Database and
Oracle RAC configurations.
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Oracle ASMLIB and Oracle ASMFD Oracle ASMLIB maintains permissions and disk labels that are
persistent on the storage device, so that the label is available
even after an operating system upgrade. Oracle ASMFD helps
prevent corruption in Oracle ASM disks and files within the
disk group

TABLE 1. KEY TERMS

Technology Overview

Overview
This section provides an overview of the technologies used in this solution:

- VMware vSphere

* VMware vSAN

» VMware vSphere Virtual Volumes (vVols)

« VMware vSphere Metro Storage Cluster (vMSC)

» VMware VSAN Stretched Cluster

- VMware SDDC

» Hybrid Cloud

» VMware Cloud on AWS

« Stretched Clusters for VMware Cloud on AWS

» Raw Device Mapping (RDM) and Virtual Disk (VMDK)
« VMware Virtual Disk Provisioning Policies

« VMware Multi-Writer Attribute for Shared VMDKs

» Shared disks using Raw Device Mapping (RDM)

» Shared disks using VMware vSphere Virtual Volumes (vVols)
« Storage Policy Based Management (SPBM)

« VMware vSAN Storage Policy

« Mware vSphere Virtual Volumes (vVols) Storage Policy
« VMware Distributed Switch and Distributed Port Group
- VMware DRS and Affinity Rules

« Oracle Database 19¢

- Oracle Database Architecture

- Oracle Multitenant Architecture

» Oracle Automatic Storage Management

» Oracle ASMLIB and ASMFD

« Linux Device Persistence and udev rules

» Oracle Clusterware

» Oracle Real Application Cluster

» Oracle RAC One Node

» Extended Oracle RAC

» Oracle RAC on VMware vSphere Platform

« Extended Oracle RAC on VMware vSphere Platform
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VMware vSphere

VMware vSphere, the industry-leading virtualization and cloud platform, is the efficient and secure platform for hybrid clouds,
accelerating digital transformation by delivering simple and efficient management at scale, comprehensive built-in security, a universal
application platform, and seamless hybrid cloud experience. The result is a scalable, secure infrastructure that provides enhanced
application performance and can be the foundation of any cloud.

vSphere 7.0 is the next-generation infrastructure for next-generation applications. vSphere 7.0 simplifies management at scale, secures
both infrastructure and workloads, delivers a universal platform for applications, and provides a seamless hybrid cloud experience.

It powers the computing environment for modern applications, artificial intelligence (Al) and machine learning (ML), and
business-critical applications.

Notable features of vSphere 7.0 include:

» Simplified lifecycle management, including new tools for simplified upgrades, patching and configurations.
« Intrinsic security, which includes vSphere trust authority.

- |dentity federation and application acceleration, including enhancements to DRS and vMotion for large and
mission-critical workloads.

Learn more about the new features of \VMware vSphere.

VMware vVSAN

VMware VSAN powers industry-leading hyper-converged infrastructure (HCI) solutions with a vSphere-native, high-performance
architecture. VSAN helps organizations evolve their data center without risk, control IT costs, and scale to address tomorrow’s
business needs.

Responding to industry trends and requirements, VSAN 7.0 simplifies infrastructure management by reducing the number of tools
required to manage the server lifecycle. Organizations can now unify block and file storage with vSAN, thus reducing the need for third-
party solutions and accelerating file share provisioning. vSAN 7.0 also includes new capabilities, including enhancement of cloud-native
applications and support for file-services and vSphere add-on for Kubernetes (formerly known as Project Pacific) through VMware
Cloud Foundation.

Seamless integration with the complete VMware SDDC stack, as well as leading hybrid cloud offerings, makes it the most complete
platform for VMs—whether running business critical databases, virtual desktops, or next-generation applications.
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FIGURE 1. VMWARE VSAN HCI

Learn more about VMware vSAN.
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VMware vSphere Virtual Volumes

VvVols is an integration and management framework that virtualizes SAN/NAS arrays, enabling a more efficient operational model that is
optimized for virtualized environments and is centered on the application instead of the infrastructure.

vVols simplifies operations through policy-driven automation that enables more agile storage consumption for VMs and dynamic
adjustments in real time, when they are needed. It simplifies the delivery of storage service levels to individual applications by providing
finer control of hardware resources and native array-based data services that can be instantiated with VM granularity.

With vVols, VMware offers a paradigm in which an individual VM and its disks, rather than a LUN, become a unit of storage
management for a storage system. vVVols encapsulate virtual disks and other VM files, then natively store the files on the storage system.
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FIGURE 2. VMWARE VSPHERE VIRTUAL VOLUMES

Learn more about VMware vSphere Virtual Volumes (vVols).

Recommendation is to work with the Storage specific vendor about getting correct guidance for implementing VMware vVols as every
storage vendor implementation of vVVols is implemented differently.

VMware vSphere Metro Storage Cluster

A VMware vSphere Metro Storage Cluster is a specific storage configuration which is commonly referred to as stretched storage clusters
or metro storage clusters. These configurations are usually implemented in environments where disaster and downtime avoidance are a
key requirement.

A vMSC configuration is a specific storage configuration that combines replication with array-based clustering. These solutions are
typically deployed in environments where the distance between data centers is limited, often metropolitan or campus environments.

vMSC infrastructures are implemented with a goal of reaping the same benefits that vSphere HA clusters provide to a local site, in a
geographically dispersed model with two data centers in different locations. A vMSC infrastructure is essentially a stretched cluster. The
architecture is built on the premise of extending what is defined as “local” in terms of network, storage and compute to enable these
subsystems to span geographies, presenting a single and common base infrastructure set of resources to the vSphere cluster at both
sites. It in essence stretches storage, network and compute between sites.

REFERENCE ARCHITECTURE | 9
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The primary benefit of a stretched cluster model is that it enables fully active and workload-balanced data centers to be used to their full
potential and it allows for an extremely fast recovery in the event of a host or even full site failure. The capability of a stretched cluster to
provide this active balancing of resources should always be the primary design and implementation goal. Although often associated with
disaster recovery, vMSC infrastructures are not recommended as primary solutions for pure disaster recovery.

VMSC solutions are classified into two distinct categories. These categories are based on a fundamental difference in how hosts access
storage. It is important to understand the different types of stretched storage solutions because this influences design considerations.

The following two main categories are as described on the VMware Hardware Compatibility List:

« Uniform host access configuration: ESXi hosts from both sites are all connected to a storage node in the storage cluster across all
sites. Paths presented to ESXi hosts are stretched across a distance.

» Nonuniform host access configuration: ESXi hosts at each site are connected only to storage node(s) at the same site. Paths
presented to ESXi hosts from storage nodes are limited to the local site.

Learn more about VMware vSphere Metro Storage Cluster.

VMware VSAN Stretched Cluster

Stretched clusters extend the VMware vVSAN cluster from a single data site to two sites for a higher level of availability and inter-site load
balancing. Stretched clusters are typically deployed in environments where the distance between data centers is limited, such as
metropolitan or campus environments.

Stretched clusters can be used to manage planned maintenance and avoid disaster scenarios, as maintenance or loss of one site does
not affect the overall operation of the cluster. In a stretched cluster configuration, both data sites are active sites. If either site fails, vSAN
uses the storage on the other site. vSphere HA restarts any VM that must be restarted on the remaining active site.

One site must be designated as the preferred site. The other site becomes a secondary or nonpreferred site. The system uses the
preferred site only in cases where there is a loss of network connection between the two active sites. The site designated as preferred is
typically the one that remains in operation, unless the preferred site is resyncing or has another issue. The site that leads to maximum
data availability is the one that remains in operation.

Each stretched cluster consists of two data sites and one witness host. The witness host resides at a third site and contains the witness
components of VM objects. It contains only metadata and does not participate in storage operations.

The witness host serves as a tiebreaker when a decision must be made regarding availability of datastore components, occurring when
the network connection between the two sites is lost. In this case, the witness host typically forms a VSAN cluster with the preferred site.
However, if the preferred site becomes isolated from the secondary site and the witness, the witness host forms a cluster using the
secondary site. When the preferred site is online again, data is resynchronized to ensure both sites have the latest copies of all data.
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FIGURE 3. VMWARE VSAN STRETCHED CLUSTER
Learn more about VMware vSAN Stretched Cluster.

VMware SDDC

The mobile cloud era is changing line-of-business (LOB) expectations of IT. For IT organizations to securely deliver the anticipated
improvements in service quality and speed, an SDDC approach is required.

The VMware approach to the SDDC delivers a unified platform that supports any application and provides flexible control. The VMware
architecture for the SDDC empowers companies to run hybrid clouds and leverage unique capabilities to deliver key outcomes that
enable efficiency, agility, and security. Enterprises using VMware technology have three ways to establish an SDDC and transition at
their own pace: build their own using reference architectures, use a converged infrastructure, or use a hyper-converged infrastructure
(through which the full SDDC is delivered already implemented on the customer’s hardware of choice).

Learn more about the VMware SDDC.

Hybrid and Multi-Cloud as the VMware Cloud

The term hybrid cloud describes the use of both private and public cloud platforms, working in conjunction. It can refer to any
combination of cloud solutions that work together on-premises and off-site to provide cloud computing services to a company. A hybrid
cloud environment allows organizations to benefit from the advantages of both types of cloud platforms and choose which cloud to use
based on specific data needs.

A multi-cloud environment is as its name suggests, reflecting multiple and disparate cloud offerings and forms, all of which are part of
the ubiquitous VMware Cloud.

VMware’s hybrid cloud portfolio offers a combination of solutions that enable organizations to easily extend, protect, or replace
on-premises infrastructure. These hybrid cloud offerings are built on an SDDC architecture, leveraging VMware’s industry-leading
compute, networking, and storage virtualization technologies.

Any combination of clouds powered by VMware creates a common operating environment across VMware-based on-premises private
clouds and VMware-based public clouds. Cloud solutions from VMware Cloud Provider Partners (VCPP) including IBM, Oracle,
Microsoft, Google, Amazon Web Services (AWS) and others. Native public clouds such as AWS, Azure, Oracle and Google Cloud
Platform using VMware technologies including VMware Cloud Foundation, VMware vRealize® and VMware Cloud Services, along

with on-premises managed cloud services such as VMware Cloud on DellEMC, form the core of VMware Cloud offerings.
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This approach enables a diverse set of use cases, including regional capacity expansion, disaster recovery, application migration, data
center consolidation, new application development and burst capacity.

Learn more about V/Mware Hybrid Cloud.

VMware Cloud on AWS

VMware Cloud on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments
with access to a broad range of AWS services. Powered by VMware Cloud Foundation, this service integrates vSphere, vVSAN and NSX
along with VMware vCenter management, and is optimized to run on dedicated, elastic, bare-metal AWS infrastructure.

With VMware Hybrid Cloud Extension (HCX), customers can easily and rapidly perform large-scale bi-directional migrations between
on-premises and VMware Cloud on AWS environments.

With the same architecture and operational experience on-premises and in the cloud, IT teams can now quickly derive instant business
value from use of the AWS and VMware hybrid cloud experience. VMware Cloud on AWS is ideal for enterprise IT infrastructure and
operations organizations looking to migrate on-premises vSphere-based workloads to the public cloud, consolidate and extend data
center capacities, and optimize, simplify and modernize their disaster recovery solutions.

vRealize Suite, ISV ecosystem

__ Operational __ — VMware Cloud™ on AWS — Native AWS —
Management Powered by VMware Cloud Foundation Services

” -

vCenter vCenter

vSphere vSAN

AWS Global Infrastructure
Center

FIGURE 4. VMWARE CLOUD ON AWS

Learn more about V/Mware Cloud on AWS.

Stretched Clusters for VMware Cloud on AWS

Amazon’s global infrastructure is broken up into regions. Each region supports the services for a given geography. Within each region,
Amazon builds isolated and redundant islands of infrastructure called Availability Zones (AZ).

With VMware Cloud on AWS, ESXi hosts traditionally reside in an AWS AZ and are protected by vSphere HA. A new feature called
Stretched Clusters for VMware Cloud on AWS is designed to protect against an AZ failure.

Now applications can span multiple AZs within a VMware Cloud on AWS compute cluster. vVSAN fault domains are configured to inform
vSphere and vCenter as to which hosts reside in which AZs. Each fault domain is named after the AZ it resides within to increase clarity.
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Some of the advantages are:

« Zero RPO high availability for enterprise applications virtualized on vSphere across AZs, leveraging multi-AZ stretched clustering.
Stretching an SDDC cluster across two AWS AZs within a region means that if an AZ goes down, it is simply treated as a vSphere HA
event and the VM is restarted in the other AZ.

« Stretched clusters enable developers to focus on core application requirements and capabilities instead of infrastructure availability.
- Significant improvement of application availability without needing to architect it into the application.

vm———vim

Stretched Network

Stretched Cluster
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FIGURE 5. STRETCHED CLUSTER FOR VMWARE CLOUD ON AWS

Learn more about Stretched Clusters for VMware Cloud on AWS.

VMware Datastore Types
Datastores are logical containers, analogous to file systems, that hide specifics of physical storage and provide a uniform model for
storing VM files. Datastores can also be used for storing ISO images and VM templates.

Depending on the storage utilized, datastores can be of different types. vCenter Server and ESXi support the following types of
datastores:

Datastore Type Description

VMES (version 5 and 6) Datastores that you deploy on block storage devices use the vSphere Virtual Machine File
System (VMFS) format. VMFS is a special high-performance file system format that is
optimized for storing VMs. See Understanding VMFS Datastores.

NFS (version 3 and 4.1) An NFS client built into ESXi uses the Network File System (NFS) protocol over TCP/IP to
access a designated NFS volume. The volume is located on a NAS server. The ESXi host
mounts the volume as an NFS datastore and uses it for storage needs. ESXi supports
versions 3 and 4.1 of the NFS protocol. See Understanding Network File System Datastores.

VSAN VSAN aggregates all local capacity devices available on the hosts into a single datastore
shared by all hosts in the VSAN cluster. See the Administering VMware vSAN.

Virtual Volumes (vVols) vVols datastore represents a storage container in vCenter server and vSphere client.
See Working with Virtual Volumes.

TABLE 2. TYPES OF VMWARE DATASTORES
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The following table compares networked storage technologies that ESXi supports:

Technology Protocols Transfers Interface

Fibre Channel FC/SCSI Block access of data/LUN FC HBA

Fibre Channel over FCoE/SCSI Block access of data/LUN » Converged Network Adapter (hardware FCoE)

Ethernet » NIC with FCoE support (software FCoE)

iSCSI IP/SCSI Block access of data/LUN + iSCSI HBA or iSCSI enabled NIC (hardware iSCSI)
« Network adapter (software iSCSI)

NAS IP/NFS File (no direct LUN access) Network adapter

TABLE 3. NETWORKED STORAGE THAT ESXI SUPPORTS

The following table compares the vSphere features that different types of storage support:

Storage Boot VM vMotion Datastore RDM VM Cluster VMware HA Storage APIs -
Type and DRS Data Protection
Local Yes No VMFS No Yes No Yes
Storage

Fibre Yes Yes VMFS Yes Yes Yes Yes
Channel

iSCSI Yes Yes VMFES Yes Yes Yes Yes
NAS over NFS 3 and

NFS Yes Yes NES 4.1 No No Yes Yes

TABLE 4. VSPHERE FEATURES SUPPORTED BY STORAGE
Learn more about V/Mware Datastore storage types.

Raw Device Mapping and Virtual Disk

VMES is a high-performance cluster file system (CFS) that provides storage virtualization that is optimized for VMs. Each VM is
encapsulated in a small set of files. VMFS is the default storage-management interface for these files on physical SCSI disks
and partitions.

Virtual disks (VMDK) are virtual disks that are attached to a VM which in turn detects the VMDK as a local SCSI target. The virtual disks
are simply files on the VMFS volume.
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FIGURE 6. VIRTUAL MACHINE FILE SYSTEM

Learn more about VMware VMDKs.

A raw device mapping (RDM) file is a special file in a VMFS volume that manages metadata for its mapped device. To the VM, the
storage virtualization layer presents the mapped device as a virtual SCSI device. RDM files contain metadata used to manage and

redirect disk accesses to the physical device.

Virtual
machine

reads,
writes

address
resolution

mapping file mapped device

FIGURE 7. RAW DEVICE MAPPING FILE

Learn more about VMware RDMs.
The following technical features of VMFES are among those that make it suitable for use in a virtual environment:

« Automated file system with hierarchical directory structure
» Optimization for VMs in a clustered environment
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« Lock management and distributed logical volume management

« Dynamic datastore expansion by spanning multiple storage extents

« CFS with journal logging for fast recovery

» Thin-provisioned virtual disk format for space optimization

« VM-level point-in-time snapshot copy management

« Encapsulation of the entire VM state in a single directory

» Support for VMware vSphere Storage APIs — Array Integration (VAAI)

In some cases, RDM storage access remains a better solution. The following scenarios call for raw disk mapping:

» Using Microsoft Server Failover Cluster (WSFC) for clustering in a virtual environment (changing with the release of vSphere 7)
» Heavy dependence on storage snapshot and replication
» Implementing N-Port ID virtualization (NPIV)

Two compatibility modes are available for RDMs:

« Virtual compatibility mode: the RDM acts like a virtual disk file. The RDM can use snapshots.
The RDMs in the case are known as virtual RDMs.

» Physical compatibility mode: the RDM offers direct access to the SCSI device for those applications
that require lower-level control. The RDMs in the case are known as physical RDMs.

Learn more about VMware RDM modes.

VMware recommends using VMDKSs for Oracle deployments to take advantage of all of the features VMFS has to offer. RDM can be
used for specific use cases as outlined above.

Learn more about the advantages of VMware VMDK and RDM.

VMware Virtual Disk Provisioning Policies
When performing certain VM management operations, it’s possible to specify a provisioning policy for the virtual disk file. The
operations include creating a virtual disk, cloning a VM to a template, or migrating a VM with VMware vSphere® Storage vMotion®.

You can also use vSphere Storage vMotion or cross-host vSphere Storage vMotion to transform virtual disks from one format to
another.

Option Description

Thick Provision Lazy Zeroed Creates a virtual disk in a default thick format. Space required for the virtual disk is
allocated when the disk is created. Data remaining on the physical device is not erased
during creation but is zeroed out on demand later on first write from the VM. VMs do
not read stale data from the physical device.

Thick Provision Eager Zeroed (EZT) A type of thick virtual disk that supports clustering features such as the multi-writer
attribute for Oracle RAC. Space required for the virtual disk is allocated at creation
time. In contrast to the thick provision lazy zeroed format, the data remaining on the
physical device is zeroed out when the virtual disk is created. Creating virtual disks in
this format may take longer than creation of other types of disks. Increasing the size of
an eager zeroed thick virtual disk causes a significant stun time for the VM.
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Thin Provision Use this format to save storage space. For the thin disk, provision as much datastore
space as the disk would require based on the value entered for the virtual disk size.
The thin disk starts small and, at first, uses only as much datastore space as the disk
needs for its initial operations. If the thin disk needs more space later, it can grow to its
maximum capacity and occupy the entire datastore space provisioned to it. Thin
provisioning is the fastest method to create a virtual disk because it creates a disk with
only the header information. It does not allocate or zero out storage blocks. Storage
blocks are allocated and zeroed out when they are first accessed.

TABLE 5. VIRTUAL DISK FORMATS AVAILABLE IN VSPHERE STORAGE VMOTION

The below table shows the various VMDK modes:

Option Description
Dependent Dependent disks are included in snapshots.
Independent-persistent Disks in persistent mode behave like conventional disks on a physical computer.

All data written to a disk in persistent mode is written permanently to the disk.

Independent- non-persistent Changes to disks in non-persistent mode are discarded when the VM is turned off or
reset. Non-persistent mode enables restarting of the VM with a virtual disk in the
same state every time. Changes to the disk are written to and read from a redo

log file that is deleted when the VM is turned off or reset.

TABLE 6. VMDK MODES
Learn more about V/Mware virtual disk provisioning policies.

VMware Multi-Writer Attribute for Shared VMDKs

VMES is a clustered file system that disables (by default) multiple VMs from opening and writing to the same virtual disk (.vmdk file). This
prevents more than one VM from inadvertently accessing the same .vmdk file. The multi-writer option allows VMFS-backed disks to be
shared by multiple VMs. An Oracle RAC cluster using shared storage is a typical use case.

As occurs with VMFS, vWol (beginning with ESXi 6.5), and NFS datastores, VMware vSAN also prevents multiple VMs from opening the
same VMDK in read-write mode.

Some of the current restrictions of the multi-writer attribute, which are documented in KB 1034165, are:

» Storage vMotion is disallowed

» Snapshots not supported (snapshots of VMs with independent-persistent disks are supported, however)
« Changed block tracking (CBT) not supported

» Cloning, hot extend virtual disk not supported

Independent persistent mode is not required for enabling the multi-writer attribute.
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In the case of VMware vSphere (non VSAN Storage) on VMFES, vVol (beginning with ESXi 6.5) and NFS datastores, using the multi-writer
attribute to share the VMDKSs for Oracle RAC requires:

» SCSI bus sharing needs to be set to none
« VMDKSs must be EZT; thick provision lazy zeroed or thin-provisioned formats are not allowed

In the case of NFS datastores that do not support vSphere APIs for array integration (VAAI), and hence allow creation of EZT VMDDs via
the web client, refer to KB 2147691 for steps to create EZT VMDKs.

The above procedure for VMDKs should also be followed for virtual RDMs.

In the case of physical RDM(s), sharing physical RDM(s) for Oracle RAC requires:

+ SCSI bus sharing is set to physical
« Compatibility mode for the shared RDM is set to physical for physical compatibility mode

In the case of VMware VSAN, the following is required:

» SCSI bus sharing is set to none
« Prior to vVSAN 6.7 Patch PO1, the virtual disk must be EZT to enable multi-writer mode

» Beginning with VMware vSAN 6.7 Patch PO1 (ESXi 6.7 Patch Release ESXi670-201912001), Oracle RAC on vSAN does not require
shared VMDKs to be EZT (OSR=100) for multi-writer mode to be enabled

Find extensive documentation in KB 1034165 for VMware non-vSAN and KB 2127181 for VMware vSAN.
Further explanation can also be found in the following VMware blog posts:

« Oracle RAC on vSAN 6.7 PO1 - No more Eager Zero Thick requirement for shared VMDKSs
» Oracle RAC storage migration from non-vSAN to vSAN 6.7 PO1 — Through Thick to Thin

RAC shared storage provisioning along with changes for VMware platforms on-premise are summarized in the table below:

VMware Platform Datastore Version RAC shared VMDK Reference
requirement for multi-
writer attribute
VMware vSphere VMFS ESXi 5.x and above EZT KB 1034165
VMware vSphere NFS ESXi 5.x and above EZT KB 1034165
VMware vSphere vVol ESXi 6.5 and above Vendor specific KB 1034165 and KB 2113013
VMware VSAN vsanDatastore Prior vSAN 6.7 EZT KB 2121181
Patch PO1
VMware vSAN vsanDatastore Beginning with Thin-Provisioned KB 2121181
VMware VSAN 6.7
Patch PO1 (ESXi 6.7
Patch Release
ESXi670-201912001)

vmware

TABLE 7. VMWARE PLATFORM REQUIREMENTS FOR RAC SHARED STORAGE PROVISIONING
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Shared Disks Using Raw Device Mapping
As mentioned above, there are two compatibility modes available for RDMs:

- Virtual compatibility mode (virtual RDMs)
» Physical compatibility mode (physical RDMs)

Set the type of SCSI bus sharing for a VM and indicate whether to share the SCSI bus. Depending on the type of sharing, VMs can
access the same virtual disk simultaneously on the same server or on any other server.

Change the SCSI controller configuration for a VM only if the VM is on an ESXi host.

SCSI bus sharing options are:

Option Description

None Virtual disks cannot be shared by other virtual machines.

Virtual Virtual disks can be shared by virtual machines on the same server.
Physical Virtual disks can be shared by virtual machines on the any server.

TABLE 8. SCSI BUS SHARING OPTIONS

Learn more about SCS/ bus sharing.

Important observations to keep in mind:

» SCSI bus sharing ensures a VM can register the keys for SCSI 3 persistent reservation.

« In order to use physical RDMs as shared storage for Oracle RAC, the multi-writer attribute should not be set as physical bus sharing
indirectly leads to disk opened in multi-writer mode.

Additionally, note the following from the Oracle MySupport document RAC: Frequently Asked Questions (RAC FAQ) (Doc ID 220970.1)

» Oracle Clusterware and Oracle RAC do not require nor use SCSI-3 persistent group reservation (PGR) for a Oracle Clusterware-only
installations.

- In a native Oracle RAC Stack (no third-party or vendor cluster, nor Oracle Solaris Cluster) SCSI-3 PGR is not required by Oracle and
should be disabled on the storage (for disks / LUNs used in the stack).

« When using a third-party or vendor-cluster solution such as Symantec Veritas SFRAC, the third-party cluster solution may require
that SCSI-3 PGR be enabled on the storage, as those solutions will use SCSI-3 PGR as part of their I/O fencing procedures.

The following steps should be followed when adding shared RDM(s) in physical compatibility mode to Oracle RAC VMs:

» Set SCSI bus sharing to physical for those SCSI controllers where the shared RDM(s) will be added to.
« Set the compatibility mode for the shared RDM to physical for physical compatibility mode.

In order to use virtual RDMs as shared storage for Oracle RAC, the multi-writer attribute should be used. Follow the same procedure as
outlined for shared VMDKs using the multi-writer attribute, as detailed in KB 1034165 for VMware vSphere (non vSAN Storage).

Using shared physical and virtual RDM(s) for Oracle RAC is clearly explained using examples and screenshots in Oracle RAC and
VMware Raw Device Mapping (RDM).

Learn more about VMware RDM considerations and limitations.
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Shared disks using VMware vSphere Virtual Volumes

Beginning with VMware vSphere 6.5, vVols 2.0, and VASA 3.0, vVols are now validated to support Oracle RAC workloads delivering
policy-based, VM-centric storage for Oracle RAC clusters.

See Whats New in Virtual Volumes (vVols) 2.0 for further details.

Learn more about shared disks using vVols.

RAC shared storage provisioning for vVols is summarized in the table below:

VMware Platform Datastore Version RAC shared VMDK requirement for Reference
multi-writer attribute

VMware vSphere vVol ESXi 6.5 and later Vendor specific KB 1034165 and KB 2113013

TABLE 9. SHARED STORAGE PROVISIONING FOR VSPHERE VIRTUAL VOLUMES

Storage Policy-Based Management

Storage policy-based management (SPBM) is a storage policy framework that helps administrators match VM workload requirements to
storage capabilities. SPBM runs as an independent service in the vCenter Server and helps to align storage with the application
demands of VMs.

SPBM enables the following mechanisms:

« Advertisement of storage capabilities and data services that storage arrays and other entities such as 1/O filters enable

« Bidirectional communications between ESXi and vCenter Server on one side, with storage arrays and entities on the other

« VM provisioning based on VM storage policies
Administrators build policies by selecting the desired capabilities of the underlying storage array. The SPBM engine interprets the
storage requirements of individual applications specified in policies associated with individual VMs and dynamically composes the

storage service, placing the VM on the right storage tier, allocating capacity, and instantiating the necessary data services (e.g.,
snapshots, replication).

As an abstraction layer, SPBM abstracts storage services delivered by vVols, VSAN, I/O filters, or other storage entities.

SPBM integrates with VSAN to discover the capabilities the VSAN setup offers and presents the administrators options to author storage
policies custom-made for the workload requirement.

Rather than integrating with each individual type of storage and data service, SPBM provides a universal framework for different types
of storage entities.
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FIGURE 8. SPBM UNIVERSAL FRAMEWORK

Learn more about VMware SPBM.

VMware vSAN Storage Policy

VMware VSAN forms the storage backbone of traditional VMware vSAN clusters and VMware Cloud on AWS. VMware vSAN storage
polices define storage requirements for VMs. These policies guarantee the required level of service for VMs, as they determine how VM
storage is allocated.

The default policy contains VSAN rule sets and a set of basic storage capabilities typically used for the placement of VMs deployed on
VSAN datastores.

Storage Policy Specification Description

Number of Failures to tolerate Defines the number of hosts, disk, or network failures a VM object can tolerate. For
n failures tolerated, n+1 copies of the VM object are created and 2n+1 hosts with
storage are required. The settings applied to the VMs on the Virtual SAN datastore
determines the datastore’s usable capacity. Default is 1

Object space reservation Percentage of the object logical size that should be reserved during the object
creation. The default value is O percent and the maximum value is 100 percent

Number of disk stripes per object This policy defines how many physical disks across each copy of a storage object
are striped. The default value is 1 and the maximum value is 12

Flash read cache reservation Flash capacity reserved as read cache for the VM object. Specified as a percentage
of the logical size of the VMDK object. It is set to O percent by default and Virtual
SAN dynamically allocates read cache to storage objects on demand. Default is O

Force provisioning No

TABLE 10. STORAGE POLICY RULES

Learn more about VMware vSAN storage policy.

Object space reservation (OSR) determines the percentage of the logical size of the VMDK object that must be reserved or thick
provisioned when deploying VMs.

The default value is 0% (thin provisioning) and maximum value is 100% (thick provisioning).
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Create VM Storage Policy VSAN X

1 Name and description Availability Advanced Policy Rules Tags

Number of disk stripes per object @ 1

2 Policy structure
OPS limit for object (@) (o}
3 VSAN Object space reservation @ Thin provisioning
Thin provisioning e for 100 GB VM ¢
4 Storage compatibility o
25% reservation
Flash read cache reservation (%) @
5 Review and finish

50% reservation
DGB VM disk would be O B
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Disable object checksum (@)
Thick provisioning
Force provisioning @ C)

FIGURE 9. CREATING VM STORAGE POLICY

VMware VSAN enables VM-specific setting of availability, capacity, and performance policies.

Learn more about OSR.

VMware vSphere Virtual Volume Storage Policy

For vWols, VMware provides a default storage policy that contains no rules or storage requirements (vVol No Requirements Policy). This
policy is applied to VM objects when a VM’s policy is unspecified on the vVols datastore. With vVol No Requirements Policy, storage
arrays can determine the optimum placement for VM objects.

The default vVol No Requirements Policy provided by VMware has the following characteristics:

» The policy cannot be deleted, edited, or cloned.
» The policy is compatible only with vVVols datastores.
« Ability to create a VM storage policy for vVols and designate it as the default.

Policies and Profiles

& VM Customization Specifications VM Storage Policies
8 Create VM Storage Policy | @ Check Compliance (g5 Reapply VM Storage Policy

[ Host Profiles
8 storage Policy Components pisns
. Hostocal PMem Default Storage Policy
£ HyTrustKMS-VM-Encryption-Policy
£ VM Encryption Policy
. VSAN Default Storage Policy
£ Vol No Requirements Policy
. FloshSoft Write Through Caching Policy
# Hostiocal PMem Default Storage Policy
£ Oracie RAC VSAN - OSR O
. Oracie RAC VSAN Storage Policy
# VM Encryption Policy
£ VSAN Default Storage Policy
£ Vol No Requirements Policy

Rules VM Compliance VM Template  Storage Compatibility

General
Name VVol No Requirements Policy
Description Allow the datastore to determine the best placement strategy for storage objects

FIGURE 10. DEFAULT VVOLS NO REQUIREMENTS POLICY
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Learn more about v\Vol storage policy.

VMware Distributed Switch and Distributed Port Group

A vSphere distributed switch provides centralized management and monitoring of the networking configuration of all hosts that are
associated with the switch. A distributed switch requires vCenter Server system and its settings are propagated to all hosts that are
associated with the switch.

vCenter Server
vSphere Distributed Switch

VMkernel network — g‘;ﬂmgb'g‘::s

Uplink1 Uplink3

Management plane

Data plane
Host 1 Host 2
[ [
i Production Vi i B Production VMkernel
: network | : network network
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FIGURE 11. VMWARE VSPHERE DISTRIBUTED SWITCH

Distributed port groups provide network connectivity to VMs and accommodate VMkernel traffic. The identity for each distributed port
group can be set using a network label, which must be unique to the current data center. NIC teaming, failover, load balancing, VLAN,
security, traffic shaping, and other policies on distributed port groups are all configurable. The virtual ports connected to a distributed
port group share the same properties that are configured to the distributed port group.

As with uplink port groups, the configuration applied to distributed port groups on vCenter Server (the management plane) is
automatically propagated to all hosts on the distributed switch through their host proxy switches (the data plane). In this way, it's
possible to configure a group of VMs to share the same networking configuration by associating the VMs to the same distributed port
group.

Learn more about VMware distributed switch and distributed port group.

Oracle recommends private interconnect adapters be on their own dedicated VLAN with adequate bandwidth for cache fusion traffic.
Details can be found in Oracle Network Interface Hardware Minimum Requirements section.

On VMware vSphere and VMware VSAN platforms, a distributed port group, DPortGroup-OraclePrivate, is created and dedicated for
Oracle RAC private interconnect. Both Oracle and VMware recommend using dedicated uplinks for this port group, if possible, to
guarantee adequate bandwidth for Oracle RAC private interconnect traffic.

For converged networks architecture, ensure that QoS is set for the Oracle RAC private interconnect traffic.
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VMware Cloud on AWS uses network segments, as opposed to distributed port groups. Segments are logical networks for use by
workload VMs in the SDDC compute network.

VMware Cloud on AWS supports three types of logical network segments: routed, extended and disconnected.

» A routed network segment (the default type) has connectivity to other logical networks in the SDDC and through the SDDC firewall
to external networks.

« An extended network segment extends an existing L2VPN tunnel, providing a single IP address space that spans the SDDC and
on-premises network.

» A disconnected network segment has no uplink and provides an isolated network accessible only to VMs connected to it.
Disconnected segments are created when needed by HCX (see Getting started with VMware HCX). These can also be created and
converted to other segment types.

Learn more about VMware Cloud on AWS network segment.

The RAC private interconnect networking setup and VMware platform changes on-premises are shown below:

VMware Distributed Switch Distributed Port Version Reference
Platform Group
VMware vSphere | Regular Distributed | Dedicated vSphere 5.5 and https://docs.vmware.com/en/VMware-
on-premises Switch Distributed Port later vSphere/6.7/com.vmware.vsphere.
Group for RAC networking.doc/GUID-D21B3241-OAC9-
437C-80B1-0C8043CCID7D.html

TABLE 11. RAC PRIVATE INTERCONNECT NETWORKING SETUP

VMware NSX and Micro-Segmentation

VMware NSX is a network virtualization platform that for the first time makes micro-segmentation economically and operationally
feasible. NSX provides the networking and security foundation for the SDDC, enabling the three key functions of micro-segmentation:
isolation, segmentation, and segmentation with advanced services.

Businesses gain key benefits with micro-segmentation:
» Network security inside the data center: flexible security policies aligned to virtual network, VM, OS type, dynamic security tag, and
more, for granularity of security down to the virtual NIC.

- Automated deployment for data center agility: security policies are applied when a VM spins up, are moved when a VM is
migrated, and are removed when a VM is deprovisioned — no more stale firewall rules.

« Integration with leading networking and security infrastructure: NSX is the platform enabling an ecosystem of partners to
integrate - adapting to constantly changing conditions in the data center to provide enhanced security. Best of all, NSX runs on
existing data center networking infrastructure.

These micro-segmentation capabilities make NSX ideal for securing intra-data center network traffic, for fully isolating disparate
networks (e.g., for highly sensitive workloads or for multi-tenancy), and for simplifying networks that would otherwise require complex
access policies.

Learn more about VMware NSX.
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VMware vSphere High Availability

VMware vSphere HA clusters enable a collection of ESXi hosts to work together so that, as a group, they provide higher levels of
availability for VMs than each ESXi host can provide individually.

Hosts in the cluster are monitored and, in the event of a failure, the VMs on a failed host are restarted on alternate hosts.

When a vSphere HA cluster is created, a single host is automatically elected as the master host. The master host communicates with
vCenter Server and monitors the state of all protected VMs and the state of the slave hosts. Different types of host failures are possible
and the master host must detect and appropriately deal with the failure. The master host must distinguish between a failed host and one
that is in a network partition, or one that has become network isolated. The master host uses network and datastore heartbeating to
determine the type of failure.

Learn more about VMware vSphere HA.

VMware vSphere Distributed Resource Scheduler and Affinity Rules

VMware vSphere Distributed Resource Scheduler™ (DRS) affinity and anti-affinity rules help DRS perform better placements of VMs by
understanding the application dependencies and availability.

The placement of VMs on hosts within a cluster can be controlled by using affinity rules. Two types of rules can be created:

« VM-host affinity rules: used to specify affinity or anti-affinity between a group of VMs and a group of hosts. An affinity rule specifies
that the members of a selected VM DRS group can or must run on the members of a specific host DRS group. An anti-affinity rule
specifies that the members of a selected VM DRS group cannot run on the members of a specific host DRS group.

- VM-VM affinity rules: used to specify affinity or anti-affinity between individual VMs. A rule specifying affinity causes DRS to try to
keep the specified VMs together on the same host, for example, for performance reasons. With an anti-affinity rule, DRS tries to
keep the specified VMs apart, for example, so that when a problem occurs with one host, only one of two VMs is lost.

When an affinity rule is added or edited, and the cluster’s current state is in violation of the rule, the system continues to operate and
tries to correct the violation.

Learn more about vSphere DRS and affinity rules.

A VM-host affinity rule specifies whether or not the members of a selected VM DRS group can run on the members of a specific host
DRS group.

Unlike a VM-VM affinity rule, which specifies affinity (or anti-affinity) between individual VMs, a VM-host affinity rule specifies an affinity
relationship between a group of VMs and a group of hosts. There are required rules (designated by must) and preferential rules
(designated by should).

As part of creating the VM-host affinity rule, the following specifications for the rule are indicated:

» Must run on hosts in group (e.g., VMs in VM group one must run on hosts in host group A)

» Should run on hosts in group (e.g., VMs in VM group one should, but are not required, to run on hosts in host group A)
» Must not run on hosts in group (e.g., VMs in VM group one must never run on host in host group A)

» Should not run on hosts in group (e.g., VMs in VM group one should not, but may, run on hosts in host group A)

A notable new feature of many available on VMware Cloud on AWS is the ability to create compute policies and use vSphere tags
and attributes.

Compute policies enable customers to define VM placement constraints as preferential policies in their SDDC by leveraging inventory
tags. In a multi-cluster environment, a single policy can be defined to constrain the placement of tagged VMs using the following
capabilities:
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» Simple VM-host affinity: this capability constrains the placement of tagged VMs on specifically tagged hosts in each cluster, thereby
circumventing the need to define rules on a per-cluster basis.

+ VM-VM anti-affinity: this policy allows the user to specify anti-affinity relations between a group of VMs. These groups of VMs are
identified using vSphere tags. The policy automatically applies to all the VMs that have the tags specified in the policy. DRS will try to
ensure that all the VMs in the vCenter that have the policy’s VM-tag, are preferably placed on separate hosts.

- Disable DRS vMotion: this policy allows the user to specify that a VM not be migrated away from the host on which it was powered
on, unless the host is placed into maintenance mode.

Learn more about compute policies.

vSphere tags and attributes allow attachment of metadata to objects in the vSphere inventory to make it easier to sort and search for
these objects.

A tag is a label that can be applied to objects in the vSphere inventory. Once a tag is created, it is assigned to a category. Categories
allow related tags to be grouped together. Defining a category enables administrators to specify the object types for the category’s tags
and decide if more than one tag in the category can be applied to an object.

For vSphere tags and attributes, VMware Cloud on AWS supports the same set of tasks as an on-premises SDDC.

Learn more about vSphere tags and attributes.

Oracle Database 19¢

Oracle Database 19¢, the latest generation of the world’s most popular database, provides businesses of all sizes with access to the
world’s fastest, most scalable and reliable database technology for secure and cost-effective deployment of transactional and analytical
workloads in the cloud, on-premises and hybrid cloud configurations.

Oracle Database 19c is the final, and therefore long-term support release of the Oracle Database 12¢ family of products (which includes
Oracle Database 18c).

Oracle Database 19¢ builds upon the innovations of previous releases such as multi-tenant, in-memory, JSON support, sharing and
many other features that enable Oracle’s Autonomous Database Cloud Services. This latest release of the world’s most popular
database also introduces new functionality, providing customers with a multi-model enterprise-class database for all their typical use
cases, including:

Operational database use cases such as traditional transactions, real-time analytics, JSON document stores and Internet of Things (loT)
applications

Analytical database use cases such as; traditional and real-time data warehouses and data marts, big data lakes and graph analytics

Learn more about Oracle Release 19c.

Oracle Database Architecture
An Oracle Database server consists of a database and at least one database instance in case of a single instance database. In case of
RAC, an Oracle Database will have more than one instance accessing the database.
» A database is a set of files, located on disk, that store data. These files can exist independently of a database instance.
« An instance is a set of memory structures that manage database files. The instance consists of a shared memory area, called the
system global area (SGA), and a set of background processes. An instance can exist independently of database files.
The physical database structures that comprise a database are:
- Data files: every Oracle Database has one or more physical data files, which contain all the database data. The data of logical
database structures, such as tables and indexes, is physically stored in the data files.

» Control files: every Oracle Database has a control file. A control file contains metadata specifying the physical structure of the
database, including the database name and the names and locations of the database files.
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- Online redo log files: every Oracle Database has an online redo log, which is a set of two or more online redo log files. An online
redo log is made up of redo entries (also called redo log records), which record all changes made to data.

« Many other files including parameter files, archived redo files, backup files and networking files are important to any Oracle Database
operations.

Learn more about Oracle Database Architecture.

Oracle Multitenant Architecture
The multitenant architecture enables an Oracle Database to function as a multitenant container database (CDB).

A CDB includes zero, one, or many customer-created pluggable databases (PDBs). A PDB is a portable collection of schemas, schema
objects, and non-schema objects that appears to an Oracle Net client as a non-CDB.

All Oracle databases before Oracle Database 12c were non-CDBs.

Learn more about Oracle Multitenant Architecture.

Oracle Automatic Storage Management
Oracle Automatic Storage Management (ASM) is a volume manager and a file system for Oracle Database files that supports single-
instance Oracle Database and Oracle RAC configurations.

Oracle ASM is Oracle’s recommended storage management solution that can be used for both Oracle RAC and single instance Oracle
Databases and provides an alternative to conventional volume managers, file systems, and raw devices.

Oracle ASM uses disk groups to store data files. An Oracle ASM disk group is a collection of disks that Oracle ASM manages as a unit.
Disks can be added or removed from a disk group while a database continues to access files from the disk group.

Oracle ASM simplifies storage management through the principle of stripe-and-mirror-everything (SAME). Intelligent mirroring
capabilities allow administrators to define 2-or 3-way mirrors to protect vital data. When a read operation identifies a corrupt block on a
disk, Oracle ASM automatically relocates the valid block from the mirrored copy to an uncorrupted portion of the disk.

Learn more about Oracle Automatic Storage Management.

Oracle ASMLIB and ASMFD
Oracle ASMLIB maintains permissions and disk labels that are persistent on the storage device, so that the label is available even after
an operating system upgrade.

The Oracle ASM library driver simplifies the configuration and management of block disk devices by eliminating the need to rebind block
disk devices used with Oracle ASM each time the system is restarted.

With Oracle ASMLIB, administrators can define the range of disks to be made available as Oracle ASM disks. Oracle ASMLIB
maintains permissions and disk labels that are persistent on the storage device, so that the label is available even after an operating
system upgrade.

Learn more about Oracle ASMLIB.

Oracle ASM filter driver (ASMFD) helps prevent corruption in Oracle ASM disks and files within the disk group.

Oracle ASMFD rejects write I/O requests that are not issued by Oracle software. This write filter helps to prevent users with
administrative privileges from inadvertently overwriting Oracle ASM disks, thus preventing corruption in Oracle ASM disks and files
within the disk group. For disk partitions, the area protected is the area on the disk managed by Oracle ASMFD, assuming the partition
table is left untouched by the user.
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Oracle ASMFD simplifies the configuration and management of disk devices by eliminating the need to rebind disk devices used with
Oracle ASM each time the system is restarted.

Learn more about Oracle ASMFD.

Linux Device Persistence and Udev Rules

Device names in Linux are not guaranteed to be persistent across reboots (e.g., a device named /dev/sdb can be renamed as /dev/sdc
on next reboot). To guarantee device persistence across reboots, Linux udev rules may be used.

Learn more about configuring device persistence for Oracle storage.

Oracle Clusterware

Oracle Clusterware is a portable cluster software that provides comprehensive multi-tiered high availability and resource management
for consolidated environments. It supports clustering of independent servers so that they cooperate as a single system.

Oracle Clusterware is the integrated foundation for Oracle RAC, and the high-availability and resource management framework for all
applications on any major platform. Oracle Clusterware was first released with Oracle Database 10g release 1 (10.1) as the required
cluster technology for the Oracle multi-instance database, Oracle RAC. The intent is to leverage Oracle Clusterware in the cloud to
provide enterprise-class resiliency where required, and dynamic, online allocation of compute resources where and when they

are needed.

Learn more about Oracle Clusterware 19c.

Oracle Clusterware and Oracle RAC do not require nor use SCSI-3 persistent group reservation (PGR). In a native Oracle RAC stack (no
third-party or vendor cluster or Oracle Solaris cluster) SCSI-3 PGR is not required by Oracle and should be disabled on the storage (for
disks/LUNs used in the stack).

Oracle support positions the reasoning for this as follows: “If you have PR enabled on a device, the device would have a default
behavior regarding PR expecting the client that makes use of PR to call the right commands as required. However, the default behavior
of a device for which PR is enabled depends on the platform, the device driver, and the PR setting and may not work for Oracle
Clusterware and the RAC stack, since we do not call these commands to operate the PR behavior.”

When using a third-party or vendor cluster solution such as Symantec Veritas SFRAC, the third-party cluster solution may require that
SCSI-3 PGR is enabled on the storage, as those solutions will use SCSI-3 PGR as part of their I/O fencing procedures.

This is extensively documented in Oracle MySupport (formerly Metalink) article RAC: Frequently Asked Questions (RAC FAQ) (Doc 1D
220970.1).

Oracle Restart

Oracle Restart enhances the availability of Oracle databases in a single-instance environment. When Oracle Restart is installed, various
Oracle components can be automatically restarted after a hardware or software failure or whenever the database host computer restarts.

Component Notes

Database instance Oracle Restart can accommodate multiple databases on a single host computer.

Oracle Net listener -
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Database services Does not include the default service created upon installation because it is
automatically managed by Oracle Database. Also does not include any default
services created during database creation or global services. For more information
about global services, see the Oracle Database Global Data Services Concepts and
Administration Guide.

Oracle ASM instance -

Oracle ASM disk groups Restarting a disk group means mounting it.

Oracle Notification Services (ONS) In an Oracle Grid Infrastructure for Standalone Servers (Oracle Restart)
environment, ONS can be used in Oracle Data Guard installations for automating
failover of connections between primary and standby database through fast
application notification (FAN). ONS is a service for sending FAN events to
integrated clients upon failover.

TABLE 12. ORACLE COMPONENTS AUTOMATICALLY RESTARTED BY ORACLE RESTART

Oracle Restart runs periodic check operations to monitor the health of these components. If a check operation fails for a component, the
component is shut down and restarted. Oracle Restart is used in standalone server (non-clustered) environments only. For Oracle RAC
environments, the functionality to automatically restart components is provided by Oracle Clusterware.

Oracle Restart runs out of the Oracle Grid Infrastructure home, which is installed separately from Oracle Database homes.

Learn more about Oracle Restart.

Oracle RAC One Node

Oracle RAC One Node is a single instance of an Oracle RAC database that runs on one node in a cluster. This option adds to the
flexibility that Oracle offers for database consolidation. Many databases can be consolidated into one cluster with minimal overhead
while also providing the high availability benefits of failover protection, online rolling patch application, and rolling upgrades for the
operating system and Oracle Clusterware.

It requires no application changes, can support any Oracle Database workloads, and is easily upgraded to a full multi-instance Oracle
RAC configuration. It eliminates the single database server as a single point of failure and takes further advantage of clustering to apply
rolling patches and database service relocation without incurring downtime.

RAC One Node Cluster

DB Instance Online
Relocation ...

Clusterware

Clusterware

-

Shared Storage

FIGURE 13. RAC ONE NODE (ORACLE CORPORATION)
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Learn more about Oracle RAC One Node 19c.

Oracle Real Application Cluster

Non-cluster Oracle Database instances have a one-to-one relationship between Oracle Database and the instance. Oracle RAC
environments, however, have a one-to-many relationship between the database and instances. An Oracle RAC database can have
several instances, all of which access one Oracle Database. All database instances must use the same interconnect, which can also be
used by Oracle Clusterware.

The combined processing power of the multiple servers can provide greater throughput and Oracle RAC scalability than is available
from a single server.

A cluster comprises multiple interconnected computers or servers that appear as if they are one server to end users and applications.
The Oracle RAC option with Oracle Database enables clustering of Oracle Database instances. Oracle RAC uses Oracle Clusterware for
the infrastructure to bind multiple servers, so they operate as a single system.
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FIGURE 14. ORACLE RAC (ORACLE CORPORATION)
Learn more about Oracle RAC 19c.

Extended Oracle RAC
An Oracle extended cluster consists of nodes that are in multiple locations called sites.
When you deploy an Oracle standalone cluster, you can also choose to configure the cluster as an Oracle extended cluster. You can

extend an Oracle RAC cluster across two or more geographically separate sites, each equipped with its own storage. In the event that
one of the sites fails, the other site acts as an active standby.

Oracle RAC on extended distance (stretched) clusters provides extremely fast recovery from a site failure and allows for all nodes, in all
sites, to actively process transactions as part of a single database cluster.

Both Oracle ASM and the Oracle Database stack, in general, are designed to use enterprise-class shared storage in a data center. Fibre
channel technology, however, enables distribution of compute and storage resources across two or more data centers, and connection
of the two hrough ethernet cables and fibre channel, for compute and storage needs respectively.
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The high impact of latency, and therefore distance, creates some practical limitations as to where this architecture can be deployed. An
active/active Oracle RAC architecture fits best where the two datacenters are located relatively close (<100km) and where the costs of
setting up a low latency and dedicated direct connectivity between the sites for Oracle RAC has already taken place, which is why it
cannot be used as a replacement for a disaster recovery solution such as Oracle Data Guard or Oracle GoldenGate.

Learn more about extended Oracle RAC 19c¢, with additional details here.

Oracle RAC on VMware vSphere Platform
The two key requirements of Oracle RAC are:

» Shared Storage
» Multicast Layer 2 Networking

These requirements are challenging for Oracle RAC on native AWS installations.

Support for shared storage and multicast layer 2 networking are built into the vSphere platform. With Oracle RAC on VMware vSphere
and VMware vSANtraditional or extended Cluster, these requirements are natively addressed.

vSphere HA clusters enable a collection of ESXi hosts to work together so that, as a group, they provide higher levels of infrastructure
level availability for VMs than each ESXi host can provide individually.

vSphere HA provides high availability for VMs by pooling the VMs and the hosts they reside on into a cluster. Hosts in the cluster are
monitored and in the event of a failure, the VMs on a failed host are restarted on alternate hosts.

When a vSphere HA cluster is created, a single host is automatically elected as the master host. The master host communicates with
vCenter Server and monitors the state of all protected VMs and of the slave hosts.

Oracle RAC and VMware HA solutions are completely complementary to each other. Running Oracle RAC on the VMware platform
provides application-level HA that Oracle RAC enables in addition to the infrastructure-level HA that VMware vSphere platform provides.

Learn more about VMware vSphere HA.

Extended Oracle RAC on VMware vSphere Platform

Many business-critical applications require five 9s of availability, or 99.999% availability (less than five minutes of downtime per year).
This is where the marriage of vSphere HA and Oracle RAC really shines. This combination has been used to great effect by several very
large organizations globally.

Extended Oracle RAC provides greater availability than local Oracle RAC. It provides extremely fast recovery from a site failure and
enables all servers, in all sites, to actively process transactions as part of a single database cluster.

Running Extended Oracle RAC on a stretched cluster architecture provides the same advantages as traditional Oracle RAC, across data
centers and sites, in addition to the site-level protection enabled by stretched cluster architecture.

Both traditional Oracle RAC and extended Oracle RAC require:
» Layer 2 Network Adjacency
» Shared storage
In addition to the above requirements, the following must also be considered when deploying an extended Oracle RAC:
- Latency requirements of the workload
- Site distance (0, 25, 50, 100, > 100KM?)
- Network latency between RAC nodes across sites increases and should be kept at five milliseconds (ms) or less
- Network connection/bandwidth between Sites? Dark fiber over dense wavelength division multiplexing (DWDM)
- Storage that is synchronously, bi-directionally replicated in 5ms or less is required at each site
. A witness or quorum site is required for any clustered app or storage to avoid a split brain
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Network Latency

The high impact of latency, and therefore distance, creates some practical limitations as to where this architecture can be deployed. An
active/active Oracle RAC architecture fits best where the two datacenters are located relatively close (<100km) and where the costs of
setting up low latency and dedicated direct connectivity between the sites for Oracle RAC has already taken place. For these reasons, it
cannot be used as a replacement for a disaster recovery solution such as Oracle Data Guard or Oracle GoldenGate.

In general, for this to function properly across the broadest range of clusters and types, there must be at least 5ms or less round-trip
latency (RTT) between the cluster nodes (whether they are in the same or different data center or not). This is true of Oracle RAC and
vSphere HA clusters (vSphere Enterprise Plus licenses support up to 10 ms).

Storage Replication
For an extended distance cluster, storage should be synchronously and bi-directionally replicated between sites. There are three ways

to do this:
» Host-based replication: the most common example of this is Oracle ASM. Learn more about host-based replication.

« Appliance-based replication: examples include EMC VPLEX, IBM SVC, HP Peer Persistence, NetApp Metro Cluster, and Pure
Storage ActiveCluster.

- VMware vSAN Stretched Cluster: inherently provides this storage solution suitable for extended Oracle RAC using the vVSAN
fault-domain concept.

Host-Based Storage Virtualization (ASM) Vendor-Based Storage Virtualization

Storage agnostic Not storage agnostic as specific to a vendor
(i.e., tightly integrated with the underlying storage)

Bundled with Oracle and easy to set up Setup takes time and is relatively expensive
CPU performance hit/extra CPU usage No CPU penalty as storage virtualization is handled by the underlying storage unit
Third site required for voting disk Requires third site as witness for arbitration in case of site failure

TABLE 13. COMPARISON OF HOST-BASED REPLICATION AND APPLIANCE-BASED REPLICATION

VMware vSAN Stretched Cluster-Based Vendor-Based Storage Virtualization
Native Storage Virtualization

Storage virtualization is native to the VMware platform Storage virtualization specific to a vendor
(i.e., tightly integrated with the underlying storage)

VSAN Stretched Cluster offers ease of deployment and easy Setup takes time and needs additional software and hardware
enablement, without additional software or hardware. Integrates
well with other VMware features like VMware vSphere vMotion
and vSphere HA.

Cost-effective server SAN solution for extended distance with Setup takes time and is relatively expensive
easy setup
Scale-out architecture with resources (storage and compute) More vendor equipment needed and is expensive

balanced across both sites.
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Reduced consumption of Oracle cluster node CPU cycles No CPU penalty as storage virtualization is handled by the
associated with host-based mirroring. Instead, VSAN takes care underlying storage unit
of replicating the data across sites.

Easy to deploy the preconfigured witness appliance provided by Third site required as witness for arbitration in case of site
VMware and can be used as VSAN Stretched Cluster witness at failure; more vendor equipment needed and is expensive
the third site

Elimination of Oracle Server and Clusterware at the third site Elimination of Oracle Server and Clusterware at the third site

TABLE 14. COMPARISON OF VMWARE VSAN STRETCHED CLUSTER REPLICATION AND APPLIANCE-BASED REPLICATION

Witness Site

All clustered technologies require a tiebreaker (i.e., a witness or quorum disk) to prevent a cluster-fencing or split brain situation where
every node (due to network or disk heartbeat failure with other nodes in the cluster) assumes that it is the sole surviving member of the
cluster, thereby proclaiming itself to be the master. This is referred to as split-brain syndrome.

Split brain syndrome causes the data and application at each site be out of sync and unable to be resynchronized. The occurrence of the
witness site prevents creating multiple masters and avoids this scenario.

There are two general implementations of VMware stretched cluster architectures:

« VMware vSphere Metro Storage Cluster
« VMware VSAN Stretched Cluster

Learn more about Extended Oracle RAC on VMware vSAN Stretched Cluster.

Solution Configuration

This section introduces the resources and configurations for the solution including:

» Architecture diagram
» Hardware resources

+ Software resources

» Network configuration
» Storage Configuration

Architecture Diagram

This reference architecture has been created on VMware vSphere 6.7 platform. The steps to set up a traditional or extended Oracle RAC
is exactly the same on VMware vSphere 7.0 and above.

There are two components to the solution architecture:

« On-premises vSphere cluster on site A
» On-premises vSphere cluster on site B
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The on-premises setup has a two-site separate, dedicated vSphere cluster configuration, Site A and Site B.

» Site A is hosting non-Production RAC and Non-RAC workloads including DR workloads

« Site B is hosting Production RAC and Non-RAC workloads
- Both Site A and Site B are in Hybrid Linked mode.

Site A infrastructure details:

» A four-node vSphere 6.7 cluster, ESXi patch level 14320388

« Each ESXi server is a Dell PowerEdge R730xd rack server with two sockets, 14 cores each with Intel Xeon processor E5-2695 v3 at

2.30GHz with hyperthreading technology and 384GB of RAM
« Each ESXi server features access to two storage units:

— Pure x50 all-flash storage (Purity/FA 5.3.2) for both block FC storage and vVols

- Tintri T880 all-flash for NFS

« Each ESXi server features:
- (2) QlLogic 8Gb FC host bus adapters for FC storage
- (2) 10Gbit connections to Tintri T880 NFS storage

Site B infrastructure details:

- A four-node vSphere 6.7 cluster, ESXi patch level 15160138

» Each ESXi server is a Dell PowerEdge R630 server, Intel Xeon CPU E5-2680 v4 at 2.40GHz, (2) 14 cores,

256GB RAM with hyperthreading
« Each ESXi server features access to three storage units:

- Pure x50 all-flash storage (Purity/FA 5.3.2) for both block FC storage and vVols

- Tintri T880 all-flash for NFS

- VSAN 6.7 all-flash array (AFA) for hyperconverged storage
« Each ESXi server had

- (2) QLogic 8Gb FC host bus adapters for FC storage

- (2) 10Gbit connections to Tintri T880 NFS storage and vSAN traffic

vmware
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« Each ESXi server features two vSAN flash SSD disk groups
» Each VSAN disk group features (1) 800GB SSD for cache and (1) 2TB SSD for capacity

The Stretched Clusters for VMware Cloud on AWS setup has the following configuration:

» A six-node stretched cluster for VMware Cloud on AWS setup across two AZs
- Three servers in AZ us-west-2b

- Three servers in AZ us-west-2¢

« Each ESXi server is an Amazon EC2 i3p.16xlarge with two sockets, 18 cores each with Intel Xeon processor E5-2686 v4 at 2.30GHz
and 512GB RAM memory

 Storage provided by the HCI vVSAN instance

v [ SDDC-Datacenter © Cluster-1 | acrions~
v [ cluster-1 ey Rl Mooncd ki Condous I Penritaioos Ll Honre B Vise Tl Beresrcoces B Netvics

[4 10.73.80.68 —
[ 10.73.80.69 ;dz[l o
[ 10.73.80.70
[410.73.80.84
[4 10.73.80.85 S
[& 10.73.80.86 Relssed Otfects i | i N

> @ Compute-ResourcePool Stacennes Bscocoumm Custer Consumers v

> @ Mgmt-ResourcePool

Custom Attridutes

v VSAN Overview

Cluster Resources PN
Hosts 6 Hosts

EVE mode Oitabied

FIGURE 17. STRETCHED CLUSTERS FOR VMWARE CLOUD ON AWS SETUP

An L2VPN is used to extend the on-premises data center on site A to VMware Cloud on AWS to rapidly and easily migrate application
workloads from on-premises to the VMware Cloud on AWS and back. This is possible because there are no networking changes with
L2VPN capability between on-premises SDDC and VMware Cloud on AWS.

Hardware Resources

The following hardware resources are utilized for the vSphere cluster on site A:

Description Specification

Server (4) ESXi server

Server Model Dell PowerEdge R730xd rack server

CPU Two sockets, 14 cores each, Intel Xeon processor E5-2695 v3 at 2.30GHz with hyperthreading enabled
RAM 384GB RAM
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Storage controller (2) Emulex LPe12000 8Gb PCle fibre channel adapter
Storage Array Pure x50 AFA (Purity/FA 5.3.2) and Tintri T880 AFA
Network (2) 10Gbit connections to Tintri T88O NFS storage

TABLE 15. SITE A VSPHERE CLUSTER HARDWARE RESOURCES

The following is a summary of one ESXi server in the vSphere cluster on site A:

[ 10.128.136.117 | AcTions v

Summary Monitor Configure Permissions VMs Datastores Networks Updates
Hypervisor: VMware ESXi, 6.7.0, 14320388
Model: PowerEdge R730xd

Processor Type: Intel(R) Xeon(R) CPU E5-2695 v3 @ 2.30GHz
Logical Processors: 56

NICs: 8

Virtual Machines: 68

State: Connected
Uptime: 189 days

DEALLEMC &

Hardware A~
Manufacturer Dell Inc.
Model PowerEdge R730xd
~ CPU
CPU Cores [l 28 CPUs x 2.3 GHz
Processor Type Intel(R) Xeon(R) CPU E5-2695 v3 @ 2.30GHz
Sockets 2
Cores per Socket 14
Logical Processors 56
Hyperthreading Active
Memory i 357.43 GB / 383.78 GB
> Virtual Flash Resource OB/OB
> Networking WDC-ESX17.
> Storage 19 Datastore(s)

FIGURE 18. VMWARE ESXI SITE A SERVER SUMMARY

The following hardware resources are utilized for the vSphere cluster on site B:

Description Specification
Server (4) ESXi server
Server Model Dell PowerEdge R630

vmware
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CPU Two sockets with 14 cores each, Intel Xeon CPU E5-2680 v4 at 2.40GHz,
2x14 cores with hyperthreading enabled

RAM 256GB RAM

Storage controller (2) 8Gb ISP2532-based fibre channel to PCle HBA

Storage Array Pure x50 AFA (Purity/FA 5.3.2), Tintri T880 AFA and VSAN 6.7 AFA

VSAN Storage Controller Dell HBA330 Mini

VSAN AFF Disks Each server has two vSAN flash SSD disk groups, each vSAN disk group has

(1) 800GB SSD for cache and (1) 2TB SSD for capacity

Storage Network (2) QLogic 8Gb FC host bus sdapters for FC storage

Network (2) 10Gbit connections to Tintri T880 NFS storage and vSAN traffic

TABLE 16. SITE B VSPHERE CLUSTER HARDWARE RESOURCES

The following is a summary of one ESXi server in the vSphere cluster on site B:

[ 10.128.136.127 | actions~

Summary Monitor Configure Permissions VMs Datastores Networks Updates

i

Hypervisor: VMware ESXi, 6.7.0, 15160138

Model: PowerEdge R630

Processor Type: Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz
Logical Processors: 56

NICs: 6
Virtual Machines: O
State: Connected
Uptime: 3 days
Hardware ~
Manufacturer Dell Inc.
Model PowerEdge R630
~ CPU
CPU Cores D 28 CPUs x 2.4 GHz

Processor Type

Sockets

Cores per Socket

Logical Processors

Hyperthreading

Memory

> Virtual Flash Resource

> Networking

> Storage

FIGURE 19

vmware

Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz
2

14

56

Active

[] 3622 68 /3839168

0B/0B

wdc-esx27.

21 Datastore(s)

. VMWARE ESXI SITE B SERVER SUMMARY
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The following hardware resources are utilized for Stretched Clusters for VMware Cloud on AWS:

Description Specification

Server (6) ESXi servers

Server model Amazon EC2 i3p.(16) large Server

CPU Two sockets, 18 cores each, Intel Xeon processor E5-2686 v4 at 2.30GHz

RAM 512GB

Disks (8) NVMe drives, each drive 1.73TB across two VSAN disk groups

VSAN disk groups Two disk groups, each disk group with (1) NVMe for cache and (3) NVMe for capacity
Network 25G Amazon Elastic Network Adapter (ENA)

TABLE 17. STRETCHED CLUSTERS FOR VMWARE CLOUD ON AWS HARDWARE RESOURCES

The stretched cluster for VMware Cloud on AWS features six ESXi servers across two fault domains or AZs for site-level HA with three
ESXi servers in each AZ.

VSAN fault domains are configured to inform vSphere and vCenter which hosts reside in which AZs. Each fault domain is named after
the AZ it resides within to increase clarity.

vm vSphere Client

B 2 8 9 [0 Cluster-1 | actions ~

v @ veenter.sddc-35-155-2468-32 vmcvmware <. Summary Monitor Configure Permissions Hosts VMs Catastores Networks
« [7 SDDC-Datacenter

+ [[J Cluster-1 -=H- Resource Pools
[] 10.73.80.6%
] 10.73.80.70
[] 10.723.80.71
0 10.73.80.84 Name 1 v swte v state v Cheter v
[] 10.73.80.85 [] 10738068 Connectzd v Normal [ custert
[) 10.73.80.88 [ 1073.8070 Connected v Normal [ Clustert
> © Compute-ResourcePeal
[ 1073.8071 Connected v Normal [ custert
> @ Mgmt-ResourcePool
> [10.73.815 [J 10728084 Connected v Normal [ clustert
[J 10738085 Connectzd v Nomal [ clustert
[J 10733086 Connected v Normal [ clustert

FIGURE 20. FAULT DOMAIN CONFIGURATION

vmware
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Fault domains/AZs are us-west-2b and us-west-2c with three ESXi servers in each AZ.

O Cluster-1 ACTONS -

Summary Montor  Configure Permissions Mosts VMs  Datastores Networks
» Sarvicas
» Costiguration Stretched Cluster Fault Domains
» Mare
v VSAN Status Enabked Coafiguration can tokrate 1130t domain faiures @
Sarvicas , maximum

Preterred faut domain
Disk Manapement

Faut Domsins Winass host
ECSI Target Sarvica

Fawit Dorals / Hoet

g

— —
ov [ uswest

—

[
[ 10.7380.71

[ 10.7380.20

FIGURE 21. FAULT DOMAIN NAMING BY AZ

To protect against split-brain scenarios and help measure site health, a managed vSAN witness is also created in a third AZ. The third
AZ is picked at random from the remaining AZs.

The witness has been engineered to run on an EC2 M5.XL AMI to reduce the cost to the customer.

vm vSphere Client

B 2 8 2 0 10.73.815  actions -
v [ veenter.sddc-35-155-246-32 vmc vmware.C. Summary Monitor Configure Permissions VMs Resource Pools Catastores Networks
v [ SPDE-Datacenter H i WM ESXi, 6.8.1, 12157568
ypervisor: ware ESX, 6.8.1,
« ) Cluster-1
O Custer Maodel: Amazon EC2 m5.xlarge
[0 10.73.80.62 Processor Type:  Intel(R) Xeon(R) Platinum 8175M CPU @ 2.50GHz
[ 10.73.80.70 Logical Processors: 2
] 10.73.80.71 NICs: 1
[] 10.73.80.84 \S/irt'ualMachinesz EQ o
tate: nnecte
[] 10.73.80.85 Uptime: 23 clays
[] 10.73.80.86
> @ Compute-RescurcePaol
> @ Mgmt-RescurcePool
> [J10.73.81.5 Hardware ~
Manufacturer Amazen EC2
Model Amazon EC2 mS.xlarge
cPU [ 2 cPus x 2.5 GHz
Memory [ 7.76 GB /15.54 GB
Virtual Flash Resource 0B/O0B
Networking witness-1.sddc-35-155-246-32. vmc.vmware.com
Storage 0 Datastere(s)

FIGURE 22. MANAGED VSAN WITNESS
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The following is a summary of one ESXi server in a Stretched Clusters for VMware Cloud on AWS environment:

[] 10.94.24.68 ACTIONS
Summary  Monitor  Configure  Permissions ~ VMs  Datastores  Networks  Updates
— Hypervisor: VMware ESXi, 7.0.0, 15423985 oy
Model Amazon EC2 i3 metal
Used: 861 GHz
Processor Type:  Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz
Memory
Logical Processors: 36
NICs: 1 Used: 199.92 GB
Virtual Machines: 14 storag
state: Connected
Uptime: 34 days Used: 12.16 T8 Capaciy: 1.1 T8
=
Hardware A Configuration v
Manufacturer Amazon EC2
Related Objects ~
Model Amazon EC2 i3metal
Cluster [ cuuster

-~ cry

CPU Cores [ 36 cpus x 23 GHz
Processor Type Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz
Sockets 2
Cores per Socket 8
Logical Processors 36
Hyperthreading Inactive
Memory [ 1995268/ 51386 6B
> Virtual Flash Resource 5.85GB/9.75GB
> Networking p-10-94-24-68.us-west-2.compute.internal

> Storage 2 Datastore(s)

FIGURE 23. ESXI SERVER IN STRETCHED CLUSTERS FOR VMWARE CLOUD ON AWS

Software Resources
Software resources for the solution are as follows:

Software Version Purpose

VMware vCenter Server and ESXi 6.7 Patch 15160138 ESXi cluster to host VMs, VMware vCenter Server
provides a centralized platform for managing VMware

vSphere environments

ESXi Datastores Pure AFA provides VMFS and vVol datastores, Tintri
T880 provides NFS datastores and vVSAN AFA

provides Hyperconverged storage

Oracle Linux 7.6 Oracle database server nodes
Oracle Database 19¢ 19.3.0.0.0 Oracle database
Oracle Workload Generator for OLTP SLOB2.5.2.3 To generate Oracle workload

vmware

TABLE 18. SOFTWARE RESOURCES
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Network Configuration
VMware vSphere® Distributed Switch™ (VDS) acts as a single virtual switch across all associated hosts in the data center. This setup
enables VMs to maintain a consistent network configuration as they migrate across multiple hosts.

A port group defines properties regarding security, traffic shaping, and network adapter teaming. Jumbo frames (MTU=9000 bytes)
were enabled on the vSphere vMotion interface and the default port group setting was used.

For site A, VDS SiteA-10g-dVS uses (4) 10GbE adapters per host:

+ (2) T0GbE uplinks for VM traffic
» (2) 10GbE uplinks for VMkernel non-VM traffic

The following distributed switch port groups were created for Oracle VM traffic to balance traffic across the available uplinks:

» Port group DPortGroup-1363 with VLAN ID 1363 is for VM user traffic
« Port group DPortGroup-VLAN70O-NFS with VLAN ID 70 for NFS traffic

g @ s 2 O SiteA-10g-dVS | acrions~

v (5 TSA-VCSA-65-A tsalab.local Summary  Monitor  Configure  Permissions  Ports  Hosts  VMs  Networks
[ TSA-WDC-DCO1
© Hexi2e Distributed Port Groups
@ none
© VM Network
> | SiteA-10g-dVs.
> [ TSA-VCSA-65-B.salab.local

Name 7 v VLANID v PortBinding ~  Network Protocol Profile v VMs

& DPonGroup-HCX-VLAN129 VLAN access 29 Static binding (elestic) 3
& DPonGroup-NSX-EDG! VLAN access 1403 Static binding (elastic) 1
& DPonGroup-NSX-L2TP VLAN access 1363 Static binding (elastic) 1
& DPonGroupVLANI363 VLAN access 1363 Static binding (elestic) 67
& DPortGroupVLANI403 VLAN access 1403 Static binding (elastic) 3
& DPonGroup-VLAN70-NFS VLAN access: 70 Static binding (elastic) o
& SDDC-L2VPN-Public VLAN access: 1363 Static binding (elestic) 1
& SDDC-L2VPN-Trunk VLAN trunk: 1403 Static binding (elastic) 1
& SOL-Lab-NonRouted-DoNotUse VLAN access: 1363 Static binding (el 6
1
1

& VLANTZ2-Prom
& VLAN1363-Prom

Static

Static binding (elastic)

FIGURE 24. SITE A VSPHERE DISTRIBUTED SWITCH PORT GROUP CONFIGURATION

As mentioned earlier, site B is hosting production Oracle RAC and Non-Oracle RAC workloads.

For site B, VDS SiteB-10g-dVS uses (2) 10GbE adapter and (2) 1GbE adapter per host:

1. (2) 10GbE uplinks for VM traffic
2.(2) 1GbE uplinks for VMkernel non-VM traffic

The following distributed switch port groups were created for Oracle RAC and Oracle VM traffic to balance traffic across
the available uplinks:

« Port group DPortGroup-1403 with VLAN ID 1403 is for VM user traffic

» Port group DPortGroup-VLAN70O-NFS with VLAN ID 70 for NFS traffic

» Port group DPortGroup-OraclePrivate with VLAN ID 72 is for Oracle RAC interconnect traffic with two active/active uplinks
set to Route based on originating virtual port.

» Port group DPortGroup-VLANG69-VSAN with VLAN ID 69 for vSAN traffic
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B R 8 @ o SiteB-10g-dVS | acrtions+

> (5 TSA-VCSA-65-A tsalab local Summary  Monitor  Configure ~ Permissions ~ Ports  Hosts ~ VMs  Networks
(3 TSA-VCSA-65-B.tsalablocal
> [ TSA-sC2-DCO3
~ [ TSA-WDC-DCO2
© MA-VMW-Management
© MA-VMW-VMotion

Uplink Port Groups

P Neme 1 v wvianip ~  PortBinding ~  Newwork Protoco Profile v owms

9 none

@ Vit & DPortGroup-ESXiMgmt VLAN access: 1363 Static binding (elastic) o

etworl

> & 1006B-DVSwitch & DPonGroup-HCX-VLANI29 VLAN access: 129 Static binding (elastic) 3

v @ SiteB-10g-dVS & DPortGroup-OraclePrivate VLAN access: 72 Static binding (elastic) 27
2 DPortGroup-ESXiMgmt & DPonGroup-VLAN1363 VLAN access: 1363 Static binding (elastic) Ll
@ DPortGroup-HCX-VLAN29 & DPortGroup-VLAN1403 VLAN access: 1403 Static binding (elastic) 52
& DPortGroup-OraclePrivate & DPonGroup-VLANG9-VSAN VLAN access: 69 Static binding (elastic) 0
& DPortGroup-VLAN1363 & DPontGroup-VLAN7O-NFS VLAN access: 70 Static binding (elastic) o
& DPortGroup-VLAN1403 & L2E-SiteB-10g-dVS-Trunk VLAN access: 0 Static binding (elastic) [

& DPortGroup-VLANG9-VSAN
& DPortGroup-VLAN70-NFS
& L2E-SiteB-10g-dVS-Trunk
(S SiteB-10g-dVS-DVUplinks-83

FIGURE 25. SITE B VSPHERE DISTRIBUTED SWITCH PORT GROUP CONFIGURATION

For VMware Cloud on AWS, each ESXi server has (1) 25GbE adapter per host as a visual representation of a pair of physical adapters.

0 10.94.24.68 | acrions v

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage s Physical adapters

Networking v Add Networking ¢ Refresh | Edit

. . Device Y Actual Speed Y Configured Speed Y Switch Y MAC Address Y
Virtual switches

VMkernel adapters vmnicO 25 Gbit/s 25 Gbit/s &=, vmc-hostswitch 06:12:3a:2d:7b:2a

Physical adapters

TCP/IP configuration

FIGURE 26. VMWARE CLOUD ON AWS PHYSICAL ADAPTER CONFIGURATION
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To create a logical segment, navigate to the VMware Cloud on AWS Portal and click Networking & Security. Click Segments,
then Add Segments.

< ALL SDDCs
BCA CPBU SDDCo usvestorsson ueesto
Summary  Networking & Security ~ AddOns  Maintenance  Troubleshooting  Settings  Support
Overview Segments ®
Network
Sesmers o seue
VPN
NAT Segment Name Type VN Tunnel 1D Gateway IP/Prefix Length oHcp DHCP 1P Range Domain Name status
Security i of L2E_DPortGroup-VLANI3-1363- Disconnected 10.128.139.253/22 Disabled ®uC
408T0e8d
Gateway Firewall
Distributed Firewall i of L2E_DPortGroup-VLANI4-1403- Disconnected 10.128.140.253/24 Disabled ®upC
c376680b
Inventory
s i of OracePrivate Disconnected 192.168.140.1/24 Disabled ®uwcC
Services
i of SDDC-Routed-25 Routed 10.72:153.1/25 Enzbled 10.72.153.110-10.72.153.120 tsaleb.loca! ® U C

Virtual Machines

Tools
IPFIX
Port Mirroring

System
DNS
DHCP
Global Configuration
Public IPs
Direct Connect
Connected VPC

FIGURE 27. LOGICAL NETWORK DETAILS

Fill in the required details as shown above. Select the Disconnected option and specify the CIDR block of the segment in the
Gateway/Prefix Length field. Click Save when done.

As mentioned before, a disconnected network segment has no uplink and provides an isolated network accessible only to VMs
connected to it.

BCACEEY Do open veenten | [ actions~

Sur Networking & Security ~ AddOns ~ Maintenance  Troubleshooting  Settings

Overview
(©)

Network Network Segments

> VPN ADD SEOMENTS |

T Ty Tunnel 1© Gateway ©/Prefix Length once OHCE ® Range ONS suffix

Security
Gateway Firewall

VLANI3-1363-40810e8d Disconnected 10.128.139.263/22

Distributed Firewall

Inventory
Groups

10.72.153.110-10.7

Services

Tools
IPFIX i VLAN1403

FIGURE 28. LOGICAL NETWORK ORACLEPRIVATE
Learn more about VMware Cloud on AWS logical networks.

The following extended segments were created for Oracle VM traffic between on-premises site A and VMware Cloud on AWS:

» Port group BCA-L2VPN for L2ZVPN for VM user: traffic enables VMs to keep the same subnet when migrating from on-premises
data centers to the cloud and back.

» Port group BCA-VPN-Network for routed VM: traffic enables VMs to communicate—or ping each other—without being on
the same subnet.
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vSphere vMotion enables live migration of running—that is, powered on—VMs from an on-premises host to a host in VMware Cloud on
AWS, with zero downtime for the application (less than one second switchover time), continuous service availability, and complete
transaction integrity. Furthermore, by enabling certain advanced configurations, vSphere vMotion migration between on-premises VMs
and VMware Cloud on AWS can be enabled across various VDS versions.

VMware Cloud on AWS provides multiple ways to establish network connectivity from on-premises environments, including different
types of VPNs and AWS Direct Connect (DX). AWS DX is a service provided by AWS that allows creation of a high-speed, low latency
connection between an on-premises data center and AWS services including VMware Cloud on AWS.

Learn more about AWS Direct Connect.

Learn more about l/ive vSphere vMotion migration between on-premises data centers and VMware Cloud on AWS.

Storage Configuration
Site A features access to two storage units

» Pure x50 all-flash storage (Purity/FA 5.3.2) for both block FC storage and vVols
« Tintri T880 all-flash for NFS

Site B features access to three storage units

» Pure x50 all-flash storage (Purity/FA 5.3.2) for both block FC storage and vVols
« Tintri T880 all-flash for NFS
« VSAN 6.7 AFA for hyperconverged storage

On Site A, each of the four ESXi servers feature (2) Emulex LPe12000 8Gb PCle fibre channel adapters for both Pure Storage backed
FC block storage and vVols.

[ 10.128136.117 = AcTions v
Summary  Monitor  Configure  Permissions ~ VMs  Datastores  Networks  Updates

v Storage Storage Adapters
Storage Adapt
01299 ACaRters + Add Software Adapter g Refresh [y Rescan Storage.. | @ Rescan Adapter
Storage Devices
4 A Y[ Tve ® | swows = Y| Targess ¥ [ [Devees v [ Pate

4 Model: Emulex LPe12000 8Gb PCle Fibre Channel Adapter

Host Cache Configur.

Protocol Endpoints

VO Fiters vmhba3 Fibre Channel Online 20:00:00:90fa:cf28:1e 10:00:00:90 fa:cf:28:1e 4 4 13
» Networking vmhbad Fibre Channel Online 20:00:00:90:fa:cf:28:1 10:00:00:90 fa:cf-28:1f 4 4 1
» Virtual Machines
» System
» Hardware
» More
B copyan | 2
Properties  Devices  Paths
G Refresh At
Name v WN v Type v Copacty v Datastore ~ | Operational State v Hardware Acceleration ~  Drive Type Transport
PURE Fibre Channel Disk (nae.62469370fabf667849b44c500011013) 251 disk 100TB  Not Consumed Attached Supported Flash Fibre Channel
PURE Fibre Channel Disk (naa.62489370fabf667¢8495445000130¢7) 253 disk 2008 Not Consumed Attached Supported Flash Fibre Channel
PURE Fibre Channel Disk (naa 62469370fabf667¢849544500011890) 254 disk 40078 & TSA_PURE_FLASH_4TB_O1 Attached Supported Flash Fibre Channel
PURE Fibre Channel Disk (naa 6249370fabf667849b44c500011018) 249 disk 100MB  Not Consumed Attached Supported Flash Fibre Channel

FIGURE 29. ESXI SERVER FC STORAGE CONNECTIONS
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On Site A, each of the four ESXi servers had (2) 10Gbit connections to Tintri T880 NFS storage as shown below:

[ 10.128.136.117  acrions ~
Summary Monitor Configure Permissions VMs Datastores Networks Updates
» Storage Physical adapters
~ Networkin
< % Add Networking... € Refresh | # Edit.
Virtual switches
Device Y Actual Speed Y  Configured Speed Y Switch @ MAC Address Y  Observed IP Ranges Y  Wake on LAN Supported ¥
VMkernel adapters
[ vmnicO 10 Gbit/s 10 Gbit/s £ SiteA-10g-dVS 00:90:fa:cf:87:c6 10128.01-10129.255.254... Yes
Physical adapters
ol vmnict 10 Gbit/s 10Gbitls @ SiteA-10g-dVS 00:90 faicf87:ca 10128.0110129.255.254..  Yes

TCP/IP configuration

Actual speed, Duplex
Configured speed, Duplex

» Virtual Machines
» System
» Hardware ) )
Physical network adapter: vmnicO
> More Al Properties  CDP  LLDP
Adapter Emulex Corporation Emulex OneConnect OCe14000 NIC
Name vmnicO
Location PCI 0000:01:00.0
Driver elxnet
Status
Status Connected

10 Gbit/s, Full Duplex
10 Gbit/s, Full Duplex

Networks 10.128.0.1-10.129.255.254 ( VLAN1363 )

0.0.0.1-255.255.255.254 ( VLAN1403 )

Network I/O Control

Status Allowed
SRIOV
Status Disabled
Cisco Discovery Protocol
Version 2
Timeout 60
Time to live 175
Samples 273528
Device ID wdc-pod2-pso-cnsitng-b.eng.vmware.com(FDO203308VF)
1P address 10.129.129.2
Port ID Ethernet1/49/4

Software version
Hardware platform

Cisco Nexus Operating System (NX-OS) Software, Version 7.0(3)I5(2)
NIK-C93108TC-EX

1P prefix 0.0.0.0
IP prefix length o
VLAN 1

Full Duplex Enabled
MTU 9216

System name wdc-pod2-pso-cnsitng-b

FIGURE 30. ESXI SERVER NETWORK CONNECTION DETAILS

The figure below shows FC VMFS and NFS datastores in Site A:

B TSA-WDC-DCO1 | actions v

Summary  Monitor  Configure  Permissions  Hosts&Clusters  VMs  Datastores  Networks  Updates

Datastore Clusters | _Datastore Folders |

Y TSA

[ Neme & v staws v Type v Datastore Cluster v | Capacity v | Free
5 TSALAB-TinVMstore-T800-01 v Normal NFS3 2669778 18346 T8
5 TSA_TNTR xPerf_10T8_01 V' Normel NFS3 2669778 18346 T8
B TsA_TNTR_SOL v Normel NFS3 2669778 18346 T8
B TsA_TNTR_sAP v Normel NFS3 2669778 18346 T8
 TSA_TNTR_Perf_10TB_03 v Normel NFS3 2669778 18346 T8
5 TSA_TNTR _Perf_10TB_02 v Nomel NFS3 2669778 18346 T8
S TsA IR geg-1078.01 v Normel NFS3 2669778 18346 T8

fg TSATNTR Oreci ’\ ¢ NFS Datastore v Normal NFS3 2669778 18346 T8
& TRINTTMS v Normel NFS3 2669778 18346 T8
5 TSA_TNTR_Mgmt v Normal NFS3 2669778 18346 T8
B TsA_TNTR_ISO v Normel NFS3 2669778 18346 T8
5 TSA_TNTR_Cap_10TB_02 v Normal NFS3 2669778 18346 T8
5 TSA_TNTR_Cap_10TB_01 v Normel NFS3 2669778 18346 T8
8 TSA_TNTR_Auo_5TB_02 v Normal NFS3 2669778 18346 T8
EE Ty v Normel NFS3 2669778 18346 T8

v Normel VMRS 6 4T8 21978

,\O E_Pnf_sfH_f_m, «——— VMFS Datastore

FIGURE 31. ESXI NFS AND VMFS DATASTORES
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On Site B, each of the four ESXi servers feature (2) QLogic 8Gb FC host bus adapters for both block FC storage and vVols.

[ 10.128.136.127 | acrions v

Summary  Monitor  Configure  Permissions  VMs  Datastores  Networks  Updates

- storage Storage Adapters
A
Stotaes pdzpters - Add Software Adapter & Refresn [ Roscan storage... | B Roscan Adapter
Storage Devices
Adapter v | Type @ sas v | tdenifier v | Torges v | Devices

4 Model: [SP2532 based 8Gb Fibre Channel to PCI Express HBA

<

Paths
Host Cache Configur...

Protocol Endpoints

i Vmhba3 Fibre Channel onine 20:0000:24156:05:9¢ 210000245659 4 4 ®

¥ Retmolithy & vmnoad Fibre Channel onine 20:0000:2415¢:05:9 2100002450590 4 B w

» Virtual Machines

» System

» Hardware .

» more 2 Copy i

Properties  Devices  Paths

& Refresh
Name v WN v Tyee v Copacity? v Datastore ~ | OperationalState v | Hardware Acceleration v DrveType v Transport
PURE Fibre Channel Disk (naa.624a93701abf667¢849b44c500011018) 249 disk 100MB  Not Consumed Attached Supported Flash Fibre Channel
PURE Fibre Channel Disk (naa.624a93701abf667¢849b44¢500011013) 251 disk 10078 Not Consumed Auached Supported Flash Fibre Channel
PURE Fibre Channel Disk (naa.624a93701abf667¢849b44c5000130¢7) 253 disk 20078 Not Consumed Atached Supported Flash Fibre Channel
PURE Fibre Channel Disk (naa 624a9370fabf667e849b44500011890) 254 disk 40078 [ TSA_PURE_FLASH_4TB_01 Attached Supported Flash Fibre Channel

FIGURE 32. ESXI SERVER FC STORAGE CONNECTIONS

On Site B, each of the four ESXi servers feature (2) 10Gbit connections to Tintri T880 NFS storage and vSAN traffic as shown below:

0 10.128.136.127 | AcTions v

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage Physical adapters

Networkir
¥ Networking 9 Add Networking... G Refresh | 2 Edit
Virtual switches

Device ¥ | Actual Speed @ Configured Speed Y Switch T | MACAddress Y | Observed IP Ranges v
VMkernel adapters

, vmnicO 10 Gbiv's Auto negotiate SiteB-10g-dVS 24:6€:96:54:96:90 0.0.01-255.255.255.254 (VL.
Physical adapters
TCP/IP configuration vmnicl 10 Gbit/s Auto negotiate £ SiteB-10g-dVS 24:6€:96:54:96:92 0.0.04-255.255.255.254 (VL.
» Virtual Machines
» System
» Hardware Physical network adapter: vmnico
» More All Properties CDP LLDP
Adapter Intel Corporation Ethernet Controller 10 Gigabit X540-AT2
Name vmnicO
Location PC1 0000:01:00.0
Driver ixgben
Status
Status Connected
Actual speed, Duplex 10 Gbit/s, Full Duplex
Configured speed, Duplex Auto negotiate
Networks 0.0.0.1-255.255.255.254 ( VLAN1363 )

0.0.0.1-255.255.255.254 ( VLAN129 )

Network I/O Control

Status Allowed
SR-IOV
Status Disabled

Cisco Discovery Protocol

Version 2

Timeout 60

Time to live 132

samples 5395

Device ID wdc-pod2-pso-cnsltng-b.eng.vmware .com(FDO203308VF)
1P address 10.129.129.2

Port ID Ethernet1/30

Software version Cisco Nexus Operating System (NX-OS) Software, Version 7.0(3)I5(2)
Hardware platform N9K-C93108TC-EX

1P prefix 0.0.0.0

1P prefix length 0

VLAN 1

Full Duplex Enabled

MTU 9216

System name wdc-pod2-pso-cnsltng-b

System Old 13.6.1.4.1.9.12.3.1.3.1824

Management address 10.156.97.140

FIGURE 33. ESXI SERVER NETWORK CONNECTION DETAILS
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On Site B, the following datastores are created on the four-node vSphere cluster:

» Pure x50 storage FC-backed VMFS datastore TSA_PURE_FLASH_4TB_01
» Pure x50 storage-backed vVol datastore TSA_PURE_FLASH_VVOL

- Tintri T880 storage-backed NFS (v3) datastore TSA_TNTR_Oracle

« VSAN AFA hyperconverged-backed datastore vsanSiteB

The figure below shows FC VMFS, vVVol and NFS datastores in Site B:

[ TSA-WDC-DCO2  actions v

Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

Datastore Clusters | Datastore Folders

Y TSA
Nt e v | staws v Type v DetestoreCluster v Capacity v Free
p, Troruerusaew  4—— VMFS & vVOL Datastore V' Normal VMFS6 4T8 2118
NE TSA_PURE_FLASH_WOL / V Normal Wol 819278 81919518
8 TR AlensTE ot V Normal NFS 3 2669778 18346 T8
B TSATNTR Auto_5TB_02 v Normel NFS3 2669778 18346 T8
3 TSA_TNTR_Cap_10TB_01 v Normal NFS3 2669778 18346 T8
S TSA_TNTR_Cap_10TB_02 V Normal NFS 3 2669778 18346 T8
8 TsA_NTR_ISO v Normal NFS 3 2669778 18346 T8
8 TSA_TNTR Mgmt v Normal NES 3 2669718 18346 TB
B TSA_TNTR Ms . v Normal NFS3 2669778 18346 T8
AT TN O N <——— NFS Datastore v Normel NFS3 2669778 1834678
T o e S v Normal NFS 3 2669778 18346 T8
5 TSA_TNTR_Perf_10TB_02 v Normel NFS3 2669718 18346 T8
5 TSA_TNTR_Perf_10TB_03 v Normal NFS 3 2669778 18346 T8
3 TSA_TNTR_sAP V Normal NFS3 2669778 18346 T8
8 TSATNTR_SQL v Normal NFS 3 2669778 18346 T8
5 TSA_TNTR xPerf_10TB_01 V Normal NFS3 2669718 18346 T8
FIGURE 34. VSPHERE CLUSTER DATASTORES
The VSAN datastore in site B is shown below:
[ TSA-WDC-DCO2  AcTions v
Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates
Datastore Clusters | Datastore Folders |
Name 1 v Status ~ | Type v~ DatastoreClu.. v Capacity v Free
B vsansiteB v/ Normal VSAN 104878 908 TB

FIGURE 35. VSAN DATASTORE
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Each ESXi server features (2) vSAN flash SSD disk groups. Each VSAN disk group has (1) 800GB SSD for cache and (1) 2TB SSD for
capacity as shown below:

[ 10.128.136.127 | actions v

Summary  Monitor  Configure ~ Permissions ~ VMs  Datastores  Networks  Updates

+ Storage Storage Devices
Storage Adapters e
Storage Devices
Nawe @] wn Sl < Copecity 5 5 > [ owe T7pe S [remsgort
Host Cache Configur.
Local TOSHIBA Disk (naa.50000397ac88446d) o disk 7452168 3 vsansites Attached Unknown Flash SAS
Protocol Endpoints =
o Fiters Local TOSHIBA Disk (100.50000397ac884465) 0 as nsaice 6 veansies Atached Unknown Fiash sas
) Networking Local TOSHIBA Dik (n22.500003978<8b1945) o as 15T 8 veansien Atached Unknown Flash sas
+ Vinud Machines Local TOSHIBA Disk (132.500003978c8b19dd) o disk 17578 O veansies Atached Unkinws Flash sas
» System
» Hardware
» More
TSA-WDC-Clus02  actions v
Summary  Monitor ~ Configure  Permissions  Hosts ~ VMs  Datastores  Networks  Updates
» Services
@ All16 disks on version 10.0.
» Configuration
» More
- vsAN CLAIM UNUSED DISKS  CREATE DISK GROUP GO TO PRE-CHECK
services
Disk Group ¥ DisksinUse T state ¥ | VSAN Health Status T Type ¥ Fault Domain ¥ Network Partition Group
Disk Management
Fault Domains > [ 10128136129 40f4 Connected Healthy Group 1
v [ 10128136127 40f4 Connected Healthy. Group 1
B Disk group (52132f16-eed6-8e83-1777-cd9a75df5619) 2 Mounted Healthy Al flash
[ Disk group (52975b87-21a3-5eb6-2121-00605caf04af) 2 Mounted Healthy Al flash
> [ 10428136128 40f4 Connected Healthy Group 1
> [ 10128136130 40f4 Connected Healthy Group 1
@ == v DriveType v DiskTier v | copacity T VAN Health Status
0 Local TOSHIBA Disk (naa.50000397ac884465)  Flash cache 7452168 Healthy
m) Local TOSHIBA Disk (naa.50000397ac88446d)  Flash cache 7452168 Healthy
O Local TOSHIBA Disk (naa.500003978¢8b19dd) ~ Flash Capacity 1758 Healthy
m) Local TOSHIBA Disk (naa.500003978c8b19d9)  Flash Capacity 17578 Healthy

FIGURE 37. ESXI SERVER VSAN DISK GROUPS

For VMware VSAN:

» Prior to VSAN 6.7 Patch PO1, the virtual disk must be EZT to enable multi-writer mode.

» Beginning with VMware vSAN 6.7 Patch PO1 (ESXi 6.7 Patch Release ESXi670-201912001), Oracle RAC on VSAN does not require the
shared VMDKs to be EZT (OSR=100) for multi-writer mode to be enabled.

Find further details in KB 2121187 for VMware vSAN.
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Below is an example of a storage policy for Oracle RAC on VMware vSAN prior to VMware vSAN 6.7 PO1 (ESXi 6.7 Patch Release
ESXi670-2019120071).

VM Storage Policies
EF Create VM Storage Policy | / Edit Settings 27 Clone &g Check Compliance (g5 Reapply VM Storage Policy X Delete

Name

|#* Host-local PMem Default Storage Policy
|#, HyTrust-KMS-VM-Encryption-Policy

|# VM Encryption Policy

|#* VSAN Default Storage Policy

|# VVol No Requirements Policy

|§* FlashSoft Write Through Caching Policy
|#* Host-local PMem Default Storage Policy
|§* Oracle RAC vSAN - OSR O

|4* Oracle RAC vSAN Storage Policy

|# VM Encryption Policy
|#* VSAN Default Storage Policy
|#* VVol No Requirements Policy

Rules VM Compliance VM Template Storage Compatibility

General
Name Oracle RAC vSAN Storage Policy

Description

Rule-set 1: VSAN

Placement
Storage Type VSAN
Site disaster tolerance None - standard cluster
Failures to tolerate 1 failure - RAID-1 (Mirroring)
Number of disk stripes per object 1
IOPS limit for object _ . _ . _._. o . _._

-’;Q—t_)'jg_c.t ;p.a_ce reservation Thick pro;/i;iér-l.i_ﬁg._' o3
Flash read cache raservation "~ '~~~ 6% T T
Disable object checksum No
Force provisioning No

FIGURE 38. ORACLE RAC STORAGE POLICY PRIOR TO VSAN 6.7 PO1
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Below is an example of a storage policy for Oracle RAC on VMware vSAN beginning with VMware vSAN 6.7 PO1
(ESXi 6.7 Patch Release ESXi670-201912001).

VM Storage Policies
EF Create VM Storage Policy | # Edit Settings %7 Clone &g Check Compliance (&5 Reapply VM Storage Policy X Delete

Name

|§* Host-local PMem Default Storage Policy
|§* HyTrust-KMS-VM-Encryption-Policy

|# VM Encryption Policy

|#* VSAN Default Storage Policy

|§ VVol No Requirements Policy

|§ FlashSoft Write Through Caching Policy
|§* Host-local PMem Default Storage Policy
|4 Oracle RAC vSAN - OSR O

|#* Oracle RAC vSAN Storage Policy

|#* VM Encryption Policy
|#* VSAN Default Storage Policy
|§* VVol No Requirements Policy

Rules VM Compliance VM Template Storage Compatibility
General
Name Oracle RAC VSAN - OSR O
Description Oracle RAC vSAN - OSR O

Rule-set 1: VSAN
Placement

Storage Type

Site disaster tolerance

Failures to tolerate

VSAN
None - standard cluster

1 failure - RAID-1 (Mirroring)

Number of disk stripes per object 1
IOPS limit for object (0]

Flash read cache reservation 0%
Disable object checksum No
Force provisioning No

FIGURE 39. ORACLE RAC STORAGE POLICY BEGINNING WITH VSAN 6.7 PO1

Find further details in KB 2121187 for VMware vSAN.

vmware
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In the case of VMware Cloud on AWS, which uses VSAN storage internally, all VMs running inside the cloud SDDC consume storage
capacity and leverage storage services from the vVSAN datastore. Management workloads and the workloads belonging to a single

VMware Cloud on AWS cluster are located on the same VSAN cluster.

However, the cloud SDDC introduces a new vVSAN capability that provides two logical datastores instead of one. One of these
datastores (vsanDatastore) is used to store the management VMs. The other datastore (WorkloadDatastore) is used for the customer

VMs. Both are part of the same physical datastore.

[h SDDC-Datacenter | actionsv
Summary Monitor  Configure Permissions Hosts & Clusters VMs Datastores Networks
Datastore Clusters Datastore Folders ]
Y Filter
Nome T v Status v Type v DatastoreCl.. v Capacity v Free v
B vsanDatastore v/ Normal VSAN 622178 5127 T8 -
v Nommal VSAN 622178 5126 T8

O WorkloadDatastore

FIGURE 40. VSAN DATASTORES

VMware creates and operates a separate resource pool to manage customer workloads.

v g veenter.sddc-35-155-246-32.vmc.vmware.com

« [ SDOC-Datacenter @ Compute-ResourcePool | actions v
v Cluster-1 Summary  Monitor Contig Pools  VMs
[4 10.73.80.68 This pool / Total
[K 10.73.80.69 VMs and Templates: 17 /17
— Powered on VMs: 13/13
B’ 10.73.80.70 Child Resource Pools: 0/0
[3 10.73.80.84 Child vApps: o/0
[4 10.73.80.85
[3 10.73.80.86

> @ Compute-ResourcePool
> @ Mgmt-ResourcePool

vmware

Resource Settings

cPy
Sheres

~ Related Objects

Normal (4000)

Reservation Expandable

Limit Unlimited

Worst Case Aliocation 165.600 MHz
Memory

Shares Normal (163840)

Reservation Expoandable

Limit Unlimited

Worst Case Aliocation 165.600 MB

Tags

FIGURE 41. VMWARE COMPUTE RESOURCE POOL
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Solution Validation

Site B is chosen as the site for all on-premises Oracle RAC deployments.

Site B is hosting production RAC and Non-RAC workloads. Site B is connected via VMware HCX and AWS Direct Connect to
VMware Cloud on AWS.

VMware Cloud™ on AWS

VMware Cloud on AWS

L2VPN & AWS V :

Oracle Oracle Oracle
Instance Instance. Instance

1 1
1
1 1 ! :
1 1 ! 1
1 2 S 1
1 1 2Node RAC19¢c |
I 19z 19z yaos MomRACGHSC 4 ‘orac19c’ i
1 oracLe oracLe oracLe 1 : !
1 i o T ! | 1 1
1 1
1
1 1 ! :
1 1 ! 1
! Hybrid ' 1
: Finked ﬂode 1
1
1 == == === = = = =
, L | | !
1 1 ! 1
! l l 4 Dell PowerEdge 1 ! 4 Dell PowerEdge l l l 1
I R730xd Servers 2x14 1 | R630 Servers 2x14 1
1 cores 384 GB RAM 1 I cores 256 GB RAM 1
1 1 ! 1
1 1 ! 1
1 1
1 1
1 S - I ;. Pure x50 AFA VvSAN All Flash Array Tintri T880
Pure x50 AFA Tintri T880 1
1 i Site A , Site B 1

FIGURE 43. ORACLE WORKLOADS ON VMWARE CLOUD ON AWS

Different Oracle RAC clusters are deployed on the following storage platforms:

» FC-enabled VMFS datastore TSA_PURE_FLASH_4TB_01 backed by Pure x50 Storage
» NFS (v3)-enabled datastore TSA_TNTR_Oracle backed by Tintri T880 Storage

+ VSAN 6.7 AFA hyperconverged-enabled datastore vsanSiteB

- vVol-enabled datastore TSA_PURE_FLASH_VVOL backed by Pure x50 Storage

» Vendor-enabled storage on VMware vSphere Metro Storage Cluster

« Stretched vSAN 6.7 AFA hyperconverged-enabled datastore
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RACVM

Instance

1 C ORACLE
Database

ORACLE’
LINUX

RACVM

Instance

1 C ORACLE
Database

ORACLE’
LINUX

— o . — - e — o

Ty
jy E———

Pure x50 VSAN All Tintri T880
Array Flash Array Array

FIGURE 44. FOUR-NODE VSPHERE CLUSTER WITH CONNECTIVITY TO VSAN AFF, PURE X50 AND TINTRI T880 ARRAY

The deployments can be summarized as follows:

Location RAC Deployment DataStore Type DataStore Name Storage Vendor

On-premises Traditional VMES FC TSA_PURE_FLASH_4TB_01 Pure x50 AFA storage
On-premises Traditional VMFES NFS TSA_TNTR_Oracle Tintri T880 AFA storage
On-premises Traditional vsanDatastore vsanSiteB VSAN 6.7 AFA hyperconverged
On-premises Traditional VMware vVol TSA_PURE_FLASH_VVOL Pure x50 AFA storage
On-premises Extended Vendor Specific Vendor Specific vSphere Metro Storage Cluster
On-premises Extended vsanDatastore vsanDatastore VSAN 6.7 AFA hyperconverged

TABLE 19. ORACLE RAC DEPLOYMENTS
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Solution Test Overview
This solution primarily validates the functional design of various Oracle RAC deployments, traditional and external, on various
VMware platforms:

+ VMFS datastore

« NFS datastore

» VSAN datastore

» vVol datastore

« VMware vSphere Metro Storage Cluster

» VMware VSAN Stretched Cluster

A two-node Oracle Database 19¢ RAC cluster was created for every deployment according to Oracle and VMware best practices.
Various test scenarios were conducted, which included:
» Abrupt termination of Oracle RAC crsd, ocssd, and evmd processes, observing if the process or node is restarted by the cluster
« Resiliency testing of Oracle RAC private interconnect, scan listeners, and agent

» vMotion of online Oracle RAC cluster (further details can be found here; demo of this study can be found here)

« In the case of Oracle RAC on VSAN storage, disk failure, disk-group failure, and storage-host failure scenarios were conducted
(details of the test and its results can be found here)

Performance testing was not included as part of this reference architecture. Any performance data is a result of the combination of
hardware configuration, software configuration, test methodology, test tool, and workload profile used in the testing.

Performance testing can be conducted by using the SLOB tool against the Oracle RAC cluster while generating a load on the database.
Oracle AWR and Linux SAR reports can be captured to compare the performance and validate the testing use cases.

Oracle RAC Storage Deployment Guidelines

The steps for deploying an Oracle RAC, traditional or extended, on VMware vSphere are essentially the same on all VMware
vSphere platforms.

There are, however, subtle differences in the way Oracle RAC shared storage is provisioned across various VMware vSphere platforms.

Oracle RAC shared-storage provisioning and the changes for the on-premise VMware Platforms are summarized in the table below:

VMware Platform Datastore Version RAC shared VMDK Reference
requirement for multi-
writer attribute
VMware vSphere VMFES ESXi 5.x and later EZT KB 1034165
VMware vSphere NFS ESXi 5.x and later EZT KB 1034165
VMware vSphere vVol ESXi 6.5 and later Vendor specific KB 1034165 and
KB 2113013
VMware vSAN vsanDatastore Versions prior to EZT KB 2121181
VSAN 6.7 Patch PO1
VMware vVSAN vsanDatastore Beginning with VMware Thin-provisioned KB 2121181
VSAN 6.7 Patch PO1 (ESXi
6.7 Patch Release
ESXi670-2019120071)

vmware

TABLE 20. ORACLE RAC STORAGE DEPLOYMENTS
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The following sections focus on deploying shared storage for an Oracle RAC Cluster using the multi-writer attribute on the following
platforms:

» Oracle RAC storage on VMFS datastore

» Oracle RAC storage on NFS datastore

» Oracle RAC storage on VSAN datastore

» Oracle RAC storage on vVol datastore

» Extended Oracle RAC storage on VMware vSphere Metro Storage Cluster

« Extended Oracle RAC storage on VMware vSAN Stretched Cluster

Oracle RAC Storage on VMFS datastore

This section shows the steps to add a shared VMDK with the multi-writer attribute as an Oracle ASM disk to an Oracle RAC 19c¢ cluster
using an FC-enabled VMFS datastore TSA_PURE_FLASH_4TB_ 01 backed by Pure x50 Storage.

The remaining steps are described in section Oracle RAC Deployment High Level Steps.

The Pure Storage VMFS datastore TSA_PURE_FLASH_4TB_ 01 datastore is shown below:

] TSA_PURE_FLASH_4TB_01 | actions~
Summary  Monitor  Configure  Permissions  Files  Hosts  VMs

e Type VMES6 s oo Fre215T
—
R Used: 1.81T8 Capacity: 4 T8
Refresh

Details A | Related Objects v

Custom Attributes ~

Type VMFS 6
Attribute Velue

VM templates o

Tags M Noitems to display.

FlashArray Volume Details ~

View FlashArray Snapshots,
View Datastore Capacity Data.
View Datastore Performance Data.

FlashArray wdc-tsa-pure-01
Volume Name TSA_PURE_FLASH_4TB_O1
Data Reduction 29.64-t0-1

FABF667E849B44C500011890
o
o

FIGURE 45. PURE STORAGE VMFS DATASTORE

The shared storage provisioning guideline for FC VMFS datastore is shown as below:

VMware Platform Datastore Version RAC shared VMDK requirement for Reference
multi-writer attribute

VMware vSphere VMFS ESXi 5.x and later EZT KB 1034165

TABLE 21. SHARED STORAGE PROVISIONING GUIDELINE
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The steps to add a 1TB VMDK as a shared Oracle ASM disk at SCSI position 1:0 to RAC VMs orac19c¢1 and orac19¢2 provisioned from the
VMES datastore TSA_PURE_FLASH_4TB_ 01 are as shown below:

1. Right click Oracle RAC VM orac19c1 and click Edit Settings.

vm vSphere Client

@ L 8 —@— & oraclocl e 5 © ACTIONS v

v [J TSA-VCSA-65-A tsalab.local Summary Monitor Configure Permissions Datastores Networks Updates
> [ TSA-WDC-DCO1 _
v [ TSA-VCSA-65-B.tsalab.local
> [ TSA-SC2-DCO3

Guest OS: Oracle Linux 7 (64-bit)
Compatibility: ESXi 6.7 Update 2 and later (VM version 15)

VMware Tools: Running, version:10336 (Guest Managed)
« [} TSA-WDC-DCO2 [ Actions - oracioct .
> [ Discovered vir| Power N DNS Name: orac19cl.corp.localdomain
> [ Infra-VMs IP Addresses: 192.168.141.120
Guest OS 4 View all 7 IP addresses
v [0 Oracle Launch Web Console
Host: 10.128.136.130
v [] Backup-NO Snapshots > Launch Remote Console @
PVRDMA )
4= Lf Open Remote Console O @ QJ
> EJRAC12¢
(5 Migrate.
> LRAC18 < VM Hardware ~
v EIRACIC | one R
{3 oraci9y > CPU 14 CPU(s)
Fault Tolerance >
(& oraci9s
> Memory I:I 96 GB, 2.88 GB memory active
{3 ractoc VM Policies >
@ rac19c: > Hard disk 1 80 GB
Template >
& vraraco1
Total hard disks 1 hard disks
& vraraco2 Compatibility >
> [ Backup-YES i ern.).o{.. > Network adapter 1 DPortGroup-VLAN1403 (connected)
> [ SAP_SiteB  »*
>0 SQLServ(VM @ Edit Settings... / > Network adapter 2 DPortGroup-OraclePrivate (connected)
~ -

T em o= =

2. Click Add New Device.

Edit Settings  oractoc X

Virtual Hardware VM Options

- —

( ADD NEW DEVICE |y

~ o — -
> CPU 14 v o
> Memory 96 GB v
> Hard disks Ntotal [1.72TB
> SCSI controller O VMware Paravirtual
> SCSI controller 1 VMware Paravirtual
> SCSI controller 2 VMware Paravirtual
> SCSI controller 3 VMware Paravirtual

vmware
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3. Click Hard Disk.

Edit Settings  oractoc 5

Virtual Hardware VM Options

.
CD/DVD Drive

Host USB Device - -
-—— = — v
€ Tard Disk == i
o - - -
RDM Disk 9% GB v
Existing Hard Disk
Network Adapter 1total | 1.72 TB

SCSI Controller
USB Controller
SATA Controller
NVMe Controller
Shared PCl Device
PCI Device

Serial Port

VMware Paravirtual

VMware Paravirtual

VMware Paravirtual

VMware Paravirtual

« Set the correct VMDK size (in this case, 1TB)

» Set VM storage policy to Datastore Default

» Set Disk Provisioning to Thick Provision Eager Zeroed

« Set Sharing to Multi-writer

« Set Virtual Device Node to SCSI position SCSI1:0

» Independent persistent mode is not required for enabling the multi-writer attribute
« Click OK to save

——

 New Hard disk * ¢~ 1024 GB~ >
~ — - ———
Maximum Size 219TB
VM storage policy Datastore Default v
Location Store with the virtual machine v
_————————
Disk Provisioning (~ lhick Provision Eager Zer_o_ed_w'
- T
. tor TN
Sharing < Mu_ltl Irlt—er_ -
Shares Normal 1000
Limit - IOPs Unlimited v
Virtual flash read cache o MB v
Disk Mode Dependent v
Virtual Device Node (_— 'S_CS‘I-controllerW v SCSI(1:0) Hard aTsk-_"VJ
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4. Ensure the following are properly indicated once the VMDK is created:
« Name of VMDK is TSA_PURE_FLASH_4TB_01 orac19c1/orac19¢c1_2.vmdk
« VMDK is provisioned on SCSI Controller SCSI1:0 position
« VMDK is provisioned as Thick Provisioned Eager Zeroed
+ VMDK Sharing is set to Multi-writer
» Disk Mode remains at default setting Dependent

Edit Settings  oractoc %

Virtual Hardware VM Options

ADD NEW DEVICE

-

> Memory 96 GB v
 Hard disks Ttotal | 1.72 TB
> Hard 80 GB | SCSI(0:0)
disk 1
> Hard 80 GB | SCSI(0:1)
disk 2
+ Hard disk 3 1024 GB v
Maximum Size 3197B
VM storage policy Datastore Default v
-_———T7 T e=a —
Type ~ —~ = Thick Provision Eager Zeroed S~ N
s N
Sharing / Multi-writer v 1
\ ,
~
Disk File ~ o [TSA_PURE_FLASH_4TB_01] orac19c1/orac19c1_2,vmd5 - -
= - P -
- — —— - —— -
Shares Normal v 1000
Limit - IOPs Unlimited
Virtual flash read cache o MB v
Disk Mode Dependent v
—_____.__ _—_____5\
Virtual Device Node ’\ SCSI controller 1 v SCSI(1:0) Hard disk 3 v v
- -

-~
— -
el BT ——————
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5. For VM orac19c¢2, add the same 1TB VMDK TSA_PURE_FLASH_4TB_01 orac19c1/orac19c1_2.vmdk created for Oracle ASM disk
on VM orac19c¢1 to PVSCSI controller on SCSI position 1:0.

6. Repeat steps one and two as completed for VM orac19c1.
7. For step three, instead of choosing Hard Disk, choose Existing Hard Disk.

Edit Settings  oractoc2 %

Virtual Hardware VM Options

.
CD/DVD Drive

Host USB Device ~
) 14~ P
Hard Disk
ROMDisk % GB v
7 ~ Existing Hard Disk — §
SNEtworkeAdEpEr = T total | .72 TB

SCsI Controller
USB Controller
SATA Controller
NVMe Controller
Shared PCl Device
PCI Device

Serial Port

VMware Paravirtual

VMware Paravirtual

VMware Paravirtual

VMware Paravirtual

8. Navigate to the VM orac19c1 folder on TSA_PURE_FLASH_4TB_01 datastore and select orac19c¢1_2.vmdk 1TB VMDK. Click OK.

Select File X

Datastores Contents Information

“ || @3 orac19cl.vmdk Name: orac19c1_2.vmdk

> & TSA_PURE_FLASH_VVOL

19¢1_Tvmdk Size:1 TB
> EJ TSA_TNTR_Oracle & oractocl_tvm Modified:03/10/2020, 1:22:06 PM
> @ TSA_TNTR_SAP &5 orac19c1_10.vmdk Encrypted: No

vmware

> B TSA_TNTR_SQL
> B TSA_TNTR_MS
> & TSA_TNTR_Mgmt
> B TSA_TNTR_ISO
v & TSA_PURE_FLASH_4TB_O1
> [ .dvsData
> [ .sdd.sf
> [ .vSphere-HA
£ orac19ct
> [Jorac19c2
> [ Oracle19c-Server-BM

> g Template-TNTR_ISOs-1TB-Thin-C...

&5 orac19ci_2.vmdk
&5 orac19c1_3.vmdk
&5 orac19c1_4.vmdk
&5 orac19c1_5.vmdk
&5 orac19c1_6.vmdk
&5 orac19c1_7.vmdk
&5 orac19c1_8.vmdk
&5 orac19c1_9.vmdk

File Type: Compatible Virtual Disks(*.vmdk, *.dsk, *.raw) v ‘
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9. Provision the VMDK on the same SCSI controller SCSI 1:0 position as designated for Oracle RAC VM orac19c¢1. Follow steps five

through seven and click OK to save.

> Hard disks 1total [1.72TB
v New Hard disk * 1024 GB v
Maximum Size 219TB
VM storage policy Datastore Default v
_-_—————
Sharing Q Multi-writer ‘S
—~ o
_::_—.-.-—.r________
Disk File 7 [TSA_PURE_FLASH_4TB_01] orac19c1/orac19c1_2vm5ﬂ,
N-__————————__——
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache o MB v
Disk Mode Dependent v
e T e e m——
Virtual Device Node ’\ SCSI controller 1 v SCSI(1:0) Hard disk 3_\//
—— -—

10. Ensure the following are indicated:

« Name of VMDK is [TSA_PURE_FLASH_4TB_01] orac19c1/orac19c1_2.vmdk, as is VM orac19c1

« VMDK is provisioned on SCSI Controller SCSI 1:0 position
« VMDK is Thick Provisioned Eager Zeroed

+ VMDK Sharing is set to Multi-writer

- Disk Mode is set at the default Dependent

Edit Settings

orac19c2

Virtual Hardware VM Options

> Memory 96
~ Hard disks

> Hard
disk 1

80 GB | SCSI(0:0)

> Hard
disk 2

80 GB | SCSI(O:1)

~ Hard disk 3 1024

Maximum Size 3197TB

VM storage policy

Ntotal [1.72 TB

Datastore Default

ADD NEW DEVICE

GB v -

GB v

v

— =

———
-
-

- - : — -~
Type P Thick Provision Eager Zeroed ~So
7 N
Sharing / Multi-writer v )
\ ’
~
Disk File S o _[TSA_PURE_FLASH_4TB_O1] oraci9cl/oraciocl_2.vmdk - -
S~ o - e
Shares Normal 00" T T T
Limit - IOPs Unlimited v
Virtual flash read cache o] MB  ~
Disk Mode Dependent v
——"_-_—_ _-__—_~~\
Virtual Device Node f\ SCSI controller 1 v SCSI(1:0) Hard disk 3 v 7

-~
e ———— - e m———

vmware

- v
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11.Newly provisioned 1TB shared VMDK on Oracle RAC VM orac19c1 and orac19c2 is shown below. Note that Oracle RAC VM orac19c2
1TB VMDK is referring to Oracle RAC VM orac19¢1 VMDK.

Edit Settings ~ oracioct X Edit Settings  oracioc2 X
Virtual Hardware VM Options Virtual Hardware VM Options
> Memory % B v = > Memory 9 GB v
* Hard disks Ttotal |172 T8 * Hard disks 1l total | 172 T8
> Hard 80 GB | SCSI(0:0) > Hard 80 GB | SCSI(0:0)
disk 1 disk 1
> Hard 80 GB SCSI(O:) > Hard 80 GB | SCSI(01)
disk 2 disk 2
* Hard disk 3 1024 GB v * Hard disk 3 1024 GB v
Maximum Size 31978 « EZT vmdk Maximum Size 31978
VM storage policy Datastore Default - . Sharlng Is VM storage policy Datastore Default v
- — = - Multi-writer _— =
Type ( #* Tiick Provision Eager Zeroed / Type ( = Thick Provision Eager Zeroed
Sharing B Sharing ~ Luitiiter v _
T - R T - -
- -—— = - -~
Disk File ¢ TUTSA_PURE_FLASH_4TB_Ol] oraciocl/oraciocl_2 vk, @b == == == == == mm pym o == mm mm mm w2 ™ (150 pURE_FLASH_4TB_OT] oracioct/oracioct_2vmdkes
— - — — ———
- - — -
Shares Normal Shares Normal v 1000
Limit - IOPs. Unlimited v Limit - IOPs Unlimited
Virtual flash read cache o MB - Virtual flash read cache o MB
Disk Mode Disk Mode ndent v
— -— -
" 2 — — ot
Virtual Device Node 's SCSI(1:0) Hard disk 3 v . Virtual Device Node c SCSl controller1 v SCSI(10) Hard disk3 v " .
-~ - o ———— - -~ — o ————— -

T, samescsi /

Controller Position

12. Repeat the steps above to provision the remaining Oracle RAC shared disks.

The Oracle RAC VM ora19c¢c1 VMDKs are as shown below in the FC VMFS datastore:

& TSA_PURE_FLASH_4TB_01 | actions~

Summary  Monitor  Configure  Permissions  Files  Hosts  VMs

Q oractoc Return to Search Results
v [ TSA_PURE_FLASH_4TB_O1 1 NewFolder 1 Upload Files % Upload Folder
> 3 avsbata [ Nome 1 v sie v | Modited [ Tree v | P
> O sdd.sf [ oract9ct-3413fab8 hlog 009KB  03/10/2020, 119:40 PM File [TSA_PURE_FLASH_4TB_01] oract9cl/oract9ct-3413fab8 hlog
> B vSphere-HA [ oractoct-bdagadavswp 100663206KB  03/09/2020, 414:15 PM File (TSA_PURE_FLASH_4TB_01) oraciocloracioct-bdad6adavswp
jlicRe] 8 oract9ct nvram 848K  03/09/2020, 32716 PM Non-volatile Memory File [TSA_PURE_FLASH_4TB_01] oraci9ct/oracicl.nvram
i g:’v‘z':zoww_w &5 oractgctvmdic 3923968KB  03110/2020, 12046 PM Virtual Disk [TSA_PURE_FLASH_4TB_O1] oractoct/oractdctvmdk
[ oractoctymsd OKB  03/06/2020, 405:43 PM Fie [TSA_PURE_FLASH_4TB_01] oractScoractoctumsd
3 oract9ctvmx 6.38KB 0310/2020, 1:20:35 PM File [TSA_PURE_FLASH_4TB_01] orac19cl/oraci9clvmx
[ oract9etvmx.ck 0KB 03/10/2020, 1:20:35 PM File (TSA_PURE_FLASH_4TB_01) orac19c¢l/orac19ctvmx.lck
[ oract9ctvmx” 638KB  03/10/2020, 12035 PM File [TSA_PURE_FLASH_4TB_01] oract9ct/oract9ctvmx™
& orac19c1_lvmdk 28782592 KB 03/10/2020, 1:20:47 PM Virtual Disk [TSA_PURE_FLASH_4TB_01] orac19cl/orac19c1_lvmdk
s oract9c1_10vmdk 52,428,800 KB 03/10/2020, 1:22:07 PM Virtual Disk [TSA_PURE_FLASH_4TB_01) orac19ct/orac19¢1_10vmdk
&5 oract9c1_2vmdk 1073741824 KB 03/10/2020, 1:22:06 PM Virual Disk ([TSA_PURE_FLASH_4TB_01] orac19ct/orac9c1_2vmdk
&3 orac19¢1_3vmdk 262,144,000 KB 03/10/2020, 1:22:06 PM Virtual Disk [TSA_PURE_FLASH_4TB_01] orac19ct/orac19¢l_3vmdk
@ oract9cl_dvmdk 262144,000 KB 03/10/2020, 1:22:07 PM Virual Disk [TSA_PURE_FLASH_4TB_01] orac19cl/orac19¢c1_4vmdk
&5 oractoct_ Svmdk 5242880K8 031012020, 12126 PM Virtual Disk [TSA_PURE_FLASH_4TB_O1] oractSct/oraci9cl_5 vmdk
@ oract9c1_6vmdk 5,242,880 KB 0310/2020, 1:21:26 PM Virual Disk [TSA_PURE_FLASH_4TB_01] orac19ct/orac9cl_6vmdk
&5 orac9c1_7vmdk 5,242,880 KB 03/10/2020. 1:21:26 PM Virual Disk ([TSA_PURE_FLASH_4TB_01] orac19ct/oract9c1_7vmdk
& oract9c1_8vmdk 5,242,880 KB 03/10/2020, 1:21:26 PM Virtual Disk [TSA_PURE_FLASH_4TB_01] orac19¢ct/orac19c1_8vmdk
@ orac19c1_9vmdk 5,242,880 KB 03/10/2020, 1:21:26 PM Virual Disk [TSA_PURE_FLASH_4TB_01] orac19cl/orac19c1_9vmdk
[l vmwere-tiog 20783K8  03/06/2020, 40833 PM VM Log File [TSA_PURE_FLASH_4TB_O1] orectSctivmware-1log
[ vmware-2.log 79656KB  03/08/2020, 5:01:53 PM VM Log File [TSA_PURE_FLASH_4TB_01] oractSctvmware-2log
[] vmware-2Jog 3NT7KB  03/09/2020, 3:27:17 PM VM Log File [TSA_PURE_FLASH_4TB_01] orac19ct/vmware-3.log
L] vmwere-d.log 3189KB 03/10/2020, 1:19:41 PM VM Log File [TSA_PURE_FLASH_4TB_01] orac19cl/vmware-4.log
[] vmware-5.log 8738KB  03/10/2020, 119:43 PM VM Log File [TSA_PURE_FLASH_4TB_01] orac19cl/vmware-5.log
[ vmwere log 28573KB 03112020, 2115:20 PM VM Log File [TSA_PURE_FLASH_4TB_0T) oraci9ctvmware.log
[0 vmx-oract9ct-3031001754-1vswp 108544KB  03/06/2020, 4:08:33 PM File [TSA_PURE_FLASH_4TB_01] orac19ct/vmx-orac1ct-3031001754-1vswp.
[ vmx-orac19¢1-3031001754-2vswp. 108,544 KB 03/10/2020, 1:20:35 PM File [TSA_PURE_FLASH_4TB_01] orac19¢cl/vmx-orac19¢1-3031001754- 2 vswp
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The Oracle RAC VM oral19c2 VMDKSs are as shown below in the FC VMFS datastore:

ACTIONS v

B TSA_PURE_FLASH_4TB_O1

Permissions  Files  Hosts ~ VMs

Summary  Monitor  Configure

Q oracioc Return to Search Results

v [E) TSA_PURE_FLASH_4TB_O1 T New Folder 2 Upload Files 4 Upload Folder

> [ .dvsData Name v Size
> O .sdd.st [ orac19c2-3413fad9.hlog
> [3.vsphere-HA [ oract9c2-b4a96a9byswp
O oractoct [ oract9c2.nvram
> Coractoe2

&3 orac19c2vmdk
> [ Oraclet9c-Server-BM =
[ oract9c2vmsd
[ oractgc2vmx
) oract9c2vmx lck

[3 orac19c2vmx*

&5 oract9c2_tvmdk

vmware-llog

vmware-2.log

vmware-3.log

vmware-4.log
[] vmwarelog

7} vmx-orac19c2-3031001755-2 vswp

As shown below, ensure that the only VMDKSs created on

ACTIONS v

B TSA_PURE_FLASH_4TB_01

Summary  Monitor  Configure  Permissions  Files  Hosts ~ VMs

Q oraci9c Return to Search Results

v [ TSA_PURE_FLASH_4TB_O1 ) New Folder 2 Upload Files A Upload Folder

> [J.dvsData Name Y  Size
> [.sdd.sf 85 oraci9c2vmdk
> [ vSphere-HA &5 orac19c2_1vmdk

[ orac19ct

> EJoraci9c2
> [0 Oraclel9c-Server-BM

=
009KB
100,663,296 KB
848KB
3,816,448 KB
0KB

6.9KB

oKB

69KB
27071488 KB
498389 KB
529.88 kKB
31219 KB
31976 KB
264.83KB

108,544 KB

Modified
03/10/2020, 1:20:44 PM
03/09/2020, 4:14:18 PM
03/09/2020, 3:24:54 PM
03/10/2020, 120:45 PM
03/06/2020, 4:06:25 PM
03/10/2020, 120:44 PM
03/10/2020, 120:44 PM
03/10/2020, 1:20:44 PM
03/10/2020, 1:20:45 PM
03/06/2020, 8:20:15 PM
03/08/2020, 5:01:56 PM
03/09/2020, 3:24:55 PM
03/10/2020, 120:44 PM
03/11/2020, 2:16:09 PM
03/10/2020, 1:20:11 PM

Type
File

File

Non-volatile Memory File
Virtual Disk

File

File

File

File

Virtual Disk

VM Log File

VM Log File

VM Log File

VM Log File

VM Log File

File

Path
[TSA_PURE_FLASH_4TB_01] oraci9c2/orac19c2-3413fad9hlog
[TSA_PURE_FLASH_4TB_01] orac19c2/orac19c2-b4a96a9byswp
[TSA_PURE_FLASH_4TB_01] oraci9c2/orac19c2.nvram
[TSA_PURE_FLASH_4TB_01] orac19c2/oract9c2vmdk
[TSA_PURE_FLASH_4TB_01] orac19c2/orac19c2vmsd
[TSA_PURE_FLASH_4TB_01] orac19c2/oraci9c2vmx
[TSA_PURE_FLASH_4TB_01] orac19c2/oraci9c2vmx Ick
[TSA_PURE_FLASH_4TB_01] orac19c2/orac19c2vmx™
[TSA_PURE_FLASH_4TB_0) oraci9c2/oraci9c2_tvmdk
[TSA_PURE_FLASH_4TB_01] oraci9c2/vmware-1log
[TSA_PURE_FLASH_4TB_01] orac19c2/vmware-2.log
[TSA_PURE_FLASH_4TB_01] oraci9c2/vmware-3log
[TSA_PURE_FLASH_4TB_01] oracl9c2/vmware-4.log
[TSA_PURE_FLASH_4TB_01] oracl9c2/vmware log
[TSA_PURE_FLASH_4TB_01] orac19c2/vmx-oract9c2-3031001755-2vswp

Oracle RAC VM ora19c2 folder are the OS and Oracle binaries:

Y | Modified v | Type
3816448KB  03/10/2020, 120:45 PM Virtual Disk
27071488 KB 03/10/2020, 1:20:45 PM Virtual Disk

@| Path
[TSA_PURE_FLASH_4TB_01] orac19c2/oract9c2vmdk
[TSA_PURE_FLASH_4TB_0T] orac19c2/oract9c2_tvmdk

Another way to see the same data is to check the contents of the .vmx file for Oracle RAC VM orac19¢2 as shown below. Note that only
VMDKs created for Oracle RAC VM ora19c2 are the OS and Oracle binaries. Remaining disks are a reference to the shared disks created

on Oracle RAC VM orac19c1.

vmware
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Oracle RAC Storage on NFS datastore

This section details the steps required to add a shared VMDK with multi-writer attribute as an Oracle ASM disk to an Oracle RAC 19¢
cluster, using an NFS datastore TSA_TNTR_Oracle backed by Tintri storage.

In the event of NFS datastores that do not support vSphere APIs for array integration (VAAI), and therefore allow creation of EZT
VMDKs via the web client, refer to KB 2147691 for steps to create EZT VMDKs.

The remaining steps required to deploy an Oracle 19c RAC cluster are described in the section Oracle RAC Deployment High Level
Steps below.

The Tintri NFS datastore TSA_TNTR_Oracle is shown as follows:

J TSA_TNTR_Oracle

Sumemary Moo Configure  Permessions Fles  Hosts VM

———

FIGURE 46. TINTRI NFS DATASTORE TSA_TNTR_ORACLE

The shared storage provisioning guideline for NFS datastore is shown as below

VMware Platform Datastore Version Oracle RAC shared VMDK requirement Reference
for multi-writer attribute

VMware vSphere NFS ESXi 5.x and later EZT KB 1034165

TABLE 22. NFS DATASTORE SHARED PROVISIONING GUIDELINE
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The steps to add a 1TB VMDK as a shared Oracle ASM disk at SCSI position 1:0 to Oracle RAC VMs rac19c¢1, and rac19c¢2 provisioned
from the NFS datastore TSA_TNTR_Oracle, are the same as those of the VMFS datastore and steps outlined below:
1. Right click Oracle RAC VM rac19c1 and click Edit Settings
2. Click Add New Device
3. Click Hard Disk
- Set the correct VMDK size, in this case 1TB
- Set the VM storage policy to Datastore Default
- Set the Disk Provisioning to Thick Provision Eager Zeroed
- Set the Sharing to Multi-writer
- Set the Virtual Device Node to SCSI position SCSI1:0
- Independent persistent mode is not required for enabling the multi-writer attribute
- Click OK to save

p e ————
+ Hard disk 3 ~ 1024 GB ’\)
Maximum Size 627TB
VM storage policy Datastore Default v
~-T T T T TS ~
Type “  Thick Provision Eager Zeroed N
)
; ~ B o s
Sharing ~ r\iu\t-\w:te_r Y- -
Disk File [TSA_TNTR_Oracle] rac19c1/rac19c1_2.vmdk
Shares Normal 1000
Limit - IOPs Unlimited v
Virtual flash read cache [¢] MB v
Disk Mode Dependent v
Virtual Device Node <§ZS\ controller 1 v SCSI(1:0) Hard dISK~3 3

— -
N
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4. Ensure the following settings are indicated once the VMDK is created:
- Name of VMDK is [TSA_TNTR_Oracle] rac19c1/rac19¢c1_2.vmdk
- VMDK is provisioned on SCSI Controller SCSIT:0 position
- VMDK is Thick Provisioned Eager Zeroed
- VMDK Sharing is set to Multi-writer
- Disk Mode is set to the default Dependent

Edit Settings  ractoci %

Virtual Hardware VM Options

ADD NEW DEVICE

-

> CPU 8 v )
> Memory 96 j GB v
J
> Hard disk 1 60 GB v
> Hard disk 2 60 GB v
=T =
~ Hard disk 3 C 1024 GB v )
~ = = ———— -
Maximum Size 62TB
VM storage policy Dat‘astg_re.nefaul'r_ - v
-7 s
Type Thick Provision Eager Zeroed
( )
Sharing ~ ~Multi-writer v -
-~ o —— -
Disk File [TSA_TNTR_Oracle] rac19c1/rac19c1_2.vmdk
Shares Normal 1000
Limit - IOPs Unlimited v
Virtual flash read cache (0] MB v
Disk Mode Dependent v
e e ———
Virtual Device Node < SCSl controller 1 v SCSI(1:0) Hard disk 3 v:

- -
N =

Figure 47. PVSCSI Controller Backed Oracle ASM DATA EZT VMDK
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5. For VM rac19c2, add the same 1TB VMDK [TSA_TNTR_Oracle] rac19c1/rac19c1_2.vmdk file created for Oracle ASM disk on
VM rac19c1 to PVSCSI controller on SCSI position 1:0.

6. Repeat steps one and two as previously completed for VM rac19c1.

7. For step three, instead of choosing Hard Disk, choose Existing Hard Disk. Navigate to the VM rac19c1 folder on
TSA_TNTR_Oracle datastore and select rac19¢1_2.vmdk 1TB VMDK. Click OK.

Edit Settings

Virtual Hardware

orac19c2

VM Options

ADD NEW DEVICE

a

> Memory 96 GB v
~ Hard disks Ntotal [1.72 TB
> Hard 80 GB | SCSI(0:0)
disk 1
> Hard 80 GB | SCSI(0:1)
disk 2
+ Hard disk 3 1024 GB v
Maximum Size 319 TB
VM storage policy Datastore Default v

e

-_——
-

-_———

- . ~
Type PR Thick Provision Eager Zeroed ~ ~
7 N
Sharing / Multi-writer v 1
\ ’
~
Disk File S~ o [TSA_PURE_FLASH_4TB_01] orac19c1/orac19c1_2.vmdﬁ - -
=~ e - p— ——
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache (0] MB v
Disk Mode Dependent v
—___________________-\
Virtual Device Node ’\ SCSl controller 1 v SCSI(1:0) Hard disk 3 v P2
- -

vmware

-~
-

— _——————
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8. Ensure the following settings are indicated:
- Name of VMDK is [TSA_TNTR_Oracle] rac19c1/rac19¢c1_2.vmdk, as is the case for VM orac19c1
- VMDK is provisioned on SCSI Controller SCSI 1:0 position
- VMDK is Thick Provisioned Eager Zeroed
- VMDK Sharing is set to Multi-writer
- Disk Mode is set to the default Dependent

Edit Settings  oractoc2 x

Virtual Hardware VM Options

ADD NEW DEVICE

> Memory 96 GB v -
~ Hard disks 1 total | .72 TB
> Hard 80 GB | SCSI(0:0)
disk 1
> Hard 80 GB | SCSI(0:1)
disk 2
+ Hard disk 3 1024 GB v
Maximum Size 3197TB
VM storage policy Datastore Default v
- -= " T =< ~—
Type PR = Thick Provision Eager Zeroed S -
s A
Sharing / Multi-writer v 1
\ ,
~
Disk File ~ o [TSA_PURE_FLASH_4TB_01] orac19c1/orac19c1_2.vmdﬁ - -
~~-_———___———'——’—
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache o] MB v
Disk Mode Dependent v
= —— -———
Virtual Device Node SCSI controller 1 v SCSI(1:0) Hard disk 3 v \,

-
—
-

FIGURE 48. PVSCSI CONTROLLER BACKED ORACLE ASM DATA EZT VMDK

vmware
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9. The freshly provisioned 1TB shared VMDK on Oracle RAC VM orac19c¢1 and orac19¢2 is shown below. Note that Oracle RAC VM

orac19¢c2 1TB VMDK refers to Oracle RAC VM orac19¢1 VMDK.

rac19ct X

Edit Settings

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 8 v L]
> Memory 96 . 6B v

> Hard disk 1 60 GB v

> Hard disk 2 60 GB v

* Hard disk 3

1024 GB -

Maximum Size 6278

« Thin provisioned vmdk
«. Sharing is Multi-writer

VM storage policy Datastore Default /

-~ =~
Type ¢~ Thick Provision Eager Zeroed™
Sharing ~ g <
Disk File [TSA_TNTR_Oracle] ractocl/rac19ci_2vmdk
Shares Normal v 1000
Limit - IOPs Unlimited
Virtual flash read cache o MB
Disk Mode Dependent M

e mmmm =

Virtual Device Node ~ — _ SCSlcontroller 1 v SCSI(10) Hagd Mk 3 v

T, SamesSCSI

Controller Position

Edit Settings

Virtual Hardware

rac19c2 X

VM Options

ADD NEW DEVICE

> CPU “ v )
> Memory 9% .| v
> Hard disk 1 60 B v
> Hard disk 2 60 B
* Hard disk 3 1024 GB v
Maximum Size 6278
storage policy Datastore Defauit v

- -
- ~
¢ 7 Thick Provision Eager Zeroed

Type
Sharing N\ Multi-writer v . !
~— -~

Disk File [TSA_TNTR_Oracle] rac1oci/rac19cl_2.vmdk
Shares Normal v 1000
Limit - 10Ps Unlimited
Virtual flash read cache o MB -
Disk Mode Dependent v

e m e mm——— o
Virtual Device Node k. SCS|controller | v__SCSI(10) Hard disk i

10. Repeat the steps above to provision the remaining Oracle RAC shared disks.

The Oracle RAC VM ra19c1 VMDKs are shown below in the NFS datastore TSA_TNTR_Oracle:

B TSA_TNTR_Oracle | acrions~

Summary  Monitor  Configure  Permissions  Flles  Hosts  VMs
Q Ssearch Return to Search Results

> [ Oracle19c-Server-BM © taNewFolder 7 Upload Files 1 Upload Folder
> [ prddgo Name v | Size v
> [Jprddgo2 [0 rac19c1-07ff70be.hlog 0.86 KB
> [prdfs [ ractoct-tee753bevswp 100,663,296 KB
> B prdmarac [7) ract9ctvmsd okB
> Qprdmarac2 [ rectoctvmxick ok
> B praracol [} vmx-ract9c1-518476734-1vswp 96,256 kB
i@ prelracoz [#k rac19ct.nvram 848KB
1 i s ractoctvmdk 8252313KB
> Oraci2c2

[ racioct &9 ractoct_tvmdk 62239417 KB
> [Jractoc2 &3 rac19ct_2vmek 1078714,368 KB
> [1SB-OL76-ORATI204 B ractoctvmx 486K8
> [1SB-OL76-ORAI22 [ vmware-1710g oks
> []SB-OL76-ORA122-ASMLIB ] vmware-18.og 2579KB
> [JSB-OL76-ORA18c L[] vmware-1910g 25462 KB
> [SB-OL76-ORA19C [[] vmware-2010g 25772 KB
> [ SB-OL76-ORA19¢-FIO [] vmware-21log 254.55KB
> [JsB-Oracle-AD L[] vmware-22.log 25842 KB
> [JSB-Oracle-OEL [ vmwerelog 22554KE

> [0SB-Win2019-AD

Modified Y Typet Y Path

03/06/2020, 4:43:11 PM File [TSA_TNTR_Oracle] rac19ct/rac19c1-07ff70bc hiog
03/13/2020, 3:38:41 PM File [TSA_TNTR_Oracle] rac19ct/rac19ct-lee753bevswp
03/06/2020, 4:43:11 PM File [TSA_TNTR_Oracle] rac19ct/rac19ctvmsd

03/13/2020, 3:38:41 PM File [TSA_TNTR_Oracle] rac19ct/ractoctymx.lck

03/13/2020, 3:38:41 PM File [TSA_TNTR_Oracle] raci9cl/vmy-rac19c1-518476734-1vswp

03/06/2020, 4:43:10 PM Non-volatile Memory File [TSA_TNTR_Oracle] rac19cl/ract9ct.nvram

03/13/2020, 3:38:54 PM Virtual Disk [TSA_TNTR_Oracle] ract9ct/ractdctvmdk
03/13/2020, 3:38:57 PM Virtual Disk [TSA_TNTR_Oracle] ract9ct/ract9ct_tvmdk
03/13/2020, 3:39:30 PM Virtual Disk [TSA_TNTR_Oracle] ract9ct/raci9cl_2vmelk

03/13/2020, 3:38:41PM Virtual Machine [TSA_TNTR_Oracle] raci9cl/ractSclvmyx

03/06/2020, 4:43:10 PM VM Log File [TSA_TNTR_Oracle] rac19cl/vmware-17log

03/06/2020, 44310 PM VM Log File [TSA_TNTR_Oracle] ract9ct/vmware-18 log
03/06/2020, 4:43:10 PM VM Log File [TSA_TNTR_Oracle] ract9ct/vmware-19.1og
03/06/2020, 4:43:10 PM VM Log File [TSA_TNTR_Oracle] ract9ct/vmware-20.log
03/08/2020, 7:50:16 PM VM Log File [TSA_TNTR_Oracle] raci9cl/vmware-21log
03/09/2020, 3:22:33 PM VM Log File [TSA_TNTR_Oracle] ract9ct/vmware-22 log
03/13/2020, 4:02:41 PM VM Log File [TSA_TNTR_Oracle] ract9ct/vmware log

FIGURE 49. ORACLE RAC VM RA19CI IN NFS DATASTORE
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The Oracle RAC VM ra19¢c2 VMDKs are shown below in the NFS datastore TSA_TNTR_Oracle:

£ TSA_TNTR_Oracle | actions~
Summary Monitor Configure Permissions Files Hosts VMs

Return to Search Results

> [ Oracleloc-Server-BM 111 New Folder 2 Upload Files 7 Upload Folder | Download opy to ove to eto Delete (2 Inflate
> Eprddgol Name v | Size ¥ | Modified v [ Type Path v
> Elprddgo2 [ rac19¢2-07§70dd hlog 08KB  03/06/2020, 412:27 PM File [TSA_TNTR_Oracle] ract9c2/ract9c2-07{70dd.hlog
> DOprdfs [ ractoc2-1ee753bfvswp 100663296 KB 03/13/2020, 3:38:43 PM File [TSA_TNTR_Oracle] rac19c2/ract9c2-lee753bfvswp
> EJprdmaract [ ract9c2vmsd OKB  03/06/2020, 41226 PM File [TSA_TNTR_Oracle] raci9c2/ract9c2vmsd
> EJprdmarac2 [ rac19c2vmx lck OKB  03/13/2020, 3:38:43 PM File [TSA_TNTR_Oracle] ract9c2/ract9c2vmxck
> B prdracot [ vmxeract9c2-518476735-lvswp 108544KB  03/13/2020, 3:38:43 PM File [TSA_TNTR_Oracle] racigc2/vmx-rac19c2-518476735-1vswp.
> (=Ridiaco2 [k rac19c2.nvram 848KB  03/06/2020, 4:12:26 PM Non-volatile Memory File [TSA_TNTR_Oracle] rac19c2/rac19¢2.nvram
i g ::22 & ract9c2vmdk 8249741KB  03/13/2020, 338:57 PM Virtual Disk [TSA_TNTR_Oracle] ract9c2/ract9c2.vmdk
[ractoct @ ract9c2_tvmdk 622028965KB  03/13/2020, 3:38:59 PM Virtual Disk [TSA_TNTR_Oracle] rac19c2/ract9e2_tvmdk
N= e ) rectoc2vmx 49KB  03/13/2020,3:38:43 PM Virtual Machine [TSA_TNTR_Oracle] ract9c2/ract9c2.vmx
5 [SB-0L76-0RAI204 [ vmware-10log 25258KB  03/06/2020, 4:12:26 PM VM Log File [TSA_TNTR_Oracle] ract9c2/vmuware-10.log
> [1SB-OL76-ORAT22 [ vmware-Tliog 25106 KB 03/06/2020, 4:12:26 PM VM Log File [TSA_TNTR_Oracle] racc2/vmware-Tilog
> [ SB-OL76-ORAT22-ASMLIE [ vmware-12.log 25491KB  03/06/2020, 412:26 PM VM Log File [TSA_TNTR_Oracle] ract9c2/vmware-12.log
> [SB-OL76-ORAISC [ vmware-131og 25775KB  03/06/2020, 4:12:26 PM VM Log File [TSA_TNTR_Oracle] ract9c2/vmware-13.log
> [SB-OL76-ORA19C [ vmware-141og 26335KB  03/09/2020, 3:22:45 PM VM Log File [TSA_TNTR_Oracle] raci9c2/vmware-14.log
> [ SB-OL76-ORA19c-FIO [ vmware-9log 36233KB  03/06/2020, 412:26 PM VM Log File [TSA_TNTR_Oracle] ract9c2/imuware-9.log
> E3SB-Oracle-AD ] vmware.log 23324KB  03/13/2020, 4:04:03 PM VM Log File [TSA_TNTR_Oracle] rac19c2/vmware.log
> [ SB-Oracle-OEL

FIGURE 50. ORACLE RAC VM RA19C2 IN NFS DATASTORE

Note that the only VMDKs created on Oracle RAC VM oral19c2 folder are the OS and Oracle binaries, as indicated by the figure below:

B TSA_TNTR_Oracle | actions~

Summary ~ Monitor  Configure  Permissions  Files  Hosts ~ VMs

Q Search Return to Search Results

[ Oracle19¢-Server-BM - 3 NewFolder 2 Upload Files 4 Upload Folder

[ prddgol Name Y size Y Modified v | Typep @| Path

[ prddgo2 &3 rac19c2vmdk 8249741KB  03/13/2020, 3:38:57 PM Virtual Disk [TSA_TNTR_Oracle] rac19c2/rac19c2vmdk

Dl prdfs &3 rac19c2_tvmdk 62202896.5KB  03/13/2020, 3:38:59 PM Virtual Disk [TSA_TNTR_Oracle] ract9c2/ract9c2_tvmdk
[ prdmaract

[ prdmarac2

[ prdracot

[ prdraco2

raci2ct

[ract2c2

racioct

[rac19c2

VVVVVVYVYYLYY

v

FIGURE 51. OS AND ORACLE BINARIES

Another way to see the same data is to check the contents of the .vmx file for Oracle RAC VM rac19c2. Note that the only VMDKs
created for Oracle RAC VM ra19c¢2 are the OS and Oracle binaries, while the remaining disks refer to the shared disks created on Oracle
RAC VM rac19c1.

FIGURE 52. ORACLE RAC VM RAC19C2 .VMX FILE
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Oracle RAC Storage on VSAN datastore

This section outlines the steps required to add a shared VMDK with the multi-writer attribute as an Oracle ASM disk to an Oracle RAC
19c¢ cluster using a VSAN datastore vsanSiteB.

The remaining steps to deploy an Oracle 19¢c RAC cluster are described in the Oracle RAC Deployment High Level Steps section
of this document.

The VSAN datastore vsanSiteB is shown below:

B vsanSiteB | actionsv

Summary  Monitor  Configure  Permissions  Files  Hosts  VMs

- Type: VSAN Storage Free: 122378
) URL ds: 49691 =

Used: 1.74T8 Capaciy. 139778

Refresh

Details ~ Related Objects v

Location ds: 83c85154c8dd4f-d969fa7dI57edc33/

Custom Attributes v
Type VSAN

Hosts 4
Virtual machines o

VM templates o

FIGURE 53. VSAN DATASTORE VSANSITEB

The shared storage provisioning guideline for vSAN datastore is as follows:

VMware Platform Datastore Version Oracle RAC shared VMDK requirement Reference
for multi-writer attribute

VMware VSAN vsanDatastore Prior vSAN 6.7 Patch EZT KB 2121181
PO1
VMware vVSAN vsanDatastore Beginning with Thin-Provisioned KB 2121181

VMware VSAN 6.7
Patch PO1 (ESXi 6.7
Patch Release
ESXi670-201912001)

TABLE 23. VSAN DATASTORE SHARED PROVISIONING GUIDELINE

As mentioned, for vSAN versions prior to VSAN 6.7 Patch P01, the virtual disk must be EZT to enable multi-writer mode. Further
guidance regarding the addition of a shared EZT VMDK to an Oracle RAC cluster using the multi-writer attribute can be found at Oracle
Real Application Clusters on VMware vSAN.

Beginning with VMware vSAN 6.7 Patch PO1 (ESXi 6.7 Patch Release ESXi670-201912001), Oracle RAC on VSAN does not require the
shared VMDKs to be EZT (OSR=100) for multi-writer mode to be enabled.
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The steps required to add a 1TB VMDK as a shared Oracle ASM disk at SCSI position 1:0, to Oracle RAC VMs vsanracl and vsanrac2
provisioned from the VSAN datastore vsanSiteB, are the same as those for Oracle RAC on previous VSAN versions. The only difference
is the shared disk can be thin-provisioned with the multi-writer attribute, beginning with vSAN 6.7 Patch PO1.

Below is an example of a storage policy (Oracle RAC vSAN - OSR 0) created for the purposes of provisioning shared VMDKs thin-
provisioned for Oracle RAC on VMware VSAN, beginning with VMware vVSAN 6.7 PO1 (ESXi 6.7 Patch Release ESXi670-201912001).

VM Storage Policies
PF Create VM Storage Policy | 7 Edit Settings 27 Clone &g Check Compliance (g5 Reapply VM Storage Policy X Delete

Name

|§* Host-local PMem Default Storage Policy
|§* HyTrust-KMS-VM-Encryption-Policy

|# VM Encryption Policy

|# VSAN Default Storage Policy

|#, VVol No Requirements Policy

|§* FlashSoft Write Through Caching Policy
|§, Host-local PMem Default Storage Policy
| 4" Oracle RAC vSAN - OSR O

|§* Oracle RAC vSAN Storage Policy

|# VM Encryption Policy
|#* VSAN Default Storage Policy
|§ VVol No Requirements Policy

Rules VM Compliance VM Template Storage Compatibility

General
Name Oracle RAC vVSAN - OSR O
Description Oracle RAC vSAN - OSR O

Rule-set 1: VSAN

Placement
Storage Type VSAN
Site disaster tolerance None - standard cluster
Failures to tolerate 1 failure - RAID-1 (Mirroring)
Number of disk stripes per object 1
IOPS limit for o_bj_ef:'g_ ______________ (_)_

I C_—)éj;c.t-s;-:);c.e-reservation Thir; BI’OT/ISI‘OL\IEQ =
Flash—r;:-;ci Ea-c_hé Teservation ~ T T T o T
Disable object checksum No
Force provisioning No

FIGURE 54. ORACLE RAC STORAGE POLICY BEGINNING WITH VSAN 6.7 PO1

1. Right click Oracle RAC VM vsanrac1 and click Edit Settings
2. Click Add New Device
3. Click Hard Disk
- Set the correct VMDK size (in this case 1TB)
- Set the VM storage policy to Oracle RAC vSAN - OSR O
- Set the disk provisioning to As defined in the VM Storage policy
- Set the Sharing to Multi-writer
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- Set the Virtual Device Node to SCSI position SCSI1:0
- Independent persistent mode is not required for enabling the multi-writer attribute
- Click OK to save

e ————
v New Hard disk * ¢ 1024 GB +
- —— — Lt
Maximum Size 12278
e ————— -
VM storage policy C OracleRACVSAN-OSRO 2
-
Location Store with the virtual machine v
Disk Provisioning As defined in the VM storage policy v
———————
Sharing < Multi-writer _
- -
Shares Normal ~
Limit - IOPs Unlimited v
Virtual flash read cache o] MB v
Disk Mode Dependent v
’____..._.____-____~
Virtual Device Node ~ SCSl controller 1~ SCSI(1:0) New Hard d’isk;‘
e e e S

4. Ensure the following settings are indicated once the VMDK is created:
- Name of VMDK is vsanSiteB cc176c5e-bde7-9¢cc7-a219-246e965377b8/vsanrac1_2.vmdk
- VMDK is provisioned on SCSI Controller SCSI1:0 position
- VMDK Sharing is set to Multi-writer
- Disk Mode is left at default of Dependent

* Hard disk 3 ¢~ 024~ T T T G ~~
~ - - —-—— -
Maximum Size 13.27TB
A e —_———_
VM storage policy ( Oracle RAC vSAN - OSR O : v
Type As defined in the VM storage policy
- - _=o -
Sharing < Multi-writer v ~
4 AY
1
Disk File \ [vsanSiteB] cc176c5e-bde7-9cc7-a219}‘
= .246e965377b8/vsanrac1_2.vmdk’ s
~ ~ -
e - — -
Shares Normal 1000
Limit - IOPs Unlimited v
Virtual flash read cache o] MB v
Disk Mode Dependent v
’_______...___..____~
Virtual Device Node ~ _SCSlcontroller1 v SCSI(1:0) Hard disk 3,\’
— -

FIGURE 55. PVSCSI CONTROLLER BACKED ORACLE ASM DATA VMDK
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5. For VM vsanrac2, add the same 1TB VMDK [vsanSiteB] cc176c5e-bde7-9cc7-a219-246e965377b8/vsanracl_2.vmdk created for
Oracle ASM disk on VM vsanrac1 to PVSCSI Controller on SCSI position 1:0.

6. Repeat steps one and two as previously completed for VM vsanracl.

7. For step three, instead of choosing Hard Disk, choose Existing Hard Disk. Navigate to the VM vsanrac1 folder on vsanSiteB
datastore and select vsanrac1_2.vmdk. Click OK.

Edit Settings  vsanrac2 %

Virtual Hardware VM Options

ADD NEW DEVICE

-

> CPU 8 v o
> Memory 32 GB v
> Hard disk 1 80 GB v
> Hard disk 2 80 GB v
_-————TT ==
~ New Hard disk * ¢ 1024 GB v
e e -
Maximum Size 1227TB —_——
- - -~ -
VM storage policy P “DOracle RAC VSAN - OSR O i N
4 \
Sharing ( Multi-writer v )
Disk File N [vsanSiteB] cc176c5e-bde7-9cc7-a219- P 4
~
M6g965377b8/vsanracl_2.vmdk -
-~ — ——— - -
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache o MB v
Disk Mode Dependent v
—- T ————————— -
Virtual Device Node < — SCSl controller 1 v SCSI(1:0) New Hard disk Ve >
B e B R e —

8. Ensure the following settings are indicated:
- Name of VMDK is [vsanSiteB] cc176c5e-bde7-9cc7-a219-246e965377b8/vsanracl_2.vmdk
- VMDK is provisioned on SCSI Controller SCSI1:0 position
- VMDK Sharing is set to Multi-writer
- Disk Mode is set to the default Dependent
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Edit Settings  vsanrac2 %

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 8 v o
> Memory 32 GB v
> Hard disk 1 80 GB v
> Hard disk 2 80 GB v
- —— ===
~ New Hard disk * ¢ 1024 GB v
ma——— L
Maximum Size 1227TB
—— -
—— =~ ~
VM storage policy P “Bracle RAC VSAN - OSR O S ~
4 \
Sharing ( Multi-writer v 1
Disk File \ [vsanSiteB] cc176c5e-bde7-9cc7-a219- P 4
2462965377b8/vsanracl_2.vmdk -
-~ — — ——— - - -
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache [¢] MB v
Disk Mode Dependent v
— __ﬁ___—_—_—_t—_—__ —— -
Virtual Device Node < _— SCSl controller1 v SCSI(1:0) New Hard disk Ve >
Pttt ——

FIGURE 56. FIGURE PVSCSI CONTROLLER BACKED ORACLE ASM DATA VMDK

9. Freshly provisioned 1TB shared VMDK on Oracle RAC VM vsanrac1 and vsanrac2 is shown below. Note that Oracle RAC VM
vsanrac2 1TB VMDK refers to Oracle RAC VM vsanrac1 VMDK.

Edit Settings  vsanract X Edit Settings  vsanrac2 X

Virtual Hardware VM Options Virtual Hardware VM Options

ADD NEW DEVICE ADD NEW DEVICE

> cPU 8 v (i) > CPU 8 v o 5
> Memory 32 GB v > Memory 32 GB v
> Hard disk 1 80 GB v > Hard disk 1 80 GB v
> Hard disk 2 80 B v > Hard disk 2 80 c8
* Hard disk 3 1024 B - ~ Hard disk 3 1024 B
Maximum Size BTl « Thin provisioned vmdkeximum size B e m——
- - =3 A - ~
VM storage policy  ~Oracle RAC vSAN - OSR O ~ v/" Sharing is Multi-writer VM%BW\ = Oracle RAC VSAN - OSR O SO
~
Type { As defined in the VM storage policy /] Type ( As defined in the VM storage policy ]
’, N ’
Sharing N Multi-writer v ~ Sharing ~Multiwriter v
== —— - - ~ - —— - -
Disk File [vsanSiteB] cc176cSe-bde7-9cc7-a219- Disk File [vsanSiteB] cc176c5e-bde7-9cc7-a219-
2462965377b8/vsanracl_2.vmdk 246696537708/vsanracl_2vmdk
Shares Normal v 1000 Shares Normal v 1000
Limit - IOPs Unlimited Limit - 1OPs Unlimited
Virtual flash read cache o MB v Virtual flash read cache
Disk Mode Dependent . Disk Mode
———— =N _—
Virtual Device Node /~—s( Sicontroller 1 v SCSI(10) Hard disk 3 © Virtual Device Node “aSCSlcontroller 1 v SCSILO) Hard disk 3 v Y
B —_———m e = —-—-

_\
T, Samescsl

Controller Position
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10. Repeat the steps above to provision the remaining Oracle RAC shared disks.

The Oracle RAC VM vsanrac1 VMDKs are shown below in VSAN datastore vsanSiteB:

B vsanSiteB | acrions v

Summary  Monitor ~ Configure  Permissions ~ Files ~ Hosts  VMs
Q Search
~ [ vsansiteB ) NewFolder 4 Upload Files 7 Upload Folder Register VM ownload Copyto .
> [ .vsanstats Name T size Y Modified v[wer 7] e
> Bclone ) vmx-vsanrac1-2073549783-1vswp 96.256KB  03/13/2020, 4:41:30 PM File [vsanSiteB] cc176¢5e-b il b 1-207354 Avswp
> Bpvrdmaract [ vsanract-442c4adb hlog 062KB  03/13/2020, 436:54 PM File [vsanSiteE] ccl76c5e-bd 219-246696537 442c4a4b hlog
» Epvrdmarac2 [ vsanract-7697dbd7vswp 025KB  03/13/2020, 4:41:31 PM File [vsanSiteB] cc176cSe-bde7-9cc7-a219-24669653; 7b97dbd7.
M =T [ vsanract-7b97dbd7vswp.lck OKB  03113/2020, 4:41:30 PM File [vsanSiteB] ccl76cSe-b 1 b97dbd! Ik
; E :;’ZDS:‘E D vsanraclvmsd okKB 03/13/2020, 4:36:54 PM File [vsanSiteB] ccl bd 1219-246€96537
5 Cveiee [ vsanractvmxlck OKB  03/13/2020, 44130 PM File [vsanSiteB] ccl76cSe-bde7-9cc7-0219-24629653 ek
‘_‘] vsanraclvmx™ 371KB 03/13/2020, 4:49:11 PM File [vsanSiteB] ccl bd 1 o
(3 dvsData 03/13/2020, 4:31:25 PM Folder [vsanSiteB] cc176c5e-bde7-9cc7-a219-246€965377b8/ dvsData
£ sddsf 03/13/2020, 4:31:25 PM Folder [vsanSiteB] ccl76cSe-bde7-9¢c7-a219-246e965377b8/ sdld st
[k vsanract.nvram 848KB  03/13/2020. 4:36:53 PM Non-volatile Memory File [vsanSiteB) ccT bd 1219-246€96537. nvram
s vsanractvmdk 6230016KB  03/13/2020, 4:41:40 PM Virtual Disk [vsanSiteB] ccl76cSe-bde7-9cc7-0219-24629653
&5 vsanracl_tvmdk 13.037568KB  03/13/2020, 4:41:41PM Virtual Disk [vsanSiteB] ccl76cSe-be 1 _tvmdk
&3 vsanracl_2vmdk 122,880 KB 03/13/2020, 4:49:11 PM Virtual Disk [vsanSiteB] ccl bd 1219-246€96537 1_2vmdk
) vsanractvmx 392K 03/13/2020, 4:49:1 PM Virtual Machine [vsanSiteB] ccl76cSe-bde7- 219-24629653;
[ vmwarelog 24027KB  03113/2020. 5:03:26 PM VM Log File [vsanSite8] ccf b 1 log

FIGURE 57. ORACLE RAC VM VSANRACT IN VSAN DATASTORE VSANSITEB

The Oracle RAC VM vsanrac2 VMDKs are shown below in vVSAN datastore vsanSiteB:

£ vsanSiteB | actions~

Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
Q Search
~ (& vsanSiteB 15 New Folder 1 Upload Files 1 Upload Folder Register VM. Downlo C o Move to Re [? Delet
> [J.vsanstats Name Y | Ssize Y Modified T Type t Y Path
> [clone [ vmx-vsanrac2-1916738827-1vswp 96256KB  03/13/2020, 4:41:33 PM File [vsanSiteB] e8! bb- 23d7- 2-1916738827-1vswp
> D pvrdmaract [ vsanrac2-723f1dObyswp 025KB  03/13/2020, 44133 PM File [vsanSiteB] f1d0b:
> Bapvrdmarac2 [ vsanrac2-723fldObyswplck OKB 03132020, 44133 PM File [vsanSiteB] e8! bb-0679-23d7- -7 Ick
> Qvsanract D 'vsanrac2-789ce297hlog 062KB 03/13/2020, 4:37:16 PM File [vsanSiteB] e8176c5e-6cbb-0679-23d7-246e96537d48/vsanrac2-789ce297 hlog
= [ vsanrac2vmsd OKB  0313/2020, 43716 PM File [vsenSiteB] eB176cSe-6cbb: 3d7. msd
[ veanrac2vmx 401KB  03113/2020, 5:0032 PM File [vsanSiteB] egT 55-0679-23d17- )
[ vsanrac2vmx lck OKB  03/13/2020, 44133 PM File [vsanSiteB] mx.lck
[ vsenrec2vmx® 371KB  0313/2020, 5:00:32 PM File [vsenSiteB] e8T bb-0679-23d7- i
£ dvsData 03/13/2020, 4:31:53 PM Folder [vsanSiteB] e8176c5e-6¢bb-0679-23d7-246e96537d48/.dvsData
] sddsf 031132020, 431:53 PM Folder [vsanSiteB] eB176cSe-6ebb-0679-23d7-246e96537d48) sdd.sf
& vsenrac2.nvrem 848KB 031312020, 4:37:15 PM Non-voletile Memory File [vsenSiteB] e8T bb-0679-23d7- nvrem
83 vsanrac2vmdk 6,230,016 KB 03/13/2020, 4:41:42 PM Virtual Disk [vsanSiteB] e8176¢5e-6¢bb-0679-23d7-246e96537d48/vsanrac2 vmdk
@3 vsenrac2_tymdic 12963840K8  03/13/2020, 44143 PM Virtel Disk [vsenSiteB] e8T bb-0679-23d7- _tvmdic
u vmware.log 2406 KB 03/13/2020, 5:04:03 PM VM Log File [vsanSiteB] e8176c5e-6cbb-0679-23d7-24696537d48/vmware.log

FIGURE 58. ORACLE RAC VM VSANRAC2 IN VSAN DATASTORE VSANSITEB
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Note that the only VMDKs created on Oracle RAC VM vsanrac2 folder are the OS and Oracle binaries as indicated below:

B vsanSiteB | actions v

Summary ~ Monitor  Configure  Permissions  Files  Hosts ~ VMs
Q Search
v B vsansiteB 1 NewFolder A Upload Files 4 Upload Folder | Register VM Download Copy to Move to Rename to te
> [J.vsanstats Name v size Y Modified v | Type p @‘ Path
> Bclone &3 vsanrac2vmdk 6230016KB  03/13/2020, 4:41:42 PM Virtual Disk [vsanSiteB] e8176c5e-6cbb-0679-2347-246e96537d48/vsanrac2vmek

> £ pvrdmaracl
> [ pvrdmarac2
> [Jvsanracl
> Clvsanrac2

&3 vsanrac2_1vmdk 12963840KB  03/13/2020, 4:41:43 PM Virtual Disk [vsanSiteB) e8T bb-0679-23dl7-246e96! A _lvmdk

FIGURE 59. OS AND ORACLE BINARIES

Another way to see the same data is to check the contents of the .vmx file for Oracle RAC VM vsanrac2 as below. Note that the only
VMDKSs created for Oracle RAC VM vsanrac2 are the OS and Oracle binaries, with remaining disks referring to the shared disks created
on Oracle RAC VM vsanracl.

FIGURE 60. ORACLE RAC VM VSANRAC2 .VMX FILE

Learn more about Oracle RAC on VMware vSAN.

Oracle RAC Storage on vVol datastore
This section outlines the steps necessary to add a shared VMDK with the multi-writer attribute, as an Oracle ASM disk to an Oracle RAC
19c¢ cluster, using a vVol datastore TSA_PURE_FLASH_VVOL backed by Pure x50 Storage.

The remaining steps to deploy an Oracle 19¢c RAC cluster are described in the Oracle RAC Deployment High Level Steps section of this
document.

The Pure Storage vVol datastore TSA_PURE_FLASH_VVOL is shown below:

8 TSA_PURE_FLASH_VVOL | actions~
Summary  Monitor  Configure  Permissions  Files  Hosts  VMs

— Type: WWol storage Free: 81919578
URL:  dsi//vmfs, 0e9

Used: 5257 GB Capactty: 8,192 T8

Refresh

Details ~ Related Objects v

Location ds: 901faf033899

Custom Attributes v

Type Vel
Hosts 4
Virtual machines 1
VM templates o

Active storage provider wdc-tsa-pure-01-ct0

Tags v

Storage Capability Profiles v

FIGURE 61. PURE STORAGE VVOL DATASTORE TSA_PURE_FLASH_VVOL
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The shared storage provisioning guideline for vVol datastore is detailed below:

VMware Platform Datastore Version Oracle RAC shared VMDK requirement for Reference
multi-writer attribute

VMware vSphere vVol ESXi 6.5 and later Vendor specific KB 1034165 and
KB 2113013

TABLE 24. VVOL DATASTORE SHARED STORAGE PROVISIONING GUIDELINE

It is recommended to work with a storage-specific vendor regarding the correct guidance for implementing VMware vVols in that
vendor’s environment, as each storage-vendor implementation of vVols is often different.

From the Pure FlashArray User Guide (found in the Help section under FlashArray Storage Capacity and Utilization in the Pure
FlashArray GUI):

Provisioning

The provisioned size of a volume is its capacity as reported to hosts. As with conventional disks, the size presented by a FlashArray
volume is nominally fixed, although it can be increased or decreased by an administrator. To optimize physical storage utilization,
however, FlashArray volumes are thin and micro provisioned.

« Thin provisioning: like conventional arrays that support thin provisioning, FlashArrays do not allocate physical storage for
volume sectors that no host has ever written, or for trimmed (expressly deallocated by host or array administrator command)
sector addresses.

» Micro provisioning: unlike conventional thin provisioning arrays, FlashArrays allocate only the exact amount of physical storage
required by each host-written block after reduction. In FlashArrays, there is no concept of allocating storage in chunks of some
fixed size.

Observation

v New Hard disk * 1024 GB v
Maximum Size 62 TB
VM storage policy VVol No Requirements Policy v
Location Store with the virtual machine v
-——=_
Disk Provisioning / “Thick Provision ~ \
. \ _—
Sharing Multi-writer v
-
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache o MB v
Disk Mode Dependent v
Virtual Device Node SCSl controller 1 v SCSI(1:1) New Hard disk v

FIGURE 62. EZT VMDK CREATION/MIGRATION ON PURE STORAGE FLASHARRAY WITH VVOLS
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When attempting to create or migrate an EZT VMDK on the Pure Storage FlashArray, utilizing vVVol technology, the following error is
reported: “Error creating disk Error creating VVol Object. This may be due to insufficient available space on the datastore or the
datastore’s inability to support the selected provisioning type.”

© Operation failed! (%)

Task name Reconfigure virtual machine

Target vvolracl

Status A general system error
occurred: Error creating disk
Error creating VVol Object. This
may be due to insufficient
available space on the datastore
or the datastore's inability to
support the selected
provisioning type

Maore Tack

FIGURE 63. EZT VMDK ERROR ON PURE STORAGE FLASHARRAY WITH VVOLS

Reason: The error is due to the FlashArray rejecting the request for a thick-provisioned VM upon creation or migration to the
FlashArray. The Pure Storage FlashArray utilizes both thin and micro provisioning technologies for space management and is unable to
reserve unused space when thick provisioned VMs are created. Thus, it was decided to disallow that request to ensure administrators
are able to properly manage and account for space usage on the FlashArray.

Allowing a FlashArray or vSphere administrator to create thick provisioned VMs on vVols can present problems later if admins are
expecting that space to be reserved when it has not been properly reinforced. To ensure FlashArray or vSphere administrators are able
to properly account for space, allow thin-provisioned VMs are allowed when utilizing vVols.

Learn more on this topic in the Pure Storage support solution vVVol: Why am | unable to create a thick provisioned VVM?

Conclusion: The steps required to add a shared EZT VMDK using the multi-writer attribute, to an Oracle RAC cluster using a Pure
Storage Flash Array x50 vVol datastore, is the same as those for adding a Shared EZT VMDK using the multi-writer attribute on a FC
VMES datastore. The difference is the shared disk on the Pure Storage Flash Array x50 vVol datastore has to be thin-provisioned with
the multi-writer attribute. All other settings remain the same.

Below are the steps required to add a 1TB VMDK as a shared Oracle ASM disk at SCSI position 1:0 to Oracle RAC VMs vvolrac1 and
vvolrac2, provisioned from the vVol datastore TSA_PURE_FLASH_VVOL.
1. Right click Oracle RAC VM vvolrac1 and click Edit Settings
2. Click Add New Device
3. Click Hard Disk and provision the shared VMDK as shown below:
- Set the correct VMDK size (in this case 1TB)
- Leave the VM storage policy to default (VVol No Requirements Policy)
- Leave the VM storage policy to default (Store with the virtual machine)
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- Set the Disk Provisioning to Thin Provision for the reasons stated above

- Set the Sharing to Multi-writer

- Set the Virtual Device Node to SCSI position SCSI1:1

- Independent persistent mode is not required for enabling the multi-writer attribute
- Click OK to save

Edit Settings  wvorrac X
Virtual Hardware VM Options
> CPU 8 v o n
> Memory 32 GB v
> Hard disk 1 80 GB v
> Hard disk 2 80 GB v
~ New Hard disk * 1024 GB v
Maximum Size 627TB
VM storage policy VVol No Requirements Policy v
Location Store with the virtual machine v
;- Disk i’r—o;/i-s-ic;r:i-n.g_ Thi: l'vr_o\;i;o'; Ut~ .
~. -
Shadng._. _ _ _ Multi-writer v =+~
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache o MB v
Disk Mode Dependent v
Virtual Device Node SCSl controller1 v SCSI(1:0) New Hard disk v
> SCSlI controller O VMware Paravirtual

4. Ensure the following settings are indicated once the VMDK is created:
- Name of VMDK is [TSA_PURE_FLASH_VVOL] rfc4122.fba904a5-0488-4900-a85a-efe871b831e0/vvolracl_2.vmdk
- VMDK is provisioned on SCSI Controller SCSIT:0 position
- VMDK is Thin Provisioned
- VMDK Sharing is set to Multi-writer
- Disk Mode is set to the default Dependent

vmware
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Edit Settings  wvvolract y
Virtual Hardware VM Options

ADD NEW DEVICE

-

> CPU 8 v )
> Memory 32 GB v
> Hard disk 1 80 GB v
> Hard disk 2 80 GB v
~ Hard disk 3 1024 GB v
Maximum Size 627TB
VM storage policy VVol.No Requirements Policy v
Type .,"'—‘Thin Provision \"\
t i
\. .
Sharing ~.o. Multi-writer v .7
Disk File [TSA_PURE_FLASH_VVOL] rfc4122.fba904a5-0488-4900-a85a-

efe871b831e0/vvolraci_2.vmdk

Shares Normal v 1000

Limit - IOPs Unlimited v

Virtual flash read cache [0} MB v

Disk Mode Dependent v

Virtual Device Node SCSl controller 1 v SCSI(1:0) Hard disk 3 v

FIGURE 64. PVSCSI CONTROLLER BACKED ORACLE ASM DATA VMDK

5. For VM vvolrac2, add the same 1TB VMDK [TSA_PURE_FLASH_VVOL] rfc4122.fba904a5-0488-4900-a85a-efe871b831e0/
vvolracl_2.vmdk created for Oracle ASM disk on VM vvolrac2 to PVSCSI controller on SCSI position 1:0.

6. Repeat steps one and two as previously completed for VM vvolraci
7. For step three, instead of choosing Hard Disk, choose Existing Hard Disk
8. Navigate to the VM vvolracl folder on TSA_PURE_FLASH_VVOL datastore and select vvolrac1l_2.vmdk 1TB VMDK. Click OK.
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Select File X
Datastores Contents Information
TSA PURE FLASH VVOL “ || @ vvolracl.vmdk Name: vvolracl_2.vmdk
"~ B B Size:0 B

> [3.vSphere-HA & vvolracl_lvmdk Modified:03/13/2020, 9:53:11 AM

> [ OL76-ORA19C-VVOL #. T8 vvolracl_2.vmdk T Encrypted: No

> [ vvolracl

> [ vvolrac2

> E& TSA_TNTR_Oracle

> E& TSA_TNTR_SAP

> © TSA_TNTR_SQL

> & TSA_TNTR_MS

> B TSA_TNTR_Mgmt

> B TSA_TNTR_ISO
TSA_PURE_FLASH_4TB_O1

> G Template-TNTR_ISOs-1TB-Thin-C...

> B vsansiteB

> B TSA_TNTR_Auto_STB_O1 .

File Type: Compatible Virtual Disks(*.vmdk, *.dsk, *.raw) ¥

9. Provision the VMDK on the same SCSI Controller SCSI1:0 position, as is the case for Oracle RAC VM vvolracl. Follow steps four and
five and click OK to save.

Edit Settings  vvolrac2 N

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 8 v @)
> Memory 32 GB v
> Hard disk 1 80 GB v
> Hard disk 2 80 GB v
v New Hard disk * 1024 GB v
Maximum Size 62TB
VM storage policy VVol No Requiremeﬂt§ Policy _ . _ . _ v
Sharing g I:/I:It.i—;v.riter v e N
f \
Disk File N\, [TSA_PURE_FLASH_VVOL] rfc4122.fba904a5-0488-4900-a85a-,
s &fe871831e0/vvolracl_2.vmdk e -
Shares Normal v 10;0. ............
Limit - IOPs Unlimited v
Virtual flash read cache (0] MB v
Disk Mode Dependent v
Virtual Device Node ¢+ SCSTcontroller 1 v SCSI(1:0) New Harddisk ~,
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10. Ensure the following settings are reflected:
- Name of VMDK is [TSA_PURE_FLASH_VVOL] rfc4122.fba904a5-0488-4900-a85a-efe871b831e0/vvolracl_2.vmdk
- VMDK is provisioned on SCSI Controller SCSIT:0 position
- VMDK is Thin Provisioned
- VMDK Sharing is set to Multi-writer
- Disk Mode is set to the default Dependent

Edit Settings  vvorac2 %

Virtual Hardware VM Options

ADD NEW DEVICE

a

> CPU 8 v o
> Memory 837 GB Vv
> Hard disk 1 80 GB v
> Hard disk 2 80 GB v
~ Hard disk 3 1024 GB v
Maximum Size 627TB
VM storage policy VVol No Requirements Policy v
Type - =+fin Provision Tl
.- '~
e N
Sharing R Multi-writer v N,
[ [
Disk File N [TSA_PURE_FLASH_VVOL] rfc4122.fba904a5-0488-4900-a854-
~ P
T+ <. _ efe871b831e0/vvolracl_2.vmdk _.-7
Shares Normal v 1000 7T
Limit - IOPs Unlimited v
Virtual flash read cache o MB v~
Disk Mode Dependent | _ . _._._._. Y
Virtual Device Node ',\ ) SCSl controller 1 v SCSI(1:0) Hard disk 3;)

FIGURE 65. PVSCSI CONTROLLER BACKED ORACLE ASM DATA VMDK

mware® REFERENCE ARCHITECTURE | 82



Oracle VMware Hybrid Cloud High Availability Guide

11. The freshly provisioned 1TB shared VMDK on Oracle RAC VM vvolrac1 and vvolrac2 is shown below. Note that Oracle RAC VM

vvolrac2 1TB VMDK is referring to Oracle RAC VM vvolrac1 VMDK.

Edit Settings

Virtual Hardware

> CPU

> Memory

> Hard disk 1

> Hard disk 2

~ Hard disk 3
Maximum Size
VM storage policy
Type
Sharing

Disk File

Shares
Limit - IOPs

Virtual flash read cache
Disk Mode

Virtual Device Node

vvolract

VM Options

X

ADD NEW DEVICE

8 v
32 GB v
80 GB v
80 GB v
1024 GB v
6278
.
VVol No Requirements Policy v .
-———=
# Thin Provision ~
\
N Multi-writer v 7’
~ o -

(]

Virtual Hardware

Edit Settings

Thin provisioned vmdk

Sharing is Multi-writer v

[TSA_PURE_FLASH_VVOL] rfc4122.fbad04a5-0488-4900-a85a-

efe871b8310/vvolracl_2.vmdk

Normal v 1000
Unlimited
o MB v

# "3CSicontroller1 v SCSI(10) Hard disk 3 T %
~

i —— —_—————

vvolrac2 X

VM Options

ADD NEW DEVICE

> CPU 8 v ()
> Memory 32 GE v
> Hard disk 1 80 G v
> Hard disk 2 80 GB v
+ Hard disk 3 1024 GB
Maximum Size 6278
policy VVol No Requirements Policy v
~
- ~
Type ¢ Thin Provision \
~ W v
Sharing ~ Muitwiter © -
Disk File [TSA_PURE_FLASH_VVOL] rfc4122.fbag04a5-0488-4900-a85a-
efe871b831e0/vvolracl_2.vmdk
Shares Normal v 1000
Limit - IOPs Unlimited +
Virtual flash read cache o MB v
Disk Mode Dependent v

- -
Virtual Device Node ’\ SCSl controller 1 v SCSI(1:0) Hard disk 3 v ™%
N e, _m e, —m———— -
T, samescsl /

Controller Position

12. Repeat the steps above to provision the remaining Oracle RAC shared disks.

The Oracle RAC VM vvolracl VMDKs are shown below in the vVol datastore TSA_PURE_FLASH_VVOL:

ACTIONS v

& TSA_PURE_FLASH_VVOL

Summary  Monitor  Configure  Permissions  Files  Hosts ~ VMs

Q Search

~ (& TSA_PURE_FLASH_VVOL

> [0 .vSphere-HA
> [21OL76-ORAT9C-VVOL
> [ wolract
> [ wolrac2

vmware

1) New Folder 1 Upload Files
Name
[} vmx-wolrac1-423066756-1vswp.
[ wolract-19377c84vswp.
[ wolract19377c84vswp.lck
[ wvolrect-2f84cb02.hlog
[ wolractvmsd
[ wolractvmx.lck
[ wolractvmx™
£ dvsData
0 sdd.sf
[k wolract.nvram
&5 wolreclvmdk
&3 wolrac1_tvmdk
&5 wolracl_2vmdk
& wolractvmx

[ vmwerelog

2 Upload Folder

size v

96256 KB
03KB
oke

066 KB
0kB

okB
371k8

8.48KB
2.923520KB
6189.056 KB
okB

393k8
27732 KB

Modified

03/12/2020, 7:26:05 PM
03/12/2020, 7:26:06 PM
03/12/2020, 7:26:05 PM
03/12/2020, 3:37.07 PM
03/12/2020, 3:37:06 PM
03/12/2020, 7:26:05 PM
03/13/2020, 95312 AM
03/12/2020, 333.03 PM
03/12/2020, 333:03 PM
03/12/2020, 3:37:06 PM
03/12/2020, 7:26:16 PM

03/12/2020, 7:26:17 PM

03/13/2020, 95311 AM

03/13/2020, 95312 AM
03/13/2020, 12:21:38 PM

Type 1 v

File
File

File

File

File

File

File

Folder

Folder

Non-volatile Memory File
Virtual Disk

Virtual Disk

Virtual Disk

Virtual Machine

VM Log File

Path

[TSA_PURE_FLASH_VVOL] rfc4122

[TSA_PURE_FLASH_VVOL] rfcd122.

[TSA_PURE_FLASH_VVOL] rfc4122.fb
[TSA_PURE_FLASH_VVOL] rfc4122.fb

[TSA_PURE_FLASH_VVOL] rfc4122.fbx

[TSA_PURE_FLASH_VVOL] rfc4122 fo

[TSA_PURE_FLASH_VVOL] rfc4122.fo

[TSA_PURE_FLASH_VVOL] rfc4122.fb

[TSA_PURE_FLASH_VVOL] rfcd122,
[TSA_PURE_FLASH_VVOL] rfcat

[TSA_PURE_FLASH_VVOL] ric4t
[TSA_PURE_FLASH_VVOL] rfcd122.

7c84vswp
455-0488-4 5 19377c84vswplck
485-0488-4 2f84cb02 hlog
405-0488-4 ek
[TSA_PURE_FLASH_VVOL] rfc4122 fba904a5-0488-4900-a850-¢fe871b831e0/.dvsData
[TSA_PURE_FLASH_VVOL] fc4122 fba904a5-0488-4900-a850-efe871b831e0.5dd st
Livmek
L2vmdk
4 5 log

[TSA_PURE_FLASH_VVOL] rfcd122,

FIGURE 66. ORACLE RAC VM VVOLRACTIN VVOL DATASTORE TSA_PURE_FLASH_VVOL
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The Oracle RAC VM vvolrac2 VMDKs are shown below in the vVVol datastore TSA_PURE_FLASH_VVOL.:

£ TSA_PURE_FLASH_VVOL | acrions~
Summary  Monitor  Configure  Permissions  Files  Hosts
Q Ssearch

~ [ TSA_PURE_FLASH_VVOL T New Folder

> [J.vSphere-HA

> [ OL76-ORAISC-VWOL
> Ewvolract

> B3 wvolrac2

Name

[ vmx-wolrac2-552807883-1vswp

[ wolrac2-20f32dcbvswp
[ wwolrac2-20f32dcbvswp.lck
[ wwolrac2-2eb6a529 hlog
[ wolrac2vmsd

[ wolrac2vmx

3 wolrac2vmx lck

[ wolrac2vmx*

) dvsData

O sddsf

& wolrac2.nvram

&5 wolrec2vmdk

85 volrac2_tvmdk

 vmwere og

A UploadFiles 4 Upload Folder

VMs

Y size 04
96,256 KB

03K8

okB

066 KB

oke

402K8

oke

371k8

8.48KB
2923520 KB
6189.056 KB

26275K8

Modified
03/12/2020, 7:26:10 PM
03/12/2020, 7:26:11 PM
03/12/2020, 7:26:11 PM
03/12/2020, 7:2115 PM
03/12/2020, 7:2115 PM
03/13/2020, 12:18:10 PM
03/12/2020, 7:26:10 PM
03/13/2020, 12:18:10 PM
03/12/2020, 7:17:25 PM
03/12/2020. 7:47:25 PM
03/12/2020, 7:2115 PM
03/12/2020, 7:26:21 PM
03/12/2020, 7:26:22 PM
03/13/2020, 12:24:48 PM

Type 1

File

File

File

File

File

File

File

File

Folder
Folder
Non-volatile Memory File
Virtuel Disk
Virtual Disk

VM Log File

Path v
[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-ad Irac2-55: vswp
[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-a4

[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-adc5 2-20f32debyvswplck
[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-a4

[TSA_PURE_FLASH_VVOL] rfc4122.¢87774 2vmsd

[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-a4
[TSA_PURE_FLASH_VVOL] rfc4122.£8777402-21d3-4cfe-adc5-d7d023d30cab/wolrac2 vmx Ick

[TSA_PURE_FLASH_VVOL] rfc4122 e8777402-21d3-cfe-adc5-d7d023d30ca6/wolrac2 vmx™
[TSA_PURE_FLASH_VVOL] rfc4122.¢8777402-21d3-4cfe-ad4c5-d7d023d30ca6/.dvsData
[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-adc5-d7d023d30ca6/ sddl.sf
[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-adc5-d7d023d30ca/wolrac2.nvram
[TSA_PURE_FLASH_VVOL] rfc4122.¢877740;
[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-adc5-d7d023d30ca6/wolrac2_tvmdk

[TSA_PURE_FLASH_VVOL] rfc4122.68777402-21d3-4cfe-adc5

FIGURE 67. ORACLE RAC VM VVOLRAC2 IN VVOL DATASTORE TSA_PURE_FLASH_VVOL

Note that the only VMDKs created on Oracle RAC VM vvolrac2 folder are the OS and Oracle binaries as indicated below. Oracle RAC
VM vvolracl contains all three VMDKs, the OS, Oracle binaries, and Oracle database VMDKs.

& TSA_PURE_FLASH_VVOL

Summary Monitor Configure Permi

Q petechen
~ (B TSA_PURE_FLASH_VVOL
> [ .vSphere-HA
> [ OL76-ORA19C-VVOL
> ] wolracl
> [ vvolrac2

B TSA_PURE_FLASH_VVOL

ACTIONS v

Files

ssions Hosts

Neme v
&5 wolraclvmaok
&5 wolract_tvmadk

&3 wolrac_2vmak

ACTIONS v

Summary  Monitor  Configure  Permissions  Files  Hosts

Q Search

~ [ TSA_PURE_FLASH_VVOL 1 New Folder 1 Upload Files
> [.vSphere-HA Name. v
> [ OL76-ORAI9C-VVOL 8= wolrac2vmdk

> [ wolract
> [ wolrac2

vmware

&3 wolrac2_tvmdk

VMs

15 New Folder 4 Upload Files 1 Upload Folder

size v
2.924544K8
6189056 KB

0kB

Modified

03/22/2020, 116:44 PM
03/22/2020, 1:16:44 PM
031372020, 9:53:11 AM

Y Type
Virtual Disk
Vinual Disk

Virual Disk

@ Pan
[TSA_PURE_FLASH_VVOL] rfc4122 fba904a5-0488-4: 5a-efe
[TSA_PURE_FLASH_VVOL] rfc4122 fb 4a5.

tvmak

438-4 Sa-ef

_tvmdk
[TSA_PURE_FLASH_VVOL] rfc4122.10a904a5-0488-4900-a850-efe8710831€0/\volract_2vmdk

FIGURE 68. ORACLE RAC VM VVOLRAC1 FOLDER

VMs

Upload Folder R

Size v

2,923,520 KB

6189,056 KB

Modified

03/12/2020,7:26:21 PM
03/12/2020, 7:26:22 PM

T Type
Virtual Disk
Virtual Disk

@ pan =
[TSA_PURE_FLASH_VVOL] rfc4122.e8777402-21d3-4cfe-a4c5-d7d023d30cab/vwolrac2 vmdk
[TSA_PURE_FLASH_VVOL] rfc4122.e8777402-21d3-4cfe-a4c5-d7d023d30cab/vvolrac2_1vmdk

FIGURE 69. ORACLE RAC VM VVOLRAC2 FOLDER
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Another way to see the same data is to check the contents of the .vmx file for Oracle RAC VM vvolrac2 as below. Observe that the only
VMDKs created for Oracle RAC VM vvolrac2 are the OS and Oracle binaries and the rest of disks are merely referencing to the shared
disks created on Oracle RAC VM vvolracl.

FIGURE 70. ORACLE RAC VM VVOLRAC2 .VMX FILE

It’s important to note that following an SSH to the ESXi server and navigation to the vVVol datastore mount to check both Oracle RAC
VMs vvolracl and vvolrac2 folders, there are no XXXX-flat.vmdk, we only see the .vmdk files to be found.

The VMDK file contents point to the actual vVVol, which backs the XXXX-flat.vmdk:

FIGURE 71. ORACLE RAC VMDK FILE
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From a Pure Storage volume perspective, administrators can see different vVols being created for both Oracle RAC VMs:

PURESTORAGE Storage

Array Hosts Volumes Protection Groups Pods

@ > Volumes
Storage

size DataReduction ~ Volumes ~Snapshots ~Shared ~ System  Total
13934G  176to1 72826 000 7388G 000 14670 G

Volumes Space [eCEET 19019 +:
Namea Size Volumes | Snapshots  Reduction
vvol-wvolrac

= 1 4 405b3c54 4G 70415 K 000 86to1 3
= wol-wolracl-fba904a5-vg/Data-997a6d ks 0.00 0.00 10t01
= wvol-vvolracl-fba904a5-vg/Data-bdadad4a 806G 127M 000 409t01 3
= wol-wvolracl-fba904a5-vg/Data-ccOeOc41 806G 69.05K 0,00 484101 i
= wol-wolracl-fba904a5-vg/Swap-¢ 1 326 000 000 10to1 3
= 4 onfig-3c5cd54d 46 918.23K 0,00 67to1 3
= wol-vwvolrac2-e8777402-vg/Data-13ae8eat 806G 51.41K 000 484t01 3
= wolwvolrac2-e8777402-vg/Data-8368a2f2 806G 14.92M 0,00 395t01
= wvol-vvolrac2-e8777402-vg/Swap-5e7fdba 326 0.00 0,00 10to1

FIGURE 72. PURE STORAGE VOLUME
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This is in contrast to an Oracle RAC VM orac19c¢1 on FC VMFS datastore where both -flat.vmdk and .vmdk files are visible:

FIGURE 73. ORACLE RAC VM ORAC19C1 ON FC VMFS DATASTORE
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Below is an example of an Oracle RAC VM rac19¢1 VMDK file on NFS datastore where both -flat.vmdk and .vmdk files are visible:

FIGURE 74. ORACLE RAC VM RAC19C1 VMDK FILE
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Oracle RAC Storage on In-Guest iSCSI, NFS and dNFS Storage

The following table shows the storage options supported for Oracle Grid Infrastructure binaries and files:

Oracle Clusterware Oracle RAC Database Oracle RAC Database Oracle RAC Database
Storage Option OCR and Voting Files Binaries Binaries Data Files Recovery Files

Oracle Automatic Yes No No Yes Yes
Storage Management
(Oracle ASM)

Note: Loopback devices

are not supported for
use with Oracle ASM

Oracle Automatic No No Yes Yes for Oracle Database Yes for Oracle Database
Storage Management 12c Release 1(121) and 12c Release 1(1211) and
Cluster File System later later

(Oracle ACFS)

Local file system No Yes Yes No No

OCFs2 No No Yes Yes Yes

Network file system Yes Yes Yes Yes Yes
(NFS) on a certified

network-attached

storage (NAS) filer

Note: Direct NFS Client

does not support Oracle
Clusterware files

Direct-attached storage No No Yes Yes Yes
(DAS)

Shared disk partitions No No No No No
(block devices or raw
devices)

FIGURE 75. SUPPORTED STORAGE OPTIONS FOR ORACLE GRID INFRASTRUCTURE

Use the following guidelines when choosing storage options:

« Choose any combination of the supported storage options for each file type provided all requirements listed for the chosen storage
options are satisfied.

» Use Oracle ASM or shared file system to store Oracle Clusterware files.
« Direct use of raw or block devices is not supported. Only use raw or block devices under Oracle ASM are allowed.

Learn more about supported storage types.
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Guidelines for configuring Oracle RAC on in-guest storage can be found below:

» Guidelines for configuring Oracle RAC storage using in-guest NFS storage can be found here and here.
» Guidelines for configuring Oracle RAC storage using in-guest Oracle Direct NFS storage (dNFS) can be found here.
» Guidelines for configuring Oracle RAC storage using in-guest iSCSI storage can be found here.

Discussion of Oracle RAC storage using in-guest NFS/dNFS /iSCSI is beyond the scope of this paper.

Oracle RAC Storage on Raw Device Mapping (Physical and Virtual)

This section outlines the steps required to add a shared physical RDM as an Oracle ASM disk, to an Oracle RAC 19c cluster, using a
physical LUN from an FC SAN storage.

The remaining steps to deploy an Oracle RAC 19c cluster are described in the Oracle RAC Deployment High Level Steps section
of this document.

Important observations need to be kept in mind include:

» SCSI bus-sharing ensures VM can register the keys for SCSI 3 persistent reservation.

« In order to use physical RDMs as shared storage for Oracle RAC, the multi-writer attribute should not be set as physical bus-sharing
indirectly leads to disk opened in multi-writer mode.

The following steps should be followed when adding shared RDM(s) in physical compatibility mode to Oracle RAC VMs:

» Set SCSI Bus Sharing to Physical for those SCSI controllers to which the shared RDM(s) will be added.
» Set the compatibility mode for the shared RDM to Physical for physical compatibility mode.

Shown below are two Oracle RAC VMs rdmrac1 and rdmrac2. Both VMs are running Oracle Enterprise Linux 7.6. Both VMs are on the
Pure Storage FC datastore TSA_PURE_FLASH_4TB_01.

Oracle RAC VM rdmrac1 and rdmrac2 have four SCSI controllers each. SCSI controllers 0,1,2 and 3 are paravirtual controllers.
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Edit Settings | rdmraci 5

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 8 v (@)
> Memory 32 j GB v
L

> Hard disk 1 60 GB v
> Hard disk 2 60 GB v
> SCSI controller O VMware Paravirtual
> SCSl controller 1 VMware Paravirtual
> SCSI controller 2 VMware Paravirtual
> SCSI controller 3 VMware Paravirtual
> Network adapter 1 DPortGroup-VLAN1403 @ Connected
> CD/DVD drive 1 Client Device v
> Video card Specify custom settings v

VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Other Additional Hardware

FIGURE 76. ORACLE RAC VM RDMRACI1
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Oracle RAC VM rdmrac1 SCSI controller one SCSI Bus Sharing is set to Physical.

Edit Settings = rdmrac v

Virtual Hardware VM Options

ADD NEW DEVICE

-

> CPU 8 v o
> Memory 32 ‘-} GB v
L

> Hard disk 1 60 GB v
> Hard disk 2 60 GB v
> SCSI controller O VMware Paravirtual
~ SCSlI controller 1 VMware Paravirtual

Change Type VMware Paravirtual v

SCSI Bus Sharing Physical v
» SCSI controller 2 VMware Paravirtual
> SCSI controller 3 VMware Paravirtual
> Network adapter 1 DPortGroup-VLAN1403 v ¥ Connected
> CD/DVD drive 1 Client Device v
> Video card Specify custom settings v

VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

> Other Additional Hardware -
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The Oracle RAC VM rdmrac1 disk setup as shown below:

« SCSI 0:0 for Operating System (/), size 60G on Pure Storage FC datastore TSA_PURE_FLASH_4TB_01
» SCSI 0:1 for Oracle binaries (/u01), size 60G on Pure Storage FC datastore TSA_PURE_FLASH_4TB_O01

vmware

Edit Settings  rdmraci X
Virtual Hardware VM Options
+ Hard disk 1 60 GB v -
Maximum Size 21778
VM storage policy Datastore Default
Type Thin Provision
Sharing No sharing v
Disk File [TSA_PURE_FLASH_4TB_01] rdmracl/rdmraci.y
Shares Norma
Limit - IOPs Unlimited ~
Virtual flash read cache 0 MB
Disk Mode Dependent
Virtual Device Node SCSI controller 0 ~ SCSI(0:0) Hard disk 1 ~
~ Hard disk 2 60 GB ~
Maximum Size 21778
VM storage policy Datastore Default
Type Thin Provision
Sharing No sharing v
Disk File [TSA_PURE_FLASH_4TB_01] rdmracl/rdmraci_
Shares Normal
Limit - IOPs Unlimited ~
Virtual flash read cache 0 MB
Disk Mode Dependent v
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The Oracle RAC VM rdmrac2 is set up similarly to Oracle RAC VM rdmrac1.

Edit Settings = rdmrac2 X

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 8 v o]
> Memory 32 ~| GB v
L

> Hard disk 1 60 GB v
> Hard disk 2 60 GB v
> SCSl controller O VMware Paravirtual
> SCSI controller 1 VMware Paravirtual
> SCSI controller 2 VMware Paravirtual
> SCSlI controller 3 VMware Paravirtual
> Network adapter 1 DPortGroup-VLAN1403 v @ Connected
> CD/DVD drive 1 Client Device v
> Video card Specify custom settings v

VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Other Additional Hardware

FIGURE 77. ORACLE RAC VM RDMRAC2
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Oracle RAC VM rdmrac2 SCSI controller one SCSI Bus Sharing is set to Physical

rdmrac2 X

Edit Settings

Virtual Hardware VM Options

ADD NEW DEVICE

vmware

> CPU 8 v [
> Memory 32 ‘ - ‘ GB v

» Hard disk 1 60 GB v

> Hard disk 2 60 GB v

<

SCSI controller O

SCSI controller 1

Change Type

SCSI Bus Sharing

SCSI controller 2

SCSI controller 3

Network adapter 1

> CD/DVD drive 1

> Video card S ettings v
VMCI device Device on the virtual machine PCI bus that provides support for the
virtual machine communication interface
> Other Additional Hardware -

VMware Paravirtual

VMware Paravirtual

VMware Paravirtual

VMware Paravirtual

DPortGroup-VLAN1403 v ¥ Connected

Client Device v
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A Pure Storage LUN TSA_PURE_FLASH_ORACLE_RDM_RAC_2TB_ 01 was created with size 1TB and mapped to the
ESXi servers on Site B.

PURESTORAGE Storage

Array Hosts Volumes Protection Groups Pods

@ > Volumes > == TSA_PURE_FLASH_ORACLE_RDM_RAC_2TB_01
Storage

Size Data Reduction Volumes Snapshots Shared System Total

1T 10to1 0.00 0.00 - - 000

Connected Hosts 0010 :

Namea LUN

No hosts found.

Connected Host Groups +of1

Namea LUN

i
N
%
g
X

Details

Source

Created 2020-03-20 08:30:58

Serial FABF667E849B44C500013128
Host Encryption Key Status  none

# Hosts 4

# Connections 1

QoS &
Bandwidth Limit
IOPS Limit

FIGURE 78. PURE STORAGE LUN TSA_PURE_FLASH_ORACLE_RDM_RAC_2TB_01
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The Raw Device PURE Fibre Channel Disk (naa.624a9370fabf667e849b44c500013128) used in a physical compatibility mode is
shown below:

[ 10.128.136.127 | actions~

Summary  Monitor ~ Configure  Permissions  VMs  Datastores  Networks  Updates

v Storage - Storage Devices
Storage Adapters - -
N £ Refresn & Detach @) Rensme.. @ TumONLED @ TumOMLED (g Erase Porutons... (G0 Mork as HDD Disk B, Mark as Local
Storage Devices
Name v OWN v Type v Camactyt v Dawstore « | Operational State | Hardware Acceleration v OmeType v Trenspon v
Host Cache Configur.
Local DP Enclosure Svc Dev (naa.500056b377cadefd) 4] enclosure Not Consumed Anached Not supported HDD SAS -
Protocol Endpoints
/O Fiters PURE Fibre Channel Disk (naa.624a93701abf667e849b44c500011018) 249 disk 100 M8 Not Consumed Anached Supported Flash Fibre Channel
+ Networking Local USB Direct-Access (mpxvmhba32.COTOLO) 0 aisk 1492G8  Not Consumed Auached Not supported HOD Block Adapter
Virtual switches Local NVMe Disk (1ONVMe___HUSPRI232AHPI0L_______ 0 aisk 7450668 (3 ESX274ocal  Attacned Unknown Flosh Paraliel SCSI
VMkernel adapters Local TOSHIBA Disk (naa. 50000397ac884464d) o aisk 7452168 3 vsanSne8 Anached Unknown Flash SAS
Physical adapters Local TOSHIBA Disk (168 500003976¢884465) 0 aisk 7452168 Attached Unknown Flash sas
TCP/IP configuration PLUSE i om0\ S o o 5 013 251 aisk 10078 NotConsumed  Anached Supponted Flosh Fibre Channel
v Virtual Machines @ pURE Fiove Crannel D aisk 10078 NotConsumed  Amached Supported Fiash Fibre Channel
- =
VM Startup/Shutdo. LoCTTTOS M, Dm0 S 0) 0 aisk 17518 B vsenstes Anached Unknown Flosh sas
Agent VM Settings -
Local TOSHIBA Disk (naa.500003978¢8019d0) 0 aisk 7518 ) vsansi Anached Unknown Flash SAS
Default VM Compati
PURE Channel Disk (naa.624a93701abf667e849044c5000130e7) 253 disk 20078 Not Consumed Anached Supported Flash Fibre Channel
Swap File Location
Syst PURE Fibre Channel Disk (naa.624a93701abf667e849b44¢500011890) 254 aisk 40078 J TSA_PURE. Anached Supported Flash Fibre Channel
v System
Licensing
Host Profile
Time Configuration v
Authentication Servi (23 Copy Al 12 ems
Cortificate Properties  Paths Partition Details
Power Management —
Advanced System S. General
o Fesre e Name PURE Fibre Channel Disk (naa.624293701abf667e849b44c500013128)
v identifier naa 624293701abl667e849044c 500013128
Firewall Type disk
Services Location Jumis/devices/disks/naa 624293701ab1667849D44<500013128
Capacity 10078
Security Profile Drive Type Flash
System Swap Hardware Acceleration  Supported
Packages Transport Fibre Channel
w Hardware Ouner. e
ctor Format si2n
Processors
Memory Multipathing Policies Edit Multipathing...
Path Selection Policy Round Robin (VMv
PCI Devices

Storage Array Type Policy VMW_SATP_ALUA
Power Management

FIGURE 79. RAW DEVICE PURE FIBRE CHANNEL DISK (NAA.624A9370FABF667E849B44C500013128)
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The steps required to add shared RDM(s) in physical compatibility mode to Oracle RAC VMs rdmrac1 and rdmrac2 are outlined below:

1) Add the RDM disk to the first Oracle RAC VM rdmrac1 using the add RDM Disk option.

Edit Settings | rdmract

Virtual Hardware VM Options

CD/DVD Drive
Host USB Device
Hard Disk

RDM Disk
Existing Hard Disk
Network Adapter
SCSI Controller
USB Controller
SATA Controller
NVMe Controller
Shared PCI Device
PCl Device

Serial Port

> SCSI controller 3

> Network adapter 1

CD/DVD drive 1

v

> Video card

VMCI device

> Other

ADD NEW DEVICE

g8 v )
32 ‘T‘ GB v

60 GB v

60 GB v

LSI Logic Parallel

VMware Paravirtual
VMware Paravirtual
VMware Paravirtual

DPortGroup-VLAN1403 @ Connected

Client Device v

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Additional Hardware

2) Select the correct RDM device PURE Fibre Channel Disk (naa.624a9370fabf667e849b44c500013128).

Select Target LUN X
Name Path ID LUN Capacity
PURE Fibre Chan... Nvmfs/devices/disks/naa.624a9370fabf667e849b44c500011013 251 1007B -
PURE Fibre Chan... /vmfs/devices/disks/naa.624a9370fabf667e849b44c500013128 252 100TB
] > v
2items

vmware
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3) Set RDM Compatibility Mode to Physical as shown. Please make a note of the SCSI ID attached the disk. Use the same ID for this
disk when attaching it to the other Oracle RAC VM rdmrac2 which will be sharing this disk. In this case, SCSI 1:0 is used.

Edit Settings | rdmract 5

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 8 v o

> Memory 32 ‘j‘ GB v

> Hard disk 1 60 GB v

> Hard disk 2 60 GB v

~ New Hard disk * 1024 GB v
VM storage policy Datastore Default v
Location TSA_PURE_FLASH_4TB_01
Sharing Unspecified ~
Physical LUN /vmfs/devices/disks/naa.624a9370fabf667e849b44c500013128
Compatibility Mode Physical v
Shares Normal v
Limit - IOPs Unlimited v
Virtual flash read cache . MB v
Virtual Device Node SCSl controller1 v SCSI(1:0) New Hard disk v

> SCSI controller O LSl Logic Parallel

> SCSl controller 1 VMware Paravirtual

vmware
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4) Add the same RDM device PURE Fibre Channel Disk (naa.624a9370fabf667e849b44c500013128) to Oracle RAC VM rdmrac2 and
to SCSI controller one at the SCSI position 1:0 using the Existing Hard Disk option.

Edit Settings

rdmrac2 X

Virtual Hardware VM Options

ADD NEW DEVICE

CD/DVD Drive
Host USB Device

Hard Disk y v i ]
RDM Disk 32 <les

Existing Hard Disk —

Network Adapter 60 GB -

SCSI Controller

USB Controller 60 GB v

SATA Controller
NVMe Controller
Shared PCI Device
PCl Device

Serial Port

LS| Logic Parallel

VMware Paravirtual

VMware Paravirtual

vmware

v

v

v

SCSI controller 3

Network adapter 1

CD/DVD drive 1

VMware Paravirtual

DPortGroup-VLAN1403 v ¥ Connected

Client Device "7/

> Video card S ettings v
VMCI device Device on the virtual machine PCl bus that provides support for the
virtual machine communication interface
> Other Additional Hardware
Select File X
Datastores Contents Information

{ VvV VvV Vv v v v v

&) TSA_PURE_FLASH_VVOL

(&) TSA_TNTR_Oracle
£ TSA_TNTR_SAP
(& TSA_TNTR_SGL
& TSA_TNTR_MS

& TSA_TNTR_Mgmt
& TSA_TNTR_ISO

(& TSA_PURE_FLASH_4TB_01

[ .dvsData
£ .sdd.sf
[ vSphere-HA

£ orac19c2

[] Oracle19¢c-Server-BM

>
>
>
> [Joraci9ct
>
>
>

[ rdmract

&3 rdmracl.vmdk

Name: rdmracl.vmdk

Size1 TB

Modified:03/20/2020, 9:22:05 AM
Encrypted: No

File Type: | Compatible Virtual Disks(*.vmdk, *.dsk, *raw) v \
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Edit Settings | rdmrac2 x
Virtual Hardware VM Options
> CPU 8 v o n
> Memory 32 ‘T‘ GB v
]
> Hard disk 1 60 GB v
> Hard disk 2 60 GB «~
~ New Hard disk * 1024 GB v
VM storage policy Datastore Default v
Location TSA_PURE_FLASH_4TB_01
Sharing Unspecified v
Shares Normal v
Limit - IOPs Unlimited v
Virtual flash read cache 0 MB v

Virtual Device Node SCSl controller 1 ~ SCSI(1:0) New Hard disk v

> SCSI controller O LSI Logic Parallel

> SCSI controller 1 VMware Paravirtual

> SCSI controller 2 VMware Paravirtual

> SCSI controller 3 VMware Paravirtual -

5) The shared RDM is now added to both Oracle RAC VMs rdmrac1 and rdmrac2.

In order to use virtual RDMs as shared storage for Oracle RAC, the multi-writer attribute should be used. Follow the same procedure as
outlined for shared VMDKSs, using the multi-writer attribute as per KB 1034165 for VMware vSphere (non vSAN Storage).

Using shared physical and virtual RDM(s) for Oracle RAC is clearly explained, using example and screenshots, in Oracle RAC and
VVMware Raw Device Mapping (RDM).

Learn more about RDM considerations and limitations.

Extended Oracle RAC Storage on VMware vSphere Metro Storage Cluster

A VMware vSphere Metro Storage Cluster (vMSC) configuration is a vSphere-certified solution that combines replication with array-
based clustering. These solutions are typically deployed in environments where the distance between data centers is limited, often
metropolitan or campus environments.

An example of a vYMSC using EMC VPLEX is shown as below.
A VMware HA/DRS cluster is created across the two sites using ESXi hosts and managed by vCenter Server. The vSphere Management,

vMotion, and VM networks are connected using a redundant network between the two sites. It is assumed that the vCenter Server
managing the HA/DRS cluster can connect to the ESXi hosts at both sites.

EMC VPLEX is a federated solution that provides simultaneous access to storage devices at two geographically separate sites. One or
more VPLEX Distributed VVols can be provisioned for sharing between the two site’s ESXi hosts.

These volumes can be used as RDM disks or as a shared VMFS datastore. The RDM can be used for exclusive access by the VM and the
VMES datastore can be used for provisioning VMs and carving out additional vDisks.

vmware
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Virtual Center

o

Site A - Virtual Machines . Site B - Virtual Machines

Lo o= 1L 1Y ) o o 1 1Y )

(2 Y . Y Y

A_—

r

VMFS created on VPLEX Distributed RAID Volume

[ ‘ VPLEX Metro ‘ ]

Site A - Array VPLEX Cluster Site B - Array
\ Witness at 3rd Site J

FIGURE 80. VMWARE VSPHERE METRO STORAGE CLUSTER

Learn more about using vMSC with EMC VPLEX for extended Oracle RAC.
Further details regarding extended Oracle RAC on vMSC can be found here.

This steps required to add a shared Oracle ASM disk with the multi-writer attribute, to an Oracle RAC 19c¢ cluster using a VMFS datastore
backed by vMSC, using EMC VPLEX is the same as those outlined in the Oracle RAC shared storage on VMFS datastore section of
this document.

Extended Oracle RAC Storage on VMware vSAN Stretched Cluster

Stretched clusters extend the VSAN cluster from a single data site to two sites for a higher level of availability and inter-site load-
balancing. Stretched clusters are typically deployed in environments where the distance between data centers is limited, such as
metropolitan or campus environments.

VSAN Stretched Cluster builds on the foundation of fault domains. The fault domain feature introduced rack awareness in VSAN 6.0. It
allows customers to group multiple hosts into failure zones across multiple server racks in order to ensure that replicas of VM objects are
not provisioned the same logical failure zones or server racks. Similarly, VSAN Stretched Cluster requires three failure domains and is
based on three sites (two active—active sites and witness site). The witness site is only utilized to host a witness virtual appliance that
stores witness objects and cluster metadata information and also provide cluster quorum services during failure events.

Learn more about VMware vSAN Stretched Cluster.
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The following is an example of an extended Oracle RAC on VMware vSAN Stretched Cluster:

Swingbench VM to
Generate Oracle
Workload

Oracle Extended RAC Cluster

External Witness for
Virtual SAN
Stretched Cluster

(RTT Latency from Site A
and B to Site C is <200ms)

Site A Site B
(Active) (Active)

FIGURE 81. EXTENDED ORACLE RAC ON VMWARE VSAN STRETCHED CLUSTER

This steps required to add a shared Oracle ASM disk with the multi-writer attribute to an Oracle RAC 19¢ cluster, using a stretched vSAN
cluster datastore backed by VMware VSAN, are the same as those outlined in the Oracle RAC shared storage on vSAN datastore of
this document.

Learn more about Extended Oracle RAC on VMware vSAN Stretched Cluster.

Oracle RAC Network Deployment Guidelines

The steps required to deploy an Oracle RAC, traditional or extended, on VMware vSphere are essentially the same across all VMware
vSphere platforms, with subtle differences in the way Oracle RAC private interconnect networking is set up.

VMware Platform Distributed Switch Distributed Port Version Reference
Group
VMware vSphere, Regular Distributed | Dedicated Version 5.5 https://docs.vmware.com/en/VMware-
VSAN, vwWOlIs Switch Distributed Port and later vSphere/6.7/com.vmware.vsphere.
Group for Oracle networking.doc/GUID-D21B3241-0AC9-437C-
RAC 80B1-0C8043CCID7D.html

TABLE 27. ORACLE RAC NETWORK DEPLOYMENT GUIDELINES
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The sections that follow outline networking deployment for an Oracle RAC cluster:

» Oracle RAC Networking for On-Premises VMware vSphere and vSAN

Oracle RAC Networking for On-Premises VMware vSphere and vSAN

Below is an example of an Oracle RAC public and private network setup with recommendations. These steps are the same for
on-premises VMware vSphere and vSAN deployments, including both traditional and stretched cluster deployments.

As previously discussed, referring to the site B architecture shown, distributed-switch VDS SiteB-10g-dVS uses (2) 10GbE adapter and
(2) 1GbE adapter per host:

3. (2) 10GbE uplinks for VM traffic

4. (2) 1GbE uplinks for VMkernel non-VM traffic

The following distributed-switch port groups were created for Oracle RAC and Oracle VM to balance traffic across the available uplinks:

» Port group DPortGroup-1403 with VLAN ID 1403 for VM user traffic
» Port group DPortGroup-VLAN70O-NFS with VLAN ID 70 for NFS traffic

» Port group DPortGroup-OraclePrivate with VLAN ID 72 for Oracle RAC interconnect traffic with two active/active uplinks set to
Route based on originating virtual port

» Port group DPortGroup-VLANG69-VSAN with VLAN ID 69 for vSAN traffic

@ 8 @ SiteB-10g-dVS | acrions v
> (5] TSA-VCSA-65-A tsalablocal Summary  Monitor  Configure  Permissions  Ports  Hosts  VMs  Networks

() TSA-VCSA-65-B.tsalablocal
> [l TSA-SC2-DCO3 P Il Uplink Port Groups
+ [l TSA-WDC-DCO2
© MA-VMW-Management
© MA-VMW-VMotion

VLANID v PortBinding ~ | Network Protocol Profile. v uMs

<

Name

g :,::Ze(wmk & DPortGroup-ESXiMgmt VLAN access: 1363 Static binding (elastic) o

N 5 100GB-DVSwitch & DPortGroup-HCX-VLAN129 VLAN access: 129 Static binding (elastic) 3
© O SiteB10g-dvS & DPortGroup-OraclePrivate VLAN access: 72 Static binding (elastic) 21
2 DPortGroup-ESXiMamt & DPorGroup-VLAN1363 VLAN access: 1363 Static binding (elastic) n

& DPortGroup-HCX-VLAN129 & DPortGroup-VLAN1403 VLAN access: 1403 Static binding (elastic) 52

(& DPortGroup-OraclePrivate & DPonGroup-VLANG9-VSAN VLAN access: 6 Static binding (elastic) 0

& DPortGroup-VLAN1363 & DPortGroup-VLAN70-NFS VLAN access: 70 Static binding (elastic) o

(& DPortGroup-VLAN1403 & L2E-SiteB-10g-dVS-Trunk VLAN access: O Static binding (elastic) 0

() DPortGroup-VLANG9-VSAN
(2 DPortGroup-VLAN70-NFS
() L2E-SiteB-10g-dVS-Trunk
(S SiteB-10g-dVS-DVUplinks-83

FIGURE 83. SITE B VSPHERE DISTRIBUTED SWITCH PORT GROUP CONFIGURATION

For each Oracle RAC node public adapter, Oracle recommends:

» Each Oracle RAC node must have at least one public network adapter or network interface card (NIC).
« Each public interface must support TCP/IP.

For each Oracle RAC node private adapter, Oracle recommends:

« Each Oracle RAC node must have at least one private network adapter or network interface card (NIC).

« Configuration of interconnects using redundant interconnect usage, in which multiple network adapters are configured with
addresses in the link-local range, providing highly available IP (HAIP) addresses for the interconnect.

« Private network must support user datagram protocol (UDP) using high-speed network adapters and switches that support TCP/IP
or reliable datagram sockets (RDS) with Infiniband.

» Locate private Interconnect adapter on its own dedicated VLAN with adequate bandwidth for cache fusion traffic.

Find the above recommendations in Network Interface Hardware Minimum Requirements.
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The distributed port group, DPortGroup-OraclePrivate, created for Oracle RAC private interconnect has the following attributes set:

» Set load-balancing on the distributed port group DPortGroup-OraclePrivate to Route based on originating virtual port.

DPortGroup-OraclePrivate - Edit Settings

General
Ad aaimemememem s
vance Load balancing ‘.. Route based on originating virtual port v _. =
VLAN T e e e e e
. Network failure detection Link status only v
Security
Teaming and failover Notify switches Yes v
Traffic shaping Failback Yes v
Monitoring
Miscellaneous Failover order (O
Active uplinks -
Uplink 1
Uplink 2

Standby uplinks

Unused uplinks

» Jumbo frames (MTU 9000 Bytes) is set on the distributed switch, Oracle supports and recommends jumbo frames for private
interconnect traffic.

SiteB-10g-dVS | Actions v

Summary Monitor Configure Permissions Ports Hosts VMs Networks

Setti H
T Serings Properties
Properties
Topology General
Name SiteB-10g-dVS
LACP Manufacturer VMware, Inc.
Private VLAN Version 6.6.0
NetFlow Number of uplinks 2
) ) Number of ports 353
Port Mirroring Network I/O Control Enabled
Health Check
. Advanced, _ . _ .. .- .o e oL
¥ Resource Allocation P 'N'IT—U. 9000 By_té; -
i, - -
System traffic Mulficast fitermgrmode = - = - =+ Bastc = °

Network resource p... .
P Discovery protocol

v More Type Cisco Discovery Protocol
Alarm Definitions Operation Both

Administrator contact
Name
Other details
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The distributed port group DPortGroup-OraclePrivate policies are shown below:

Summary Monitor

w Settings

Properties

Policies

Traffic filtering and ...
¥ More

Alarm Definitions

Configure Permissions Ports

Policies

Security
Promiscuous mode
MAC address changes
Forged transmits

Ingress traffic shaping
Status
Average bandwidth
Peak bandwidth
Burst size

Egress traffic shaping
Status
Average bandwidth
Peak bandwidth
Burst size

VLAN

Type
VLAN ID

Teaming and failover
Load balancing
Network failure detection
Notify switches
Failback
Active uplinks
Standby uplinks
Unused uplinks

Monitoring
NetFlow

Miscellaneous
Block all ports

Hosts VMs

Reject
Reject
Reject

Disabled

Disabled

VLAN
72

Route based on originating virtual port
Link status only

Yes

Yes

Uplink 1, Uplink 2

Disabled

No

Both Oracle RAC VM orac19c¢1 and orac19c2 have three network adapters each of type VMXNET3:

» One adapter for public traffic
« Two adapters for private interconnect traffic

- Two private network adapters are added to take advantage of Oracle redundant interconnect usage or Oracle HAIP

vmware
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Oracle RAC VM orac19c¢1 public and private networking is as shown below:

fp oraclocl B 5D ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Updates

Guest OS: Oracle Linux 7 (64-bit)
Compatibility: ESXi 6.7 Update 2 and later (VM version 15)
VMware Tools: Running, version:10336 (Guest Managed)
More info
DNS Name: orac19cl.corp.localdomain
IP Addresses:  192.168.140.120
View all 8 IP addresses

Host: 10.128.136.130
Launch Remote Console @

(N

Launch Web Console

VM Hardware ~
> CPU 14 CPU(s)
> Memory I:I 96 GB, 2.88 GB memory active
> Hard disk 1 80 GB
Total hard disks Mharddisks
> Network adapter 1 (; :DI—DortGroup-VLAN14O3 (connect;ci;;§ — Public ‘eth0’

v

Network adapter 2

v

Network adapter 3

CD/DVD drive 1 Disconnected 9 v
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface

> Other Additional Hardware
Compatibility ESXi 6.7 Update 2 and later (VM version 15)
5 orac19cl e 5D ACTIONS v

Summary Monitor Configure Permissions Datastores Networks Updates

Name 1 v~ Type v NetworkP.. ¥ VMs v | Hosts v vc v
& DPortGroup-OraclePrivate Distributed port group 21 5 [ TSAVCSA-65-Btsalablocal
(&) DPortGroup-VLAN1403 Distributed port group 56 5 [ TSAVCSA-65-Bisalab.local
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Summary Monitor

Launch Web Console
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Oracle RAC VM orac19¢2 public and private networking is as shown below:

B 5 © ACTIONS v
Configure Permissions Datastores Networks Updates
Guest OS: Oracle Linux 7 (64-bit)

Compatibility: ESXi 6.7 Update 2 and later (VM version 15)

VMware Tools: Running, version:10336 (Guest Managed)
More info

DNS Name:

IP Addresses:

oracl19c2.corp.localdomain
10.128.140.121
View all 8 IP addresses

Host: 10.128.136.128

Launch Remote Console @

VM Hardware

> CPU

v

Memory

Hard disk 1

v

Total hard disks

v

v

v

CD/DVD drive 1

Video card

v

VMCI device

Other

v

Compatibility

Network adapter 1

Network adapter 2

Network adapter 3

AEe

14 CPU(s)
D 96 GB, 3.84 GB memory active
80 GB

11 hard disks

o
¢

S DPortGroup-VLAN1403 (connecte‘d)? — Public ‘eth0’

£0F * OPortGroup-OraclePrivate (con'nécted)\

[
‘s. DPortGroup-OraclePrivate (connected) ——— Private ‘eth1’

Disconnected QG v

8 MB

Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface

Additional Hardware

ESXi 6.7 Update 2 and later (VM version 15)

ﬁ oracloc2 [~ ) ACTIONS v

Summary Monitor Configure Permissions Datastores Networks Updates
Name 1 v Type ~ | NetworkProto.. ¥ VMs v | Hosts v Ve
&) DPorGroup-OraclePrivate Distributed port group. 21 5 [ TSAVCSA-65-Bisalab.local
&) DPonGroup-VLAN1403 Distributed port group 56 5 [ TSAVCSA-65-Bsalab.local

vmware
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Below shows the hosts file for Oracle RAC VM orac19c¢1

1 10st
3333333333333 333
127.0.0.1 1« h t.corp
FHEHHHE SRR

10. .14 1 ¢ 1
NI

FHERHERE R E R E SRR RS
t racl9cl ~1#

The network adapters for both Oracle RAC VMs orac19c¢1 and orac19¢2 are as shown below:

& oracl9cl ¥ & © ACTIONS v & orac19c2 "¢ B © ACTIONS v
Summary Monitor  Configure Permissions Datastores Networks ~ Updates Summary  Monitor  Configure  Permissions  Datastores  Networks  Updates
Oracle Linux 7 (64-bit Guest OS: Oracle Linux 7 (64-
ESXi 6.7 Updat nd later (VM version 15)

ESXi 6.7 U

s: Running, ve st Managed)

DNS Name:

1P Addresses

Host:

L o
e
~ VM Hardware N
CPU 14 CPU(s) cPU 14 CPU(s)
Memory [ 96 cB. 2.88 68 mem. ve Memory [ 96 cB. 3.84 6B memory active
Hard disk 1 Hard disk 1 80 GB
Total hard disks Total hard disks
Network adapter 1 Network adapter 1 i)
Network adapter 2 cted), Network adapter 2 N
N
3 =
Network adapter 3 i \ Network
Private ‘eth1
CD/DVD drive 1 Disconnected G v CD/DVD drive 1 GV
Video card amB Video card amB
'VMCI device Device on the virtual hine PCl bus ti les support for the virtual VMCI device
machine communication interface

Other Additional Hardware Other Additional Hardware
Compatibility ESXi 6.7 Update 2 and later (VM version 15) Compatibility ESXi 6.7 Update 2 and later (VM version 15)

®
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The following reflects the hosts file for Oracle RAC VM orac19c¢2:

127.0.0.1 rp.loc
FHEFHHE R E RS
£ Pub c IPs

FHEFF S

[root@orac

Oracle RAC Deployment High Level Steps

This section addresses the high-level steps for deploying an Oracle RAC on the VMware vSphere platform.

As part of the Oracle RAC 19¢ deployment, two VMs orac19¢1 and orac19¢c2 were created with Oracle Linux 7.6. These were created
with an operating system from a pre-defined template, following all VMware best practices.

Oracle configuration was kept the same on both Oracle RAC VMs:

- 14 vCPU, 96GB RAM with Oracle Enterprise Linux 7.6 operating system

» Oracle 19.3.0.0.0 grid infrastructure and RDBMS binaries installed on both VMs

« Oracle ASMLIB used for device persistence (ASMFD or Linux udev can also be used)

« All ASM disks presented on different PVSCSI controllers for performance and queue depth purposes

» All database related VMDKs partitioned using Linux utilities with proper alignment offset and labelled with Oracle ASMLIB for
device persistence

» Oracle ASM disk groups DATA_DG and FRA_DG created with external redundancy and configured with default allocation unit (AU)
size of 4M

» Oracle ASM disk groups REDO _DG created with external redundancy and configured with allocation unit (AU) size of 1M

» Oracle ASM disk groups CRS_DG and GIMR_DG created as part of the grid infrastructure install and configured with default
allocation unit (AU) size of 4M

» Oracle ASM disk group CRS_DG houses the CRS & VOTE disks and is set to high redundancy
» Oracle ASM disk group GIMR_DG houses the grid infrastructure management repository and is set to external redundancy
» Oracle RAC cluster rac19c¢ created according to Oracle best practices

The complete list of Oracle initialization parameters can be found in the Appendix of this document. All best practices for Oracle on
VMware SDDC were followed in accordance with Oracle Databases on VMware — Best Practices Guide.

®
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Details of the Oracle RAC VM orac19c1 are reflected below:

% oracl1ocl B E 5 DB ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Updates

Guest OS: Oracle Linux 7 (64-bit)

Compatibility: ESXi 6.7 Update 2 and later (VM version 15)

VMware Tools: Running, version:10336 (Guest Managed)
More info

DNS Name: oracl19cl.corp.localdomain

IP Addresses:  192.168.141.120
View all 7 IP addresses

Host: 10.128.136.130

(e S

Launch Web Console
Launch Remote Console @

VM Hardware ~
> CPU 14 CPU(s)
> Memory [] 96 GB, 0.96 GB memory active
> Hard disk 1 80 GB
Total hard disks 1 hard disks
> Network adapter 1 DPortGroup-VLAN1403 (connected)
> Network adapter 2 DPortGroup-OraclePrivate (connected)
> Network adapter 3 DPortGroup-OraclePrivate (connected)
CD/DVD drive 1 Disconnected 94 v
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface
> Other Additional Hardware

Compatibility ESXi 6.7 Update 2 and later (VM version 15)

FIGURE 86. ORACLE RAC VM ORAC19C1
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Details of the VM orac19¢2 are as follows:

f orac19c2 | W &F B © | actionsv
Summary Monitor Configure Permissions Datastores Networks Updates

Guest OS: Oracle Linux 7 (64-bit)

Compatibility: ESXi 6.7 Update 2 and later (VM version 15)

VMware Tools: Running, version:10336 (Guest Managed)
More info

DNS Name: orac19c2.corp.localdomain

IP Addresses:  10.128.140.121
View all 8 IP addresses

Host: 10.128.136.128

ey

Launch Web Console
Launch Remote Console @

VM Hardware ~
> CPU 14 CPU(s)
> Memory |:| 96 GB, 1.92 GB memory active
> Hard disk 1 80 GB
Total hard disks 1 hard disks
> Network adapter 1 DPortGroup-VLAN1403 (connected)
> Network adapter 2 DPortGroup-OraclePrivate (connected)
> Network adapter 3 DPortGroup-OraclePrivate (connected)
CD/DVD drive 1 Disconnected 94 v
> Video card 8 MB
VMCI device Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface
> Other Additional Hardware

Compatibility ESXi 6.7 Update 2 and later (VM version 15)

FIGURE 87. ORACLE RAC VM ORAC19C2
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For both Oracle RAC VMs orac19c¢1 and orac19c2, it's recommended to set all four SCSI controllers to PVSCSI in accordance
with best practices.

Edit Settings  oractoct v
Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 14 v )
> Memory 96 GB v

> Hard disks Mtotal [1.72TB

> SCSlI controller O VMware Paravirtual

> SCSlI controller 1 VMware Paravirtual

> SCSlI controller 2 VMware Paravirtual

> SCSlI controller 3 VMware Paravirtual

FIGURE 88. VM ORAC19C1 PVSCSI CONTROLLERS

Edit Settings = oractoc2 X
VM Options

> CPU 14 v ) =

> Memory 96 GB v

> Hard disks Mtotal | .72 TB

> SCSI controller O VMware Paravirtual

> SCSI controller 1 VMware Paravirtual

> SCSI controller 2 VMware Paravirtual

> SCSI controller 3 VMware Paravirtual

FIGURE 89. VM ORAC19C2 PVSCSI CONTROLLERS

mware® REFERENCE ARCHITECTURE | 113



Oracle VMware Hybrid Cloud High Availability Guide

The high-level steps needed to create an Oracle RAC cluster using VMs orac19c¢1 and orac19c¢2 are outlined below:

1. Deploy two VMs, orac19c¢1 and orac19c2, from a pre-defined template. The template’s guest OS (OEL 7.6 in this deployment) is
compatible with VMware vSphere platform version 6.7 (also used in this deployment), as verified by the
VVMware compatibility matrix.

VMware Compatibility Guide
(cvg compatibility or esx or 3.0) All Listings. ~

What are you looking for: Guest OS - Compatibility Guides Help Current Results: @

Product Name: 0OS Family Name: Additional Criteria: (Collapse All)

Al Oracle Linux 4 ~
VMware Cloud on AWS Oracle Linux 5 - ; -
Oracle Linux 6 [=los Family: Elvirtual ¢
Foion T ot ———— ‘AII o ‘ ‘AII o ‘
Workstation Oracle Linux 8
Os X 1010 M= [=Istorage :
. [An v [an ]
Product Release Version: OS Vendor:
All ~| [Microsoft N _
VMware Cloud on AWS Novell I=/Bits : |=/0s Type:
ESXi 67 U3 64 v [an ]
ESXi 67 U2
ESXi 67 U1 = .
ESXi 67 Serenity Systems v EMYM'”‘"" Tools: 7]

Keyword:Q

Posted Date Range:
| [an ]

Update and View Results Reset

Click here to Read Important Support Information

ESX and ESXi are equivalent products from a Guest OS compatibility perspective. In this guide we only explicitly list ESX compatibility information for versions prior to 5.0. If a Guest OS is
supported for ESX, the Guest OS is also supported for the corresponding ESXi version.

Click on the 'Model' to view more details and to subscribe to RSS feeds.

Bookmark | Print | Export to CSV.

Search Results: Your search for" Guest OS " returned 2 results. Back to Top Turn Off Auto Scroll

0S Vendor OS Release Supported Releases
Oracle Oracle Linux 7.x 64 ESXi E 67U3 6.7 U2 6.7 U1 6.7

Oracle Oracle Linux 6.x 64 ESXi B 67U3 6.7 U2 6.7 U1 6.7

2. Ensure that all Oracle-based OS patches and best practices are adhered to per the Oracle Databases on VMware — Best Practices
Guide. It’'s recommended that all patches and best practices be implemented in the template.

3. Ensure Oracle RAC VMs orac19c¢1 and orac19c¢2 have the latest VMware tools installed. It's recommended that all VMware tools be
installed in the template.

4. For both Oracle RAC VMs, orac19c¢1 and orac19c2, place hard disk one on SCSIO:0 position with 80GB sizing for the OEL 7.6 OS.

vmware
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Edit Settings  oracioct «
Virtual Hardware VM Options

ADD NEW DEVICE

> CPU b v )
> Memory 96 GB v
~ Hard disks Mtotal | 1.72 TB
~ Hard disk 1 80 GB v

Maximum Size 2277TB

VM storage policy Datastore Default v

Type Thin Provision

Sharing No sharing v

Disk File [TSA_PURE_FLASH_4TB_01] orac19c1/orac19cl.vmdk

Shares Normal v 1000

FIGURE 90. ORACLE RAC VM ORAC19C1 OS DISK ON SCSI0:0 Position Set to 80GB

Edit Settings  oracioc2 >
Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 14 v o
> Memory 96 GB v
 Hard disks Ttotal | 1.72 TB
~ Hard disk 1 80 GB v

Maximum Size 22778

VM storage policy Datastore Default v

Type Thin Provision

Sharing No sharing v

Disk File [TSA_PURE_FLASH_4TB_01] orac19c2/orac19c2.vmdk

Shares Normal v 1000

Limit - IOPs Unlimited

Virtual flash read cache o MB v

Disk Mode Dependent v

Virtual Device Node SCSI controller 0 v SCSI(0:0) Hard disk 1 v

FIGURE 91. ORACLE RAC VM ORAC19C2 OS DISK ON SCSIO:0 Position Set to 80GB
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5. For both Oracle RAC VMs orac19c¢1 and orac19c¢2, add a second VMDK (Hard Disk 2) on SCSIO:1 position set to 80GB. Create an
ext4 (or equivalent file system) (/uO1) to hold the Oracle binaries (Grid and RDBMS binaries).

~ Hard disk 2 80 GB v
Maximum Size 2277B
VM storage policy Datastore Default v
Type Thin Provision
Sharing No sharing v
Disk File [TSA_PURE_FLASH_4TB_01] orac19c1/orac19¢1_1.vmdk
Shares Normal v 1000
Limit - IOPs Unlimited v
Virtual flash read cache o MB v
Disk Mode Dependent v
Virtual Device Node SCSI controller 0 v SCSI(0:1) Hard disk 2 v

FIGURE 91. ORACLE RAC VM ORAC19C1 ORACLE BINARIES DISK ON SCSI0:1 Position Set to 80GB

~ Hard disk 2 80 GB v
Maximum Size 2277B
VM storage policy Datastore Default v
Type Thin Provision
Sharing No sharing v
Disk File [TSA_PURE_FLASH_4TB_01] orac19c2/orac19c2_1.vmdk
Shares Normal 1000
Limit - IOPs Unlimited
Virtual flash read cache o MB v
Disk Mode Dependent v
Virtual Device Node SCSI controller 0 v SCSI(0:1) Hard disk 2 v

FIGURE 92. ORACLE RAC VM ORAC19C2 ORACLE BINARIES DISK ON SCSI0:1 Position Set to 80GB
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Oracle RAC VM orac19c1 file systems:

6. Follow Grid Infrastructure Installation and Upgrade Guide for Linux for the required Clusterware installation steps.

7. Follow the steps for configuring public, private, VIP and SCAN network for an Oracle cluster, as outlined in Configuring Networks for
Oracle Grid Infrastructure and Oracle RAC.

For specific guidance regarding Oracle RAC networking, refer to:

- Oracle RAC networking for on-premises VMware vSphere and vSAN

& orac19cl ¢ 3

Summary  Monitor  Configure

Guest OS:
Compatibility
V\

are Tools:

DNS Name:
1P Addresses

Host:

0™
dE&

VM Hardware

cPy

Memory

Hard disk 1

Total hard disks
Network adapter 1
Network adapter 2
Network adapter 3
CD/DVD drive 1
Video card

VMCI device

Other

Compatibility

vmware

@ ACTIONS v

Permissions  Datastores  Networks  Updates

Oracle Linux 7 (64-bit
7 Update 2 and later (VM version 15)
ersion10336 (Gues

anaged)

c19¢c1.corp localdomain
192.168.140.120

View all 8 1P ad
10128136130

14 CPU(s)
I 56 G 268 6B memory sctve

80GB

1 hard disks

. __——> Public’ethy’

N
i — Private ‘eth1

Device on thy al machine PCI bus that provides support for the virtual

machine com

ation interface

Additional Hardware

ESXi 6.7 Update 2 and later (VM version 15)

% orac19c2

Summary  Monitor

VM Hardware

cPU

Memory

Hard disk 1

Total hard disks

Network adapter 1

Network adapter 2

M

CD/DVD drive 1

Video card

VMCI device

Other

Compatibility

Datastores  Networks ~ Updates

Oracle Linux 7 (64-bit)
ESXI 6.7 Update

p.localdomair

addresses

36.128

14 CPUCS)

[ 96 cB. 384 GB memory active

soGe

1 hard disks

Disconnected o

Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface
Additional Hardware

ESXi 6.7 Update 2 and later (VM version 15)
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Oracle RAC VM orac19¢1 and orac19¢2 networking |P address details are outlined as follows:

Network orac19ci orac19c2
Public FDQN oracl9cl.corp.localdomain oracl9c2.corp.localdomain
Public IP 10.128.140.120 10.128.140.121

Private FDQN

oracl19cl-privl.corp.localdomain

oracl9c2-privl.corp.localdomain

Private IP

192.168.140.120

192.168.140.121

Private FDQN

oracl19cl-priv2.corp.localdomain

oracl9c2-priv2.corp.localdomain

Private IP 192.168.141.120 192.168.141.121

VIP FDQN oracl9cl-vip.corp.localdomain oracl9c2-vip.corp.localdomain
VIP IP 10.128.140.122 10.128.140.123

SCAN oracl9c-scan.corp.localdomain

10.128.140.124

10.128.140.125

10.128.140.126

8. Add Oracle RAC shared VMDKs (for ASM disk groups) to Oracle RAC VM orac19c1 and orac19c2.

Refer to specific VMware storage platform guidance for Oracle RAC shared storage:

- Oracle RAC storage on FC VMFS datastore

- Oracle RAC storage on NFS datastore

- Oracle RAC storage on VSAN datastore

- Oracle RAC storage on vVol datastore

- Extended Oracle RAC storage on VMware vSphere Metro Storage Cluster
- Extended Oracle RAC storage on VMware VSAN Stretched Cluster

vmware
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Oracle RAC VM orac19c1 disk layout and ASM disk group configuration are outlined in the table below:

Name SCSI TYPE SCSI ID Size Type Source Hard Disk Name

(Controller, (GB) Disk

LUN)
Operating System (OS) / Paravirtual SCSI (0:0) 80 ext4 Filesystem Pure AFA 1 /dev/sdal
Oracle binary disk /u01 Paravirtual SCSI (0:1) 80 ext4 Filesystem Pure AFA 2 /de/sdb1
DATA disk 1 Paravirtual SCSI (1:0) 1024 DATA_DG (ASM) Pure AFA 3 DATA_DISKO1
FRA disk 1 Paravirtual SCSI (2:0) 250 FRA_DG (ASM) Pure AFA 4 FRA_DISKO1
GIMR disk 1 Paravirtual SCSI (2:7) 250 GIMR_DG (ASM) Pure AFA 5 GIMR_DISKO1
CRS & VOTE disk 1 Paravirtual SCSI (3:0) 5 CRS_DG (ASM) Pure AFA 6 CRS_DISKO1
CRS & VOTE disk 1 Paravirtual SCSI 3:1) 5 CRS_DG (ASM) Pure AFA 7 CRS_DISKO2
CRS & VOTE disk 1 Paravirtual SCSI (3:2) 5 CRS_DG (ASM) Pure AFA 8 CRS_DISKO3
CRS & VOTE disk 1 Paravirtual SCSI(3:3) 5 CRS_DG (ASM) Pure AFA 9 CRS_DISKO4
CRS & VOTE disk 1 Paravirtual SCSI (3:4) 5 CRS_DG (ASM) Pure AFA 10 CRS_DISKO5
REDO disk 1 Paravirtual SCSI (3:5) 50 REDO_DG (ASM) Pure AFA n REDO_DISKO1
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Oracle RAC VM orac19c2 disk layout and ASM disk group configuration are as follows:

Name SCSI TYPE SCSI ID Size Type Source Hard Disk Name
(Controller, (GB) Disk
LUN)

Operating System (OS) / Paravirtual SCSI (0:0) 80 ext4 Filesystem Pure AFA 1 /dev/sdal

Oracle binary disk /u01 Paravirtual SCSI (0:1) 80 ext4 Filesystem Pure AFA 2 /de/sdb1

DATA disk 1 Paravirtual SCSI (1:0) 1024 DATA_DG (ASM) Reference 3 DATA_DISKO1
to orac19c1
VMDK

Reference
to orac19c1
VMDK

FRA disk 1 Paravirtual SCSI (2:0) 250 FRA_DG (ASM) Reference 4 FRA_DISKO1
to orac19c1
VMDK

GIMR disk 1 Paravirtual SCSI (2:1) 250 GIMR_DG (ASM) Reference 5 GIMR_DISKO1
to orac19c1
VMDK

Reference
to orac19c1
VMDK

CRS & VOTE disk 1 Paravirtual SCSI (3:0) 5 CRS_DG (ASM) Reference 6 CRS_DISKO1
to orac19c1
VMDK

CRS & VOTE disk 1 Paravirtual SCSI (3:1) 5 CRS_DG (ASM) Reference 7 CRS_DISKO2
to orac19c1
VMDK

CRS & VOTE disk 1 Paravirtual SCSI (3:2) 5 CRS_DG (ASM) Reference 8 CRS_DISKO3
to orac19c1
VMDK

CRS & VOTE disk 1 Paravirtual SCSI (3:3) 5 CRS_DG (ASM) Reference 9 CRS_DISKO4
to orac19c1
VMDK

CRS & VOTE disk 1 Paravirtual SCSI (3:4) 5 CRS_DG (ASM) Reference 10 CRS_DISKO5
to orac19c1
VMDK

REDO disk 1 Paravirtual SCSI (3:5) 50 REDO_DG (ASM) Reference il REDO_DISKO1
to orac19c1
VMDK
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Virtual disks for both Oracle RAC VMs are as shown below:

orac19c1 orac19c2

SCsI1 ID
NAME (CONTROLLER, SIZE (GB) TYPE DISK NAME

NAME ESiD SIZE (GB)

(CONTROLLER, LUN) [z DISK NAME

Operating System ) /dev/sdal
SCS1 (0:0) 50 ext4 Filesystem
(os)/

/dev/sdb1 Oracle binary disk . /dev/sdb1
scsi (0:1) 50 ext4 Filesystem

/dev/sdal

Operating System (05)/ SN0 extd Filesystem

Oracle binary disk /u01  [EXSFUEN] 80 extd Filesystem

—
DATA Disk 1 5110 N\ 1024 DATA_DG DATA_DIsko01

-
FRA Disk 1 5Csl (2:0) \ 250 FRA_DG FRA_DISKO1 == ==
-
GIMR Disk 1 SCsl (2:1) \ 250 GIMR_DG GIMR DISKOT , o = = *
. -——

VOTE Disk 1 SCsl (3:0) S =" c"R'sja_ CRS_DISKO1 ) i i

\ ~ VM ‘orac19¢2’ shared vmdk'’s are a reference to VM
VOTE Disk 2 scsi (3:1) 5 CRS_DG CRS_DISK02 ) ) >

orac19c1’ shared EZT vmdk’s

VOTE Disk 3 scsi (3:2) , 5 CRS_DG CRS_DISK03
VOTE Disk 4 scsi (3:3) / 5 CRS_DG CELHES
VOTE Disk 5 SCsl (3:4) 5 CRS_DG CRS_DISK0S
REDO Disk 1 CS1(3:5) o 50 REDO_DG REDO_DISKO1

9. this deployment, Oracle ASMLIB is used for device persistence on the OS. Oracle ASMFD or Linux udev may also be used.

10. The disk must be partitioned for Oracle ASMLIB and ASMFD. The disk partitioning offset for all ASM disks are set to IMB. In the
example below, the fdisk command output for the DATA_DISKOT1 is shown. Other disk partitioning tools (e.g., parted) can be used
as well. Consult the storage vendor for the appropriate partitioning offset.

11. Use the oracleasm createdisk command on Oracle RAC VM orac19c1 to create Oracle ASM disks using Oracle ASMLIB. Use the
oracleasm scandisks command on Oracle RAC VM orac19c2 to instantiate the newly created ASM disks.

Below is a listing of Linux disk devices, reflecting the ASM disks on Oracle RAC VM orac19c1:

]
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Below is a listing of Linux disk devices reflecting the AMS disks on Oracle RAC VM orac19c2:

" TYPE="LVM2_ member"
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The following two graphics represent details for ASM disk groups.

ASM disk groups on Oracle RAC VM orac19ct:

12. Follow the remaining steps to install an Oracle RAC cluster as outlined in
Grid Infrastructure Installation and Upgrade Guide for Linux.

13. Follow the steps outline in Real Application Clusters Installation Guide for Linux and UNIX to install the Oracle RAC database
binaries and create the Oracle RAC database.

®
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Once the Oracle RAC cluster is successfully created, Oracle RAC networking on Oracle RAC VM orac19c¢1 will be shown as
reflected below:
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Oracle RAC networking on Oracle RAC VM orac19c¢2:
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Oracle RAC resources and status:

ONLINE

ONLINE

OFFLINE
up)

ONLINE ONLINE
ONLINE ONLINE

N1.lsr
NLINE

ONLINE
INE

ONLINE

INE
ONLINE
OFFLINE

ra.asmgroup)
LINE
ONLINE

NLINE ONLINE

ONLINE

NLINE

INE LINE

NLINE ONLINE

ONLINE
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Oracle RAC cluster CRS and vote disk:

/ integrity

corrupti

mgmt

Oracle RAC VM Anti-Affinity Rules

As previously discussed, VMware DRS affinity and anti-affinity rules help distributed resource scheduler (DRS) perform better
placements of VMs by understanding the application dependencies and availability.

VM-VM anti-affinity rules can be used to specify anti-affinity between VMs, as DRS attempts to keep the specified VMs apart.

An important aspect of any Oracle RAC configuration on VMware SDDC setup is to ensure that Oracle RAC VMs are not scheduled on
the same physical ESXi server, as same-server scheduling negates the HA inherent to VMware SDDCs (i.e., the infrastructure-level HA
provided by VMware SDDC as a complement to the application level HA provided by Oracle RAC).

To achieve this, it’'s necessary to specify VM anti-affinity rules for Oracle RAC VMs, forcing the VMs to remain apart during normal or

failover actions.

Learn more about VMware HA and DRS affinity rules.
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In the example below, Oracle RAC VMs orac19c¢1 and orac19c¢2 are assigned anti-affinity rule set RAC_ AntiAffinity_orac19c:

TSA-WDC-Clus02 | Actions v

Summary Monitor Configure Permissions. Hosts VMs Datastores Networks Updates

b services VM/Host Rules

~ Configuration
Quickstart o4 Add.. / Edit. X Delete
General Name Type Enabled Conflicts Defined By
Licensing § BM_VM_130 Run VMs on Hosts No o User
VMware EVC ‘ 8 RAC_AntiAffinity_orac19c Separate Virtual Machines Yes 0 User

VM/Host Groups
VM/Host Rules
VM Overrides
Host Options
Host Profile
/O Filters

» More

» VSAN

VM/Host Rule Details
The listed 2 Virtual Machines must run on different hosts.

Conflicts

4 Add.. @ Details Remove
Rule Members Conflicts
& oracioc2 0 -
orac19ct o
>

FIGURE 93. ORACLE RAC VM ANTI-AFFINITY RULE SET RAC_ANTIAFFINITY_ORAC19C

Edit VM/Host Rule = TsA-wbc-Cluso2 X

Name RAC_AntiAffinity_orac19¢ Enable rule.
Type Separate Virtual Machines v
Description:

The listed Virtual Machines must be run on separate hosts.

ok Add... Remove
Members
ﬁ orac19c2 -
El‘; orac19c1

FIGURE 94. ORACLE RAC VM ANTI-AFFINITY RULE SET RAC_ANTIAFFINITY_ORAC19C
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For extended Oracle RAC, best practice suggests spreading Oracle RAC VMs across multiple sites to ensure HA across those sites. This
is in addition to infrastructure and application-level HA, which ensures all Oracle RAC VMs do not land on the same site at the same time.

This is achieved using compute policies and tags, along with attributes which allow attachment of metadata to objects in the vSphere
inventory, simplifies the sorting and searching process.

A tag is a label applied to objects in a vSphere inventory. When creating a tag, a category is assigned to the tag, which allows grouping
of related tags together. When defining a category, be sure to specify the object types for its tags and whether more than one tag in the
category can be applied to an object.

For vSphere tags and attributes, VMware Cloud on AWS supports the same set of tasks as an on-premises SDDC.

Learn more about vSphere tags and attributes.

Oracle Restart with VMware vSphere HA

VMware vSphere HA monitors the ESXi hosts in the cluster and, in the event of a host failure, the VMs on the failed host are restarted on
alternate hosts.

Oracle Restart automatically restarts various database components after a hardware or software failure, or whenever the database host
computer restarts. Oracle Restart runs periodic check operations to monitor the health of these components. If a check operation fails
for a component, the component is shut down and restarted.

Although VMware vSphere High Availability is a cost-effective solution to protect against hardware failures, there will be some database
downtime pending Oracle instance recovery. Oracle instance recovery will need to apply pending updates in redo logs and roll back the
uncommitted transactions.

The amount of time required for instance recovery depends on three factors, including the amount of redo generated, user configurable
parameters, and the database version. It’s therefore necessary to factor in time for the Oracle database (using Oracle Restart with
VMware HA) to come up. The amount of time needed is determined by the time needed for the VM to restart, the OS to reboot, and the
Oracle instance to start and complete instance recovery.

It’s also important to note that VMware HA does not protect against any kind of downtime for guest operating systems or

Oracle patching.
Oracle Crash Recovery Oracle with VMware HA

« Automatic upon instance restart * Is a database restart solution

- Uses online Redo and Datafiles only * Leverages Oracle’s bullet-proof Crash

. Recovery processes
* Oracle Crash Recovery process will P

* HA does not introduce the possibility

O LB e U E M [ E of datafile corruption

logs

« Roll back uncommitted « Eliminates single point of failure

transactions  As with all database restart solutions
* Recovery time dependencies » Does not protect against physical

* Amount of redo generated CEIETD BDEHR IS

) * Is not a backup/restore solution
» User configurable parameters
» Database version

» Fundamental to any disaster restart
solution

FIGURE 96. ORACLE RESTART WITH VMWARE HA
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Summary of Oracle High Availability Options

High availability is the design and implementation of a service to create a system that can be operational during a given measurement
period. It is factored into system design to protect business-critical operations from both unplanned downtime (e.g., an outage due to
infrastructure failure) and planned downtime (e.g., an outage required for system maintenance).

The Oracle High Availability options to protect a VMware virtualized Oracle database and minimize downtime include:

« Oracle Restart with VMware HA
» Oracle RAC One Node with VMware HA
» Oracle RAC with VMware HA

The following scenarios are compared to help system architects decide which HA solution for Oracle on VMware is best for their
environment:

Oracle DB in VM ESX Server | Oracle DB Minimizes Oracle Available | Session/Select Cost/
Scenario Protection Protection Downtime for during Failover Persistance Complexity
Guest OS & through Failover
Oracle Patching Oracle TAF
Oracle Restart
with VMware HA YES NO NO NO MED LOW
Oracle RAC
One Node with YES YES YES NO MED HIGH
VMware HA
Oracle RAC with YES YES YES YES VERY HIGH VERY HIGH
VMware HA

FIGURE 97. ORACLE HIGH AVAILABILITY OPTIONS AND SCENARIOS

Consider the following points when choosing a high availability solution for Oracle databases on VMware:

- High levels of uptime cannot realistically be achieved with any of the above scenarios alone, as overall system availability also
depends on redundancy designed into the other parts of the infrastructure (e.g., network, power, and storage).

» What is the Service Level Agreement (SLA) for the business with respect to uptime/downtime? How much downtime is the business
willing to tolerate?

» Oracle RAC with VMware vSphere HA solutions provide the highest degrees of protection and are preferred options for businesses
that require near-zero Oracle Database downtime, in addition to the ability to perform rolling patch upgrades, load-balancing for
better performance, workload scalability, cost-effective resource management, and continuous application availability using Oracle
Transparent Application Failover (TAF).

» For organizations with a tolerance for limited downtime (i.e., those that can accept some loss of availability for software
maintenance), Oracle Restart with VMware vSphere HA offers a cost-effective solution to address required service levels.

» What is the business cost or uptime trade-off? Oracle RAC deployments are generally more expensive, yet VMware offers the most
cost-efficient solution. Willingness to incur additional costs for increased availability is a key consideration.
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The following figure charts the degree of availability in a deployment against the associated cost to deliver each solution. A pattern of
diminishing returns exists where, at some point, an organization receives fewer and fewer additional levels of availability for additional
investment into the solution.

AVAILABILITY
Ao 2t
2,
g

v

COST

FIGURE 98. AVAILABILITY VERSUS COST TRADE-OFF

The final design choice depends on the amount of downtime a business can tolerate balanced against the cost of additional resources
and skills to install and operate software for Oracle RAC. There is a clear tradeoff.

Conclusion

Customers deploying Oracle RACs do so in the face of important requirements such as stringent SLAs, continued high performance,
and application availability.

Deploying Oracle RAC on physical architecture is subjected to issues and restrictions similar to those running an Oracle Single Instance
on physical architecture, namely hardware failure due to a failed component, power outage, or complete hardware meltdown.

Customers have successfully run their business-critical Oracle workloads with high performance demands on VMware vSphere for many
years. VMware vSphere provides high availability natively at the infrastructure level and is completely complementary to the application-
level high availability that Oracle RAC provides.

With more and more production servers now virtualized, the demand for highly converged, server-based storage is surging. VMware
VSAN provides highly scalable, available, reliable, and high-performance storage using cost-effective hardware (i.e., direct-attached
disks in VMware ESXi hosts).

vVols is an integration and management framework that virtualizes SAN/NAS arrays, enabling a more efficient operational model that is
optimized for virtualized environments and centered on the application instead of the infrastructure. It simplifies the delivery of storage
service levels to individual applications by providing finer control of hardware resources and native array-based data services that can
be instantiated with VM granularity.

Extended Oracle RAC provides greater availability than local Oracle RAC. It provides extremely fast recovery from a site failure and
enables all servers, in all sites, to actively process transactions as part of a single database cluster. It enables transparent workload
sharing, workload balancing, site maintenance without service disruption and high availability across sites.

VMware VSAN Stretched Cluster enables active/active data centers that are separated by metro distance. Extended Oracle RAC with
VMware VSAN Stretched Cluster enables transparent workload sharing between two sites accessing a single database while providing
the flexibility of migrating or balancing workloads between sites in anticipation of planned events such as hardware maintenance.

vMSC is a specific storage configuration commonly referred to as stretched storage clusters or metro storage clusters. These
configurations are usually implemented in environments where disaster and downtime avoidance are a key requirement.
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VMware Cloud on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments,
with access to a broad range of AWS services. Powered by VMware Cloud Foundation, this service integrates vSphere, vVSAN and NSX
along with VMware vCenter management, and is optimized to run on dedicated, elastic, bare-metal AWS infrastructure. ESXi hosts in
VMware Cloud on AWS reside in an AWS AZs and are protected by vSphere HA.

Stretched Clusters for VMware Cloud on AWS is designed to protect against an AWS AZ failure. Applications can span multiple AWS
AZs within a VMware Cloud on AWS cluster.

An important aspect of any Oracle RAC configuration on VMware SDDC setup is to ensure that Oracle RAC VMs are not scheduled on
the same physical ESXi server, as same-server scheduling negates the HA value proposition that VMware SDDC inherently provides
(i.e., infrastructure level HA provided by VMware SDDC, complementing the application level HA provided by Oracle RAC).

To achieve this, it’s necessary to specify VM anti-affinity rules for Oracle RAC VMs, forcing the VMs to remain apart during normal or
even during failover actions.

This solution primarily validated the functional design of various Oracle RAC deployments, both traditional and extended, on various
VMware platforms:

+ VMFS datastore

- NFS datastore

» VSAN datastore

+ vVol datastore

« VMware vSphere Metro Storage Cluster

» VMware VSAN Stretched Cluster

These deployments are summarized in the table below:

Location Oracle RAC DataStore Type DataStore Name Storage Vendor

Deployment
On-premise Traditional VMES FC TSA_PURE_FLASH_4TB_01 Pure x50 AFA Storage
On-premise Traditional VMFS NFS TSA_TNTR_Oracle Tintri T880 AFA Storage
On-premise Traditional vsanDatastore vsanSiteB VSAN 6.7 AFA Hyperconverged
On-premise Traditional VMware vVols TSA_PURE_FLASH_VVOL Pure x50 AFA Storage
On-premise Extended Vendor Specific Vendor Specific vSphere Metro Storage Cluster
On-premise Extended vsanDatastore vsanDatastore VSAN 6.7 AFA Hyperconverged

TABLE 28. ORACLE RAC DEPLOYMENTS

Various test scenarios were conducted, including:
» Abrupt termination of Oracle RAC crsd, ocssd, and evmd processes, while observing if the process is restarted or if the node is
restarted by the cluster
« Resiliency testing of Oracle RAC private interconnect, scan listeners, and agent
« vMotion of online Oracle RAC cluster (more details found here). The demo of this study can be found here.

« In case of Oracle RAC on VSAN storage, disk failure, disk group failure, and storage host failure scenarios were conducted. Details of
the test and the test results can be found here.
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These scenarios are compared to help system architects decide which HA solution for Oracle on VMware is best for their environment.

Oracle DB in VM ESX Server | Oracle DB Minimizes Oracle Available | Session/Select Cost/
Scenario Protection Protection Downtime for during Failover Persistance Complexity
Guest OS & through Failover
Oracle Patching Oracle TAF
Oracle Restart
with VMware HA YES NO NO NO MED LOW
Oracle RAC
One Node with YES YES YES NO MED HIGH
VMware HA
Oracle RAC with YES YES YES YES VERY HIGH VERY HIGH

VMware HA

vmware

FIGURE 99. ORACLE HA OPTIONS AND SCENARIOS

REFERENCE ARCHITECTURE | 133




Oracle and vSphere Persistent Memory (PHEM)

Appendix A Oracle Initialization Parameter Configuration

Oracle initialization parameters
*.audit__trail="db’
*.audit_sys_operations=TRUE
rac19cl.audit_file_dest="/u01/admin/rac19cl/adump’
rac19c2.audit_file_dest="/u01/admin/racl9c2/adump’
*.cluster__database=true
*.compatible=12.1.0.0.0
*.control_files="+DATA_DG/rac19c/controlO1.ctl’,+DATA_DG/rac19c/control02.ctl’,’+DATA_DG/rac19¢c/control03.ctl’
*.db__block_size=8192
*.db__cache_advice="ON’

*.db_domain="’

*.db_name='racl9c’
*.db_recovery_file_dest="+FRA_DG’
*.db_recovery_file_dest_size=200G
rac19cl.diagnostic_dest="/u01/admin/rac19ct’
rac19c2.diagnostic_dest="/u01/admin/rac19c2’
*.enable_pluggable_database=true
racl9cl.instance__number=1
racl9c2.instance__number=2

* log_archive_format="%t_%s_ %r.dbf’
*.sga_max_size=48G

*.sga_target=48G

*.open_cursors=1000

* processes=1000

* parallel_max_servers=100

* pga_aggregate_target=4G

* pga_aggregate_limit=6000M

* remote_ listener="rac19c-scan:1521

* remote_login_passwordfile="exclusive’
rac19cl.thread=1

racl9c2.thread=2
raci9cl.undo_tablespace="UNDOTBSOT
racl9c2.undo_tablespace="UNDOTBS02’

* pre_page_sga=TRUE

*.use_large_pages='only’
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» Oracle Databases on VMware High Availability
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* VMware vSAN 6.7

« \VMware Virtual Volumes (vVols)

« VMware vSphere Metro Storage Cluster

« VMware vSAN Stretched Cluster

» VMware Cloud on AWS

« Stretched Clusters for VMware Cloud on AWS

Other Documentation
For additional information, see the following document:
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