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Announcing VMware vSphere
with Kubernetes Support on the
VMware Cloud Foundation Management Domain

When VMware Cloud Foundation™ 4.0 was released in April 2020, it introduced support
for VMware vSphere® with Kubernetes. With the initial release, users were required to
create a separate virtual infrastructure (V1) domain to host their Kubernetes workloads

to enable vSphere with Kubernetes. This meant that at least seven servers were required
to run vSphere with Kubernetes on Cloud Foundation: four hosts for the Cloud Foundation
management domain and three additional hosts for a separate VI domain. VMware has
now certified enablement of vSphere with Kubernetes on the management domain. This
effectively reduces the minimum host count from seven to four.

With this change, you can deploy the Cloud Foundation consolidated architecture

and enable vSphere with Kubernetes. You can get started with just four hosts; as your
environment grows, you can easily scale up to the Cloud Foundation workload domain
configuration maximums.

This paper provides an overview of how to enable vSphere with Kubernetes on the
Cloud Foundation management domain.

vSphere with Kubernetes

vSphere with Kubernetes transforms vSphere clusters into a platform on which you can
run Kubernetes workloads directly on VMware ESXi™ hosts and can create upstream
Kubernetes clusters within dedicated resource pools, referred to as namespaces. This

new capability builds on existing virtual machine (VM) capabilities of vSphere, providing

a common “developer-ready” platform on which container-based workloads run alongside
VM-based workloads on common infrastructure and with a common user interface (Ul)
and set of management tools.

Cloud Foundation

vSphere with Kubernetes is available as part of Cloud Foundation 4.0. Cloud Foundation
is a hybrid cloud platform designed for running both traditional enterprise applications
and modern applications. It is built on the proven and comprehensive software-defined
VMware® stack, including vSphere with Kubernetes, VMware vSAN™, VMware NSX-T
Data Center™, and VMware vRealize® Suite. Cloud Foundation provides a complete

set of software-defined services for compute, storage, network security, Kubernetes
management, and cloud management. The result is agile, reliable, efficient cloud
infrastructure that offers consistent operations across private and public clouds.
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Enabling vSphere with Kubernetes on the
Cloud Foundation Management Domain

Enabling vSphere with Kubernetes on Cloud Foundation involves using the advanced
automation available with Cloud Foundation to quickly stand up the VI, configure the
VMware NSX® prerequisites, and enable vSphere with Kubernetes.

In this paper, the VI backing the vSphere with Kubernetes cluster is provided by

the Cloud Foundation management domain. The management domain is created by
the VMware Cloud Builder appliance during an initial deployment process referred to
as bring-up. It is assumed that Cloud Foundation has been deployed with a single
management domain that comprises one vSphere cluster. The procedure discussed
here begins after bring-up and covers the following activities to be performed by the
vSphere cloud administrator:

1. Deploy a VMware NSX Edge™ cluster in the management domain

2. Configure the NSX Edge cluster for vSphere with Kubernetes

3.Enable vSphere with Kubernetes on the management domain

4. Create a content library on the management domain VMware vCenter Server® instance
5.Enable the Harbor image registry on the management domain cluster

6.Create a namespace and configure access to vSphere with Kubernetes

The following are requirements:

» Cloud Foundation 4.0 must be deployed (that is, bring-up complete) with one
vSphere cluster. The management domain should be in a healthy state.

» Application virtual networks (AVNs) cannot be deployed on the management
domain. During bring-up, disable the AVN deployment on the deployment
parameters spreadsheet.

» The vSphere cluster backing the management domain must have ample capacity for
hosting both the Cloud Foundation infrastructure workloads (vCenter Server instances,
VMware NSX Manager™ instances, SDDC Manager, and so on) and the vSphere with
Kubernetes workloads (Kubernetes supervisor cluster, Harbor image registry, deployed
Pods, and Tanzu Kubernetes Grid (TKG) clusters). If additional capacity is required, use
the SDDC Manager to add hosts to the management domain cluster prior to enabling
vSphere with Kubernetes.

* vSAN is required on the Cloud Foundation management domain. At least four
VMware vVSAN ReadyNodes™ are required.

mware® WHITE PAPER | 4



VMWARE VSPHERE WITH KUBERNETES SUPPORT ON THE
VMWARE CLOUD FOUNDATION MANAGEMENT DOMAIN

Prerequisites for Enabling vSphere
with Kubernetes

Prior to enabling vSphere with Kubernetes, deploy an NSX Edge cluster with the following
specifications. These settings are a hard requirement for enabling vSphere with Kubernetes:
* Two edge transport nodes

» Large form factor

« Active/active configuration

Deploy the NSX Edge Cluster

To deploy the NSX Edge cluster, perform the following steps:

1. Add FQDN entries in DNS for the two edge transport nodes.

2. Deploy the NSX Edge cluster using the SDDC Manager.

3.Enable trust on the management cluster vCenter Server instance.
4. Verify that the "WCPReady” tag is set on the NSX Edge cluster.

5. Implement the custom route map workaround.

Step 1: Add FQDN for the edge transport nodes.

Begin by adding DNS records for the two edge transport nodes. Add both forward (A) and
reverse (PTR) lookup entries. In the following examples, we are naming the edge transport
nodes edgeOl-mgmt.vcf.sddc.lab and edge02-mgmt.vcf.sddc.lab. These nodes use the IPs 70.0.0.51
and 70.0.0.52 respectively for their management interface.

# DNS Forward Lookup Records
edgell-mgmt.vcf.sddc.lab. IN A 10.0.0.51
edge02-mgmt.vcf.sddc.lab. IN A 10.0.0.52
# DNS Reverse Lookup Records
51.0 IN PTR edge0Ol-mgmt.vcf.sddc.lab.
52.0 IN PTR edge02-mgmt.vcf.sddc.lab.
Step 2: Deploy the NSX Edge cluster using the SDDC Manager.
Deploying an NSX Edge cluster is an automatic operation in Cloud Foundation. Log in to

the SDDC Manager. From the dashboard, navigate to Workload Domains -> mgmt-domain;
under ACTIONS, select Add Edge Cluster.
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You are first presented with a summary of prerequisites that must be completed. Have
the following information on hand to complete the workflow:

* FQDN for the edge transport nodes (ensure that DNS records have been added)

« |P addresses for the edge transport node management network

« VLAN ID and IP addresses for the edge transport node tunnel endpoint IPs (TEPs)
*VLAN ID and IP addresses for the two uplink networks

* (When using BGP) The BGP ASN and peering information

NOTE: In this paper, | use BGP. If you want to use static routing, see this blog from Cormac Hogan.

A walkthrough demo showing the steps to deploy an NSX Edge cluster on

Cloud Foundation is available at the VMware Cloud Foundation Resource Center.
It is recommended that you create a diagram similar to the following one to help

you understand the networking requirements and to provide a reference to assist
with troubleshooting.

i ToRs

192.168.16.10/24 192.168.17.10/24 -
(VLAN 2081) ‘ (VLAN 2082)
| 5 J
\ T : i ] A
192.168.16.2/24  192.168.17.2/24 o A ch 192.168.16.2/24  192.168.17.2/24 Uplinks
(VLAN 2081) (VLAN 2082) ) {VLAN 2081} (VLAN 2082)
edge01-mgmt.vel.sddc.lab edge02-mgmt.vef.sddc.lab
10.0.0.51/24 10.0.0.52/24 Management IP
192.168.52.10 192.168.53.10 192.168.52.11 192.168.53.11
(VLAN 1252) (VLAN 1253) (VLAN 1252) {VLAN 1253) TEPS
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Step 3: Enable trust on the vCenter Server instance.

Enable the NSX Edge Cluster for vSphere with Kubernetes

For the management cluster to be recognized as a “compatible cluster” in the
vSphere Web Client, you must update the NSX configuration to enable trust on

the vCenter Server instance and add the “WCPReady” tag to the NSX Edge cluster.

To enable “trust” on the vCenter Server instance, perform the following steps:
Log in to the NSX Manager instance.

Navigate to System -> Fabric -> Compute Managers.

Select the vCenter Server instance and click EDIT.

Toggle Enable Trust to Yes.

Edit Compute Manager - vcenter-mgmt.vcf.sd.. & x

Name* veenter-mamivel.sddc.lab

Description

Type* vCenter

FQDN or IP Address* vecenter-mgmt.vcf sddc.lab EDIT

HTTPS Port of Reverse Proxy * Q@ 4

SHA-256 Thumbprint 9B:06:D9:EB:04:AF:0C:9C:15:E4.:6B:EA:0B:71.5E:TAED:
CF:86:C9:.CB:12:.DE:A3:38:46:39.BE:20FB:9A:94

Enable Trust @ () Yes

Supported for vCenter Server 7.0 or later

Step 4: Verify the “WCPReady” tag.

To identify vSphere clusters that are eligible for vSphere with Kubernetes, a “WCPReady”
tag is assigned to the NSX Edge cluster. If you deploy the NSX Edge cluster from the SDDC
Manager using the “Workload Management” option, this tag is created automatically. If you
choose the “Custom” use-case option, or to manually deploy the NSX Edge cluster, you
must set this tag manually. To verify the “WCPReady” tag on the NSX Edge cluster, perform
the following steps:

Log in to the NSX Manager instance.
Navigate to System -> Fabric -> Nodes -> Edge Clusters.

Click the Edge Cluster name.
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Next to Tags, click MANAGE.
Verify/Add the tag: WCPReady/Created for.

If the tag is missing, add it.

Manage Tags - mgmt-edge-cluster @ x

+ ADD [i] DELETE

O Tag* Scope
O vcrF Created by
WCPReady [% # Created for

Max tags allowed: 30
Tag max length: 256 Scope max length: 128

CANCEL SAVE

Step 5: Implement a custom route map.

There is a bug in Cloud Foundation 4.0/NSX-T Data Center 3.0 whereby the BGP route
advertisements for networks attached to the Tier-1logical router are blocked by default.
For these routes to be advertised to the top-of-rack (TOR) switches, apply the following
workaround on the Tier-0O logical router. For more information, refer to Configure NSX
Route Maps on Edge T-0 Router in the Cloud Foundation documentation.

Add a new IP prefix with the name Any network that will permit all networks:
Log in to the NSX-T Manager instance.

Navigate to Networking -> Tier-0 Gateways.

Click the vertical ellipses and select EDIT.

Expand the ROUTING section.

Select the IP Prefix List hyperlink.
Click ADD IP PREFIX LIST.

Enter Any network for the name.
Click SET.

Click ADD PREFIX.

Enter Any for the CIDR.

Toggle ACTION to PERMIT.

Click ADD.
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Click APPLY.

Click SAVE.

Click CLOSE.

Set IP Prefix List
Tier-O Gateways  mgmt-t0

ADD IP PREFIX LIST

Name Prefixes
Any network 1

pl-domain-c8:6442932a-2024- 1
4dc7-949{-901b192e057c-deny-
t1-subnets

prefixlist-out-default 1

(C REFRESH

Where Used

1

2

Q

earc

1- 3 of 3 Prefix List

CLOSE

Select the Route Maps hyperlink.
Click ADD ROUTE MAP.

Enter the name Custom Route Map.
Click SET.

Click ADD MATCH CRITERIA.

Next to IP Prefix, click SET.
Select the Any network IP prefix.
Click SAVE.

Set ACTION to PERMIT.

Click ADD.

Click APPLY.

Click SAVE.

Click CLOSE.
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Set Route Maps X
Tier-0 Gateways mgmt-t0 (_ #Route Maps @)
ADD ROUTE MAP EXPAND ALL Q searcn
Route Map Name Match Criteria Set Action
As Path Prepend MED ‘Weight Community Local

Preferenc
=

: v | Custom Route Map

IP Prefix 1 100 @ PERMIT

IP Prefix 1 @ DENY
>  rm-domain-
€8:644e932a-2024-
4dc7-949f-
901b192057¢-
deny-tl-subnets

C reFRESH 1-2 .04 2 Route Maps

Set the Tier-0 Route Re-distribution to use the custom route map.
Expand Route Re-distribution.

Click the hyperlink next to Route Re-distribution.

Click the vertical ellipses and select EDIT.

Set the Route Map to Custom Route Map.

Click ADD ROUTE RE-DISTRIBUTION.

Click APPLY.

Set Route Re-distribution X
Tier-O Gateways  mgmt-t0
[ ADD ROUTE RE-DISTRIBUTION ] Q, Search

Name Route Re-distribution Route Map

default 12 Custom Route Map

CANCEL APPLY

With the new route map, the Kubernetes networks connected to the Tier-1logical router will
now be advertised to the upstream routers. Filters can still be applied in the BGP neighbor
configuration if necessary.
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Enable vSphere with Kubernetes

After the NSX Edge cluster has been deployed, you are ready to enable vSphere

with Kubernetes. Normally, you would enable vSphere with Kubernetes from the

SDDC Manager. However, in Cloud Foundation 4.0, the SDDC Manager excludes the
management domain from the list of available clusters in the Ul. To enable vSphere with
Kubernetes on the management domain, you must use the vSphere Web Client instance.

Enabling vSphere with Kubernetes involves selecting the cluster where you

want to enable Kubernetes and providing details related to the network and storage
configuration of your environment. An overview is provided in the section that
follows. A detailed explanation of the input parameters required to enable

vSphere with Kubernetes is out of scope for this paper. To learn more about

the input parameters required to enable vSphere with Kubernetes, refer to the
Cloud Foundation documentation.

Log in to the vSphere Web Client instance.

Navigate to Menu -> Workload Management.

‘Workload Management

Workioad Management is the vSphere with Kubernetes feature that enables you to manage namespaces. Namespaces provide compute, network, and storage
resources for running an application. The applications you run in namespaces leverage bath Kubernetes and vSphere functionality To optimize resource usage by
your appécation, you can apply policies 1o RamMEspaces to manage resource consumption

Learn more about Workload Management

Getting Started with Workload Management | ¢ veenres.ueut ver sobe Lag usx-1y» @

Before you can use Workioad Management. you need to &nsure that your envieonment is configured with the tollowing

1. An HA- and fully automated DRS-enabled cluster where Workioad Managems:

2 Networking configurad T meet the requirements described in Configuring and Managing vSphere with Kubemetes
3. A storage policy and datastores sulficient 10 support the control planes, images, and containers in the namespace

After you Configure these Rems, your cluster will Rawe the CADACItY it NEETS O FUN NaMESDICEs WIhout IMDaCting any existing ViMs in the cluster

A list of requirements is displayed.

Click ENABLE.
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Namespaces

Workload Management

€ BACK

Enable Workioad Management

w1 Select a Cluster Sedect @ cluster to enable nemespaces

# control plane nodes and worker VMs to support the namespace management.

Cluster Details | AuCaust

ors

Cluster Hame ¥

©  momi-cster

Hursties of Hosts

a

ing a cluster that would SUDpOTE namespace creation and management. it's Dest 10 pick a cluster with

enough space. This cluster will 3iso need to

Aveilable CPU ¥ Avaleble Memory ¥

4833 GH 3324368

Select mgmt-cluster.

Click NEXT.

Namespacas o

Workload Management

< BACK

Enable Workload Management

Control Plane size

1. Natwork

4. Storage Speciy the o

3 1. Select a Cluster mgmt-cester Selected

v 2 Cluster Settings Select the master size and configure NSX on the selected Cluster

size Maximum number of pads
Ty 1000
Smas 2000
Medum 4000
Large 8000

Configure Networking for the Contral PLane and Worker Nooes

We need to aliocate some capacity for the Master VMs. The more resources you aliocate, the more namespaces can be supported by this chuster

=] Storage Memary
2 1668 8Ga
4 %G8 K o8
8 1668 2468
% %G8 3268

Set the Control Plane size.

Click NEXT.
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Workload Management

< BACK

Enable Workioad Management
w3 Netwerk Configure Netwarking for the Contral Plane and Werker Nodes

Enter networ

1215 10 e USed f0r NAMESHICEs &b VIEW NETWORK TOPOLOGY

Management Network

The workicad platierm consists of a control plane and set of workers per cluster. Each cluster sits on a management network that supports traffic to

vCenter
Network * (D) sddc-vdsOl-mgmr - Starting P Address * () 10.0.0170
Submet Mask * (D 2552552350 Gateway " (D 10.0.0250
DS Server () 19.0.0.250 NTP Server * (D) 10.0,0.250
NS Search Domaing et £40¢ 1ab

[

Enter the Management Network details. This includes the following steps:
Select the cluster management Network.

Enter the Starting IP Address in the range of five consecutive IPs for the
Kubernetes supervisor cluster.

Enter the Subnet Mask, Gateway, DNS Server, and NTP Server addresses.

Mamespaces o

Workload Management

< BACK

Enable Workioad Management

The werkioad network supparts traffic 1o the Kubernetes APf and to the Pods/Services that are deployed on the Supervisor cluster. This network is
supported by NSX

vSphers Distriouted Switcn * (D scoc-vas0l - Eoge Cluster * (D mamt-sdge-clust

AP1 Server endipoint FGON (D)

o

NS Server * (D 10.0.0.250
Poa coRs * D 10.244.0.0/20
ingress CIORs * (D 192168510024 Egress CoRs * @ vz m[ﬁ aza

Enter the networking details for the Kubernetes control plane.
This includes the following steps:
Select the VMware vSphere Distributed Switch™ to use on the cluster.

Select the Edge Cluster.
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Provide the DNS Server.
Enter the Pod CIDRs and Service CIDRs.

Enter the Ingress CIDRs and Egress CIDRs.

Click NEXT.

Mamespaces.

Workload Management

< BACK

Enable Workload Management

witch: 50 Oe 27 1 bib b 87 62-60 16 35 12 Ic b2 02 cb  Ecige Clus:
DHE Servers: 10.0.0.250 P 5:10.2440.0/20  Service CIDR- 10.95.0.0/23
192.168.41.024

Caontrol Plane Node Storage vSaN Defauit Storage Poicy
EpRomoral SIorage VSAN Default Starage Poicy
Image Storage vSAN Defout Storene Poicy

v 4. Storage

The cluster is going torn

worier OOl plane VML .

Of control plane VIS (Magter and workers) in Ordar 1o CUPPOI NAMEPACEs. Wi nead 3 GMASIOn wherd thate mattec and

2775005-41d3-4e0b-5827-050876006839
CIDRs: 192188 510/24  Egress CIDRs

Control Plane Node *
Ephermeral Disks

Imoge Cache *

5. Review ana Confirm

VSAN Detault Storage Policy

VSAN Detault Storage Policy

VSAN Detault Storage Policy

SELECT STORAGE

SELECT STORAGE

SELECT STORAGE

Reiews all T Getails 800 CONIFT YOUF NAMESHICES 561 up

Select the vSAN Storage Policy to use for the Control Plane Node,
Ephemeral Disks, and the Image Cache.

Click NEXT.

o Is managed by S

& Client

making any changes direct

< BACK

> 1L Select s Cluster

> 2 Chster Settings

>3 Network

> 4 Storage

v 5 Review and Confirm

the proc

FINISH

Workload Management

Enable Workload Management

mgmt-cluster Selected

Smait CPU 4, Storage 16 GB, Memary 16 68

Management Network:
Metwork Selected: sddc-vdsOl-mgmt P Address: 10.0.0.170  Subnet Mask: 255255
NTP Servers: 10.0.0.350  DNS Search Domains vel sddclab

Namespace Netwark:
vSphere Distributed Switch: &
Servers: 10.0.0250 Pod CIDRs: 10

b D47 62-60 16 3512 16 b2 02 ¢ Edge

COntrol Plane Noae SIOFAgE VSAN Delaul Sterage Poicy
Ephomeral Storage VSAN Dafault Storage Posty
Image Storage vSAN Defaull Storege Policy

Ravtaws all tha 0ATailE 30 CONTIT YOUT AAMAEHICAS 56T UD

2550 Gateway: 10.0.0250 DNS Servers: 10.0.0.250

0/20 Service CIDR: 10.96.0.0/23 Ingress CIDRs: 192168.510/24 Egress CIDRs: 192.168.41.0/24

ster: ¢2775005-4103-2600-0627-DSOETEOLEETS  ONS
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Review the input parameters; when ready to enable vSphere with Kubernetes,
click FINISH.

Mamespaces  Chusters Updates

ADD CLUSTER .

Chuter 1 Namesowces Heats Confiy Status Contred Plane Hodh  CPU for names gar  Mamory for name Storage i

] 4 ) contigurng o o 108 TR

It takes approximately 10 minutes to create the Kubernetes supervisor cluster and enable
vSphere with Kubernetes on the management domain. During this time, the following high-
level tasks are performed on the cluster:

* The “container runtime” (CRE) and “spherelet” binaries are pushed out to the ESXi hosts.

» Three Kubernetes supervisor nodes are deployed, and the vSphere Pod service
is instantiated.

* The Tier-O and Tier-1logical routers, and their related load balancer and NAT services,
are configured for use with vSphere with Kubernetes.

The cluster status shows Running when vSphere with Kubernetes has been
successfully enabled.

Workload Management

Namespaces  Clusters Updates
ADD CLUSTER Wk

Cluster T Mamespaces Hosts Contig Status Control Flane Modk | CPU for namesps  Memory for name  Stocage fo

o a @ Running 192368511 o o 104 T8
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At this point, vSphere with Kubernetes has been enabled. However, there are additional
steps that must be performed before you are ready to hand off the cluster to the
developers. These include the following:

» Create a content library.
» Deploy the Harbor image registry.
» Create a namespace and configuring access.

Create a Content Library
vSphere with Kubernetes uses the vSphere content library to store VM templates used to
deploy Tanzu Kubernetes Grid (TKG) clusters.

You can choose to manually upload the TKG VM templates, or you can subscribe to a
VMware hosted repository to download the VM templates. In this example, we subscribe
to the VMware hosted repository using the subscription URL https://wp-contentvmware.
com/v2/latest/lib.json.

To add a content library, perform the following steps:
Log in to the vSphere Web Client instance.
Navigate Home -> Content Libraries.

Click +Create.

Name = Kubernetes.

vCenter Server = vcenter-l.vcf.sddc.lab.
Click NEXT.

Select Subscribed Content Library.
Subscription URL = https://wp-content.vmware.com/v2/latest/lib.json.
Click NEXT.

Click Yes when asked to verify authenticity.
Select vcf-vsan.

Click NEXT.

Click FINISH.
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It takes only a minute to create the content library. However, it can take several minutes for
the VM template images to download.

(i mamt-c1
2] rngmt—cl ATTIONS v
3 Otner Types. o
@ OVF & OVA Tempiates 1| Summary  Templates  Other Types
@ vm Tempsates o =
-_ Datastore
i n168
L]
—m 1
5 No
< O816/2020, 90108 Pm
Last moginea: 051672020,
Last gync 0SARF2020, 90002 PM
Storage ~ | Subscription ~
[Datastore B vefvsan Automatic syncirenization  On
Status + Normal Subscription URL. hitps:/fwp-content vmware comiv2/latest/ib i
son
Type wian
Password protection N
Capacity 85819 G
Content downioad All Borary content is downloaded to storage
Free 60502 GB
method
k —
Notes ~
Tags ~

Deploy the Harbor Registry

Enable a private image registry on the supervisor cluster by using the built-in Harbor
registry service. Developers can push and pull images from the registry, where they can be
used to deploy vSphere Pods.

To enable the Harbor registry, perform the following steps:

From the vSphere Web Client instance, navigate to the Host and Clusters view.
Select the Cluster in the management domain.

Select Configure tab.

Scroll down and select Image Registry.

Click ENABLE.
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It takes approximately 15 minutes for the Harbor registry to deploy. When deployed, the
health status shows Running and you will be presented with the Link to Harbor UlI.

vm vSphere Client

2 8 @ mgmt-cluster ACTIONS v
v [J mgmt-cluster Summary  Monitor  Configure  Permissions  Hosts ~ VMs  Namespaces  Datastores  Networks  Updates
[ esxi-l.vet.sddclab
[ esxi-2.vef sddc lab Services ad
Image Registry
[ esxi-3.vef.sddclab vSphere DRS
[ esxi-4.vcf.sddclab vSphere Availability

Embedded Harbor registry

> @& compute-rp

Configuration v
v @ mgmt-rp
B singis et Health @ Running
General
i sddc.manager . Storage VSAN Default Storage Policy
3 veenter-mgmt ecurity
Licensing
v @ Namespaces Starage Usage
(&) nsot VMware EVC 61 MB Used 210 GB Capacity
(@) vmware-system-registr... VM/Host Groups
@ harbor-587712388-ha... VM/Host Rules Link to Harbor Ul https://10.255.1.2
[ harbor-587712388-ha VM Overrides
[ harbor-587712388-ha. /O Filters Garbage collection policy Scheduled for every Saturday at 2:00 AM
[ harbor-587712388-ha Host Options
@ harbor-587712388-ha. Host Profie Root certificate 4 Download SSL Root Certificate
(@ harbor-587712388-ha. Trust Authority o

[ harbor-587712388-ha.

Create a vSphere Namespace

Namespaces are used to manage user access and control resource consumption
within your Kubernetes enabled cluster. Use the vSphere Web Client instance to create
namespaces on the supervisor cluster. When created, assign access and define
resource limits.

To create a namespace, perform the following steps:
From the vSphere Web Client instance, select Home ->

Workload Management -> Namespaces.

Click CREATE NAMESPACE.

Workload Management

Namespaces Clusters Updates
You have successfully enabled Workload Management
This s your global view of nomespaces scross your chisters.
MNext Steps

+ To get started with namespace centric management, create your first namespace. Learn more.
. You e

101 3 Content BDrary 10 SUPPOT TaNZU KUDHMOte:

usTers. Ga to Content Library

CREATE NAMESPACE
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Expand the tree and select mgmt-cluster.
Enter a Name.

Click CREATE.

Create Namespace b4

Select a cluster where you would like to create this namespace.
Cluster* @ v [ veenter-mgmt.vcf.sddclab

v mamt-datacenter

[ﬁ] mgmt-cluster

Name* @ ns

Description Add description for the namespace

here (limit 180 characters)

CANCEL CREATE

This is a quick operation that will complete in a few seconds. You will be notified that the
namespace has been created and will be provided with a list of next steps.

Namespaces
0 rac @ nsO1 Actions v
Summary Mantar Configure  Permissions  Comput Storage  Network
) Your namespace nsO1 has been successfully created ®

Before sharing with your devops team, you might want to

= AGd 3 content KBrary 1o the CLSTr 10 SUPPOT KUDMMETas Tuncrions

[l

e
When you're ready. you Can hand this namespace 1O the devops Leam, 1.

S RP— g
Status createa sneizo i Permissions i Storage H Capacity and Usage
Config Status (T R ol el
@ Running Owma
Kubsrnetes Status () You havent given any devops You haven't added any storage Memory Mot
: ACCess 1o this namespace. Aod policies for this namespace. Add
© Active icH ur SOME pORCiS: f SEVERE Owe
Location e % te irectly manage team SCCess persist storage.
Storage Mo e

this namespace.

B gt
13 vee

vet scdc lab
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Step 1: Enable access to the namespace.

vSphere with Kubernetes uses single sign on (SSO) to authenticate users and grant access
to namespaces. Typically, customers add their Microsoft Active Directory (AD) domain as
an identity source in SSO. Users authenticate using their AD credentials. In this example, |
create a simple user account (ava@vsphere.local) and group (devteam) to the default SSO
domain vsphere.local.

Step 2: Add user accounts.

From the vSphere Web Client instance, navigate Home ->
Administration -> Single Sign On -> Users and Groups.
From the Users tab, set Domain to vsphere.local.

Click ADD USER.

Enter the user ava@vsphere.local and set a password.

Click ADD.

Administration

- Access Control Users and Groups
Roles
users Groups
Global Perrrissions e
= Licensing Domain  vSphere.ocH
Ucenses
ADD USER
« Solutions
Chent Pluging.
S e Usemame v | Frthame T LantMame v Emm v Denpron v | Lokss v Dmbed T Doman v
o i [ ] "o N wignareoe
System Configuration o
CUSIOMer EXPerient e IMProvemen.
- Support oM Mo No vipnare loc
a

Uplsad Filé 1 Sendce Roauest
=CHubosies Adminisuator  Adminstrator  vspherelocal No Mo waphare loc
Contficate Management o

* Single Sign Gn

P walter032044  water 8320440a-8132-4685-897¢- 3028609 a06 No Mo vsphereloc
03-8132-4685- u
Configuration B97c.302e80¢
9ca06 Y

KIDIGHVSPHE No No vsphere o
RELOCAL a

Step 3: Add group.

From the vSphere Web Client instance, navigate Home ->
Administration -> Single Sign On -> Users and Groups.
From the Groups tab, click ADD GROUP.

Enter the Group Name, devteam.

Add the user ava@vsphere.local.

Click ADD.
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Administration
- Aczess Centrol Users and Groups
Roles

Users  Groups
Global Permissions —

* Licensing < ALL GROUPS
Licenses

s devteam
Chent Pugins ADD MEMBERS

wCenter Server Extensions.

=N R, [r—— v | coman .
System Contiguraten
Customer Experience Improvemen. o vipheralocal
- Suppart
Upioad Fie 1o Service Request
- Cartificates

Ceniicate Management

Step 4: Configure a namespace.
Prior to configuring a namespace, the following requirements must be met:

1. Content library created
2. Harbor registry enabled
3. User and groups defined in the vsphere.local SSO domain

4.Namespace created

To configure a namespace, perform the following steps:

From the vSphere Web Client instance, navigate Home -> Workload Management.

Select the Namespace.

(=) nsO1 ACTIONS v

Summary  Monitor  Configue  Permissions  Compute  Storage  Network
Status Crestea snmizo H Permissions # Storage i# Capacity and Usage
Contig Status (D) U
@ Running O
Kubemetes Status (@ Memory
@ Active Que
Location

Storage
1 500 [%
Link ta CLI Tosis
Copylnk D Open
m ADD STORAGE EDIT LIMITS
Fods i Tanzu Kubemetes

Funning Pending FataE
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Click ADD PERMISSIONS.

Add Permissions x

Add a user or a group to give access to this namespace

Identity source vsphere.local hd
User/Group Q, devteam
Role Can edit i

Set Identity source to vsphere.local.

Set User/Group to devteam.

Set Role to Can edit.

Click OK.

Mamespaces
@) nsO1 ACTIONS W

() nson
Sumimary Maonitor Configure Permissions Compute Storage Network
Status Croatca snaiz0 Permissions B Storage s Capacity and Usage
congstatus @ Can view @ U
® Running N users have permission to Omse
oniy view namespaces.
Kubernetes Status (@) You haven't added any storage Memary o ™
i Can edit @ policies for this namespace. Add
© Active some policies to et your devops O ME
Location AT team access persistent storage.

Storage Hawm

Link to CLI Taos

Copylink [ Open 7

Pods # Tanzu Klikbell‘\elGS

Running Pending - FuslE To support Tonzu Kubermetes

space needs

nten

1 iorary. You

Click ADD STORAGE.
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Select Storage Policies X
[:] Storage Policy Total Capacity Available Capacity
|-] > WM Encryption Policy 1TB 1TE
> VSAN Default Storage P.. 858 GB 583 GB
) » Management Storage P 858 GB 583 GB
|:] > Management Storage p.. 858 GB 583 GB
0 » Management Storage P.. 858 GB 583 GB
[J > Management Storage p.. 858 GB 583 GB
1 1- 6 of 6 items
=

Select the preferred Storage Policies.

Click OK.

Namespaces o1
ACTIONS
8] st (&) nsf
Summary Monitor Configure Permissions Compute Storage Network
Status Permissions B Storage b Capacity and Usage
contie Status () Can view @ u o
® Running No users have permission ta Owa
only vigw namespaces
Kubermetes Status () You haven't added any storage Memory o kit
& Active Can edit @ O
Location devieam
Storage N T
) gt
& veents
Link to CLI Tools
Copy link 0 Cpen 7
MANAGE PERMISSIONS EOIT LTS
Pads i Tanzu Kubemnetes i ks
— Running  Pending  — FasEE To woport Tanzu Kubemetes
Clsters this RAMESEACe M4t
access to a content iorary. You

Click EDIT LIMITS.
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Resource Limits X

Below are various resources that are available to the namespace. You can

choose to limit consumption of any or all of these. This is an optional step

CPU

MHz
Memory No limit MB v
Storage MB ~

Set the CPU, Memory, and Storage limits.

Click OK.

Namespaces

1
(=) ncor @) nsO1 ACTIONS

Monitor  Con Storage

devteam

Storage oo et
£ vounter Vet sddc b
Link ta CUI Tools
opy link [ Opan @

MANAGE PERMISSIONS EIT STORAGE Eoir umis]

Pods L Tanzu Kubernetes
Running Ponding  — FaildE

To tupport Tanzu Kubemates

namespace is hosted cn

Under Tanzu Kubernetes, click ADD LIBRARY.

B 2 B @2 0 mgmt-cluster ACTIONS v
= (] voumter-momielzddchl Summary  Montor  Configuee  Permissions  Hosts  VMs  Namespaces  Datastores  Networks  Updates
Services ~
P IS A~ General
[ aswitvet sdde b vSphere DRS
Bl etx-2 vet saae 1ab vighere Avalabity Control Plane VMs
[ esx-3.wer sa0¢ 185 st &
sxded et sddclan
@ Guickstant

5 @ computern

> @ mgmerp size Smai

5 @ Namespaces v
Licemsing

3 @ netwockern

VMware EVC

» useren

@ 0 Content Library

v @ VCF-adoe. S6tup your oAtent ibrary by SUBEBING 16 & remote content brary. ThS IBrary will COALAN the Latest SistrbuBENt oF Kubamates and
£ eomeor

ac

mpanying OS.

VO Fiars =3

Host Options

Host Profie
Trust Authosity ~

Trust Aut

Alarm D
Schaduled Tasks
Mamespaces w

Beneral

vmware
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Select ADD LIBRARY.

Content Library X

Below are all the available libraries or create a new one

CREATE LIBRARY

Name Type Storage Used Last Modified Date

© momta Subscribed 17168 May 17, 2020 4:01 AM

(il | 1-10of 1items

-CANCEL n
Ly -

Select the Content Library.
Click OK.

This completes the steps to enable vSphere with Kubernetes on the Cloud Foundation
management domain.

With vSphere with Kubernetes enabled on the management domain, we are now
ready to hand off the cluster to our developers. The developers must download the
Kubernetes CLI Tools before they can deploy workloads.

@ Viuare - Download Kobamete: X

& A Notsecure | 1025511 + @8 08 86
H app CloudBuider @Y 500C Marager @ voenter1 enported
Kubernetes CLI Tools

Kubectl + vSphere plugin
Download the CLI 1ools package (o view and control Namespaces

invSphere. LEARN More [T

SELECT OPERATING SYSTEM ~

Get started with CLI Plugin for vSphere

Kubemetes you manage your namespaces. Below are a few steps that

will help you g

1 Verify that the $HA256 checksum of vsphere®-plugin Zip matches the checksum in
the provided fike shazS6sum txt. Run coms

- shasum --algorithm 256 --check

sha256sum.txt < vsphere®-plugin.zip v and kock for "OK™ in the results.

2 Put the contents of the zip file in your ©%°s executable search path

3 Run command: kubect] vsphere login --server=<ip_or_master_hostname[)copy
10 10g in 10 sarver.

4. Run command: kubect] config get-contexts [lcory Lo view a kst of you

Namespaces

5. &un command: kubect] config use-context <context> [coey to choose your

default context =
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Conclusion

VMware has certified the enablement of VMware vSphere with Kubernetes on the
management domain. With this change, you can now deploy the VMware Cloud Foundation
consolidated architecture and enable vSphere with Kubernetes directly on the
management domain.

Also with this change, you can now get started with as few as four hosts and can easily
scale up to the Cloud Foundation workload domain configuration maximums.

In this paper, we provided an overview of the steps required to enable vSphere

with Kubernetes on the Cloud Foundation management domain. To learn more about
Cloud Foundation and to browse our library of interactive click-through demos, visit
the Cloud Foundation Resource Center.
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