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VMware vSphere Overview 
VMware’s robust ESX® hypervisor has made inroads in the computer virtualization industry by allowing 
x86 servers to run multiple disparate operating systems (and their applications) in isolation on the same 
server. This allows x86 servers to be more fully utilized, while also providing isolation and encapsulation 
of separate workloads, which enables IT organizations to be more nimble in how they support and 
deploy IT infrastructure. VMware vSphere (founded on VMware ESX) is a robust platform that has taken 
the concepts and capabilities of isolation, encapsulation, and consolidation delivered by ESX to another 
level. Innovation in virtual deployment technologies has introduced “Zero Downtime” maintenance of 
enterprise workloads (using VMware vMotion), built-in “High Availability” for all workloads (with VMware 
HA), “Fault Tolerance” (with VMware FT) and unique “Disaster Recovery” capabilities (with VMware 
SRM) that have never been easier to achieve, on any platform. VMware and IBM Lotus have 
collaborated for the very first time around deploying various Lotus technologies with vSphere 
technology to ensure that everything works seamlessly together and enable Lotus customers to get all 
the best-of-breed capabilities offered by VMware technologies. For more information about VMware 
vSphere features, go to: http://www.vmware.com/virtualization/virtual-infrastructure.html. 

P erformanc e E nhanc ements  
There have been a number of technological advancements over the past several years that have 
dramatically improved the performance of Lotus Domino running in a virtual machine. These 
advancements have occurred in three primary areas:  

1. vSphere performance enhancements: vSphere 4 has been optimized from the ground up to make 
it easier for customers to virtualize their most demanding workloads. These performance 
enhancements cover all areas of the platform including scalability enhancements, efficiency 
improvements, and resource management improvements. Customers looking to virtualize Domino 
can achieve the best possible performance by using the latest vSphere release. For more 
information go to: http://www.vmware.com/files/pdf/vsphere_performance_wp.pdf. 

2. Domino 8.5.1 performance enhancements: The latest Domino release has also been optimized to 
deliver improved performance. Notable improvements1 include: 

– Up to 38% reduction in CPU utilization 

– Up to 33% reduction in disk IOPS 

– Support for 64-bit platforms 
These enhancements lend themselves well to making Domino a much more efficient workload when 
running in a virtual machine. 

3. Server CPU enhancements: For the majority of common workloads, performance in a virtualized 
environment is close to that in a native environment. The small difference in performance comes 
from the virtualization of the CPU, the MMU (Memory Management Unit), and I/O devices. In some 
of their more recent x86 processors, AMD and Intel have provided hardware extensions to help 
bridge this performance gap. In 2006, both vendors introduced their first-generation hardware 
support for x86 virtualization with AMD-Virtualization™ (AMD-V™) and Intel VT-x technologies.  

Recently, Intel introduced its second generation of hardware support that incorporates MMU 
virtualization, called Extended Page Tables (EPT). VMware studies have concluded that EPT-
enabled systems can improve performance compared to using shadow paging for MMU 
virtualization. EPT provides performance gains of up to 48% for MMU-intensive benchmarks and up 
to 600% for MMU-intensive micro-benchmarks. We have also observed that although EPT 
increases memory access latencies for a few workloads, this cost can be reduced by effectively 
using large pages in the guest and the hypervisor. 

 

                                                         
1 On physical servers, compared to previous versions of Domino (Domino 8 and earlier) running 4,000 users on Windows Server 2003. See performance 
    results at: http://www.ibm.com/developerworks/lotus/library/domino85-performance/  
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Our testing with Domino has demonstrated notable improvements in performance when using these 
new technologies. More details are provided later in this document. 
For more information on Intel EPT enhancements, go to: 

http://www.vmware.com/pdf/Perf_ESX_Intel-EPT-eval.pdf 
Similar performance results would be expected when using AMD RVI processors (as compared to 
Intel EPT processors); however, servers with these processors were not used during testing 
described in this document. 

IBM Lotus Domino Overview 
IBM Lotus Notes and Domino are enterprise collaboration software used by more than half of the 
Fortune Global 100. Lotus Notes brings together email, collaboration tools, and business applications 
within a rich, integrated desktop experience. Lotus Domino provides a world class platform for building, 
deploying and administering critical business, collaboration, and messaging applications. 
 

 

  

                                        Figure 1. Lotus Domino System Architecture 
 

The version of Domino used for testing and test results described in this paper was Domino 8.5.1, which 
was the latest version available at the time testing was performed. 

NetApp Storage Overview 
All performance and functionality testing described in this document used storage that consisted of 
NetApp FAS3020 storage arrays running Data ONTAP storage management software. NetApp 
technologies enable companies to extend their virtual infrastructures to include the benefits of advanced 
storage virtualization. 

The NetApp unified storage architecture provides customers with an agile and scalable storage 
platform. By using a combination of RAID-DP®, deduplication, FlexVol®, FlexClone®, thin provisioning, 
FlexShare®, Flash Cache, and Snapshot™ technologies, plus tools such as SnapManager® for Virtual 
infrastructure (SMVI), VMware vCenter plug-ins Virtual Storage Console (VSC), and the Rapid Cloning 
Utility (RCU), NetApp enables customers to achieve storage savings and operational efficiency in a 
virtual environment. For more information on NetApp storage solutions and best practices for storage 
virtualization with VMware vSphere, go to: 

http://media.netapp.com/documents/tr-3749.pdf 
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Domino NR P C  Nehalem/E P T  P erformanc e T es ts  
The purpose of these tests was to compare the performance of a virtualized Domino NRPC workload 
using the latest processor technologies (Nehalem and Nehalem with EPT) versus non-Nehalem/EPT 
processors. (AMD processors provide similar virtualization hardware-assist technology referred to as 
RVI.)  

Historically, Domino NPC workloads have placed larger demands on virtualization (memory, I/O, and 
MMU utilization) resulting in higher than expected CPU utilization when virtualized. This test compares 
the CPU utilization across Nehalem and Non-Nehalem processors, with and without EPT, using a 
workload of 4,000 Domino users and virtual system resources of four vCPUs and 16GB RAM. 

Figure 6 provides a summary of the Nehalem versus non-Nehalem test results.  

 

        Figure 6. Comparison of Domino Performance on Nehalem Versus Non-Nehalem Processors 
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S c ale-Out T es ting Us ing “ B uilding B lock”  C onfiguration 
Based on the optimal building block reference configuration we designated above, additional testing 
was performed to scale out to two virtual machines on a single ESX host. Lotus customers want 
assurance that they can scale out Domino servers on a single VMware host and achieve acceptable 
scalability. For this test, VMware housed two separate Domino mail servers running in two separate 
virtual machines on the same ESX host server.  
 

 

 

                          Figure 10. Scale-Out Testing Using Optimal Building-Block Configuration    

In this test, each virtual machine running Domino was pushed to a load of 4,000 simulated NRPC mail 
users, or a total of 8,000 simulated users on the ESX host. 

To create the desired test scenario, the second Domino virtual machine was created by cloning the first 
Domino server instance. Both Domino servers were running with two vCPUs and 8GB each, the optimal 
building block reference configuration chosen earlier. The disk layout remained the same throughout (as 
described earlier in the "Lab Environment Storage and Disk Layout" section). 

The Domino servers were set up as members of the same Domino domain, but not cluster members. 
Each Domino server was set up with 4,000 mail users and their databases. The Domino directory on 
both of the servers was a replica copy, since they were in the same Domino domain. Therefore, it 
supported a total workload of 8,000 users, with 4,000 users assigned to one server and another 4,000 
users assigned to the other server. 

Table 1 shows the resource utilization for the two virtual machines running on a single ESX host. 
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                       Table 1. Virtual Machine Resource Profile for Domino Server Scale-Out Test 

VIR TU AL M ACH IN E  

CPU  MEM OR Y  NETW ORK  DIS K  

( % ) ( MB)  P ACK ETS/ S EC  I / O SEC  L ATE NCY( MS)  

AV G  M AX  

RE AD Y  

AV G  M AX  RECD  TXM IT  AV G  M AX  AV G  M AX  ( AV G/ M AX)  
OSDC-DominoMail-02 28.22 66.59 0.16/2.795 3338.66 4014.08 1961.98 1050.34 743.97 1993.08 4.6 10.08 

OSDC-DominoMail-01 29.26 50.385 0.15/2.775 3276.57 4014.08 1964.28 1047.64 698.68 1744.92 4.64 10.77 

  
As we scale out to two virtual machines, each supporting a workload of 4,000 users, all system 
resources on the virtual machines remained consistent. The workload run against the servers was the 
n85mail workload, ramping up to 4,000 users on each server, while allowing users to send mail to any 
of the total 8,000 users. To emulate a more realistic customer environment, a small percentage of mail 
messages were routed between the two systems. The workload was ramped up to 4,000 users on one 
virtual machine in 1000-user increments, followed by ramp-up to 4,000 users on the second virtual 
machine. 

Looking at the graph in Figure 11, you can see the steps of the ramp-up for the first 4,000 users is 
larger in %CPU gain, transaction rate, etc. than the ramp-up from 4,000 to 8,000 users. This occurs 
because in this test the first 4,000 users are only on the first server (and this behavior matches that of a 
regular 4000-user NRPC test with this configuration). The second 4000-user increment, 4,000 to 8,000 
users, reflects the impact of the extra mail being delivered to the users on the first server from the 
second test server as it is ramping up to its 4,000 users. (Design of the test allowed simulated users to 
send mail to any of the 8,000 users on either of the two servers.) 

 

  

                        Figure 11. Response Time and Transaction Rates for Domino Server Scale-Out Test      
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VMware HA Test 
VMware HA provides an automatic rapid restart of all virtual machines running on a given ESX host in 
the event of server hardware failure. This provides a simple and effective high availability solution for 
any virtual machine, regardless of the application or operating system, and without requiring 
implementation of any software clustering solutions. 

 

Primary server Secondary server

X
 

           Figure 13. Domino Virtual Machine Restart on Another ESX Host after Server Hardware Failure 

 

In the Domino environment, VMware HA can be used on the mail servers for customers who may prefer 
using a stand-alone Domino server, instead of using Domino clustering. Since VMware HA reboots the 
virtual machines on a surviving host during a failure, downtime is usually measured in minutes while the 
guest OS restarts and Domino services come back online. Alternatively, VMware HA can be combined 
with Domino clustering solutions to provide even higher levels of availability. Domino clustering provides 
high availability at the application layer while VMware HA provides high availability at the server or host 
layer. Thus, using this combination can eliminate downtime and vulnerability completely during server 
hardware failure. 

Finally, VMware HA can also be used to protect all the other servers in a Domino environment, 
providing them with simple, low-cost high availability. These systems include all the other application 
servers in the Domino environment, for example, BlackBerry Enterprise Servers, Active Directory 
servers, and others. Protecting these systems with VMware HA can eliminate many single points of 
failure in the Domino environment and improve overall availability and service levels. 

Figure 14 shows the behavior of VMware HA during a server hardware failure. To simulate a failure, 
one server hosting the Domino virtual machine was powered off while the NotesBench workload was 
driving a 4000-user workload. 
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Note that VMware HA is not application-aware and it cannot be used as a failover mechanism to 
provide capabilities such as no-downtime OS and application patching. It can, however, provide a 
mechanism to protect against server hardware failure where minimal downtime might be acceptable. 
VMware HA can also detect failures within the operating system through VMware Tools and take 
corrective action if the operating system becomes unresponsive. However, it does not have any view 
into what is happening with the Domino application itself. For customers who require application-level 
failover capability (for example, to patch software with no downtime), it is recommended that you use 
Domino clustering. Testing with Domino clustering in virtual machines is described later in this 
document. 

VMware FT Test 
Similar to VMware HA, VMware Fault Tolerance (FT) can also protect Domino servers from a failure of 
the underlying ESX host, but VMware FT uses a mechanism for protecting virtual machines that does 
not result in any downtime during failover. Figure 15 shows how VMware FT protects virtual machines 
by creating a shadow image of the protected virtual machine on a separate ESX server. 

NOTE: VMware FT is currently only supported on virtual machines with a single virtual CPU. 

 
 

       Figure 15. VMware FT Provides Zero Downtime and Zero Data Loss for Mission-Critical Applications 

 
When you enable VMware FT on a virtual machine in an HA-enabled cluster, it creates a duplicate, 
secondary copy of the virtual machine on a different host. Record/Replay technology then records all 
operations executed on the primary virtual machine and replays them on the secondary instance. 
vLockstep technology ensures the two copies stay synchronized, which allows the workload to run on 
two different ESX/ESXi hosts simultaneously. To the external world, the two virtual machines appear as 
a single virtual machine. That is, they have one IP address, one MAC address, and you need only 
manage the primary virtual machine. 

Heartbeats and replay information allow the virtual machines to communicate continuously with each 
other to monitor each other’s status. If a failure is detected, VMware FT creates a new copy of the 
virtual machine on another host in the cluster. If the failed virtual machine is currently the active primary 
machine, the secondary machine takes over and a new secondary virtual machine is established. If the 
secondary virtual machine fails, another secondary machine is created to replace the one that was lost. 
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                                       Figure 16. Response Times for the Domino VMware FT Test 
 

From the graph above, you can see that VMware FT provides extremely rapid failover of the Domino 
virtual machine during hardware failure. Actual failover time was measured in seconds and was 
completely seamless to the NotesBench client. 

To summarize the behavior shown in Figure 16, VMware FT worked as intended. When the primary 
server that the Domino virtual machine was running on failed, from the client side, there was only a 
slight spike in response time during the recovery to the shadow or secondary virtual machine. Thus, the 
results show that VMware FT can provide a simple solution for any single-vCPU server in a Domino 
environment to provide high availability at the server level with zero downtime and zero data loss.  

VMware FT is not application-aware, so it cannot be used to provide failover for operations such as no-
downtime OS and application patching. It can, however, provide a mechanism to protect against server 
hardware failure where minimal downtime might be acceptable. For customers who require application-
level failover capability (for example, to patch software with no downtime), it is recommended you use 
Domino clustering. Testing with Domino clustering in virtual machines is covered later in this document. 

NOTE: In our lab environment, we had a redundant 1GB connection between the ESX hosts to handle 
the VMware FT logging traffic. Due to the heavy CPU, memory, network, and disk activity generated by 
NotesBench simulating a workload of 4,000 active users, we approached the saturation point of the 
1GB VMware FT logging network. In some instances, VMware FT was not able to spawn the secondary 
virtual machine under this heavy load. For this reason, we recommend limiting workloads to 2,000 users 
for VMware FT when using a 1GB connection for VMware FT logging. Alternatively, you can use a 
10GB connection for VMware FT logging, which will provide scalability to support a higher number of 
user counts. (This configuration was not tested as part of this project.) 
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                           Figure 18. Impact of Adding Additional RAM with Large NSF Files 
 

As shown in the graph, when we increased RAM from 8GB to 16GB for the large mail file tests, we were 
able to offset the increase in storage IOPS and reduce response times considerably.  
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T es t of Domino NR P C  C lus tering on VMware vS phere 
The purpose of this test was to characterize the behavior of deploying a Domino Cluster across two 
ESX hosts. For the test setup, two identical physical servers were configured with VMware ESX and a 
virtual machine was installed on each ESX host. The virtual machines were configured to run Windows 
2003, 64-bit with two vCPUs and 16GB of RAM. Domino was installed on both virtual machines and 
configured to work as Domino cluster members. We pushed the cluster workload beyond normal 
recommendations for the Domino configuration to increase our confidence that the VMware virtual 
infrastructure could handle normal cluster loads. 

 

 

            Figure 19. Domino Clustering across Two Virtual Machines Running on Separate ESX Servers 

 

The test environment we used consisted of 8,000 mail users and 8,000 mail databases on each server. 
Cluster replication for all 8,000 mail databases was enabled as well as mail routing between both of the 
servers. The n85mail workload was run against the two servers, ramping up to 4,000 users on each 
server in 1000-user steps. This provided a more intense test and workload than would normally be seen 
in a typical Domino cluster configuration of 2,000 active users (with 4,000 maximum in failover mode), 
but we wanted to prove there were no limitations caused by VMware ESX. Table 3 lists key 
performance metrics recorded at the maximum load levels applied during the Domino Clustering test. 

                           Table 3. Key Performance Metrics for Domino Clustering Tests 

CPU AVG 
( PERFM ON)  

AV G.   
RESP ONSE T IM E  

D IS K  
 I O/ SEC  

NETW ORK  
BYTE S/ SEC  

32% 61ms 1130 6MB/sec 
  

As you can see from the table, the system performed well with response times significantly below the 1-
second limit. The results provided here may help you determine sizing requirements and determine how 
many virtual machines with Domino clusters a configuration can handle. Table 4 below should help you 
further with system sizing and provide more information on the resource impact of a cluster environment 
over a non-clustered Domino server. The information should also help you estimate the resources 
required to go from 2,000 active users to 4,000 active users. 
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V irtualiz ing Domino iNotes  (HT T P ) S erver T es ts  
The HTTP service in Domino is its web engine, which renders database documents to be displayed in a 
user's web browser. To exercise this Domino feature, we used the DWA85mail workload that simulates 
web-based mail users (iNotes users). 

Testing was done using the 4000-user optimal building block configuration chosen earlier, with two 
vCPUs and 8GB of memory, followed by a second test where the memory was increased to 16GB. 
Table 5 shows the results of the test with two vCPUs and 8GB RAM and Table 6 shows results with two 
vCPUs and 16GB RAM. 
 

                    Table 5. Virtual Machine Profile for Domino HTTP Test with Two vCPUs and 8GB RAM 

VIR TU AL 
M ACH INE  

CPU  MEM OR Y  NETW ORK  DIS K  

( % ) ( MB)  P ACK ETS/ S EC  I / O SEC  L ATE NCY( MS)  

AV G  M AX  

RE AD Y  

AV G  M AX  RECD  TXM IT  AV G  M AX  AV G  M AX  
( AV G/  
M AX)  

OSDC-DominoMail-01 67.5 100 0/0.00 8108 8110.08 1261 679 683 1367.78 4 7.79 

 

                     Table 6. Virtual Machine Profile for Domino HTTP Test with Two vCPUs and 16GB RAM  

VM  

CPU  MEM OR Y  NETW ORK  D IS K  

( % )  ( MB)  P ACK ETS/ S EC  I / O SEC  L ATE NCY( MS)  

AV G  M AX  

RE AD Y  

AV G  M AX  RECD  TXM IT  AV G  M AX  AV G  M AX  
( AV G/  
M AX)  

OSDC-DominoMail-01 66 100 0/0.09 15917 16220.16 1260 677 511 1300.81 2 4.15 

  
Both sets of tests were able to attain a steady state for 4,000 concurrent, simulated users with 
reasonable CPU utilization percentage and user response times. This set of tests provided good insight 
into understanding the effect of memory and number of vCPUs selected for a guest system 
configuration. The graph in Figure 20 shows testing results with two CPUs and 8GB of memory. The 
second graph in Figure 21 shows test results for two vCPUs and 16GB of memory. 
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 Figure 20. Average Response Times & CPU Utilization for Domino HTTP Test with 2 vCPUs and 8 GB Memory 

 

 

 Figure 21. Average Response Times & CPU Utilization for Domino HTTP Test with 2 vCPUs and 16 GB Memory 
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