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Mirage Web and Protection Manager
These Web-based tools enable help desk personnel to respond e�ciently to service queries and ensure that 
endpoints are protected by Mirage backup capabilities. 

Mirage Client
The Mirage client enables an endpoint to be managed by Mirage. It supports both physical and virtual desktops 
including those hosted by both Type 1 and Type 2 hypervisors.

Mirage Branch Reflectors
The role of a branch re�ector is to o�oad the deployment of base layers and migration of endpoints from the 
Mirage server cluster, reducing both time and network bandwidth required. Because this paper focuses on a 
LAN deployment, branch re�ectors were not required. It is possible to use branch re�ectors in LAN scenarios, 
but covering this use case fell outside the scope of this paper. Any Mirage endpoint can be con�gured as a 
branch re�ector and can be dedicated or shared with low-resource uses such as information kiosks.

Mirage File Portal
The Web-based Mirage �le portal provides browser-based access to user �les backed up by Mirage. Using any 
device that has a Web browser, including smartphones and tablets, end users can access and restore their 
critical data without having to be at their desks or usual computers.

For links to more detailed information about Mirage capabilities, features, and system components, see the 
References at the end of this document. 

File Portal and 
Web Manager

Access

Local Site

VPN

Mirage Clients

Remote Branch Site

 Mirage Clients Branch Re�ectors

Data Center

Mirage
Server Cluster

Connection 
Server

Mirage Database, 
Storage Volumes

Mirage Management 
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Load 
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Management 
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WAN

Internet

Figure 1: Mirage Components
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Use Case Overview

The Mirage large-scale reference architecture detailed in this document was designed to solve the two common 
customer challenges cited in the Executive Summary: 

�� How�to�back�up�a�large�number�of�desktops�deployed�throughout�the�enterprise��protecting�the�unique�
customization��applications��and�data�that�personalize�each�system�for�its�end�user�

�� How�to�migrate�thousands�of�desktops�from�Microsoft�Windows�XP�to�Windows���e�ciently��with�minimal�
impact�on�IT�resources�and�end-user�productivity�

To address these challenges, the customer �rst conducted a comprehensive assessment of existing desktops 
and remote o�ce infrastructures. The �ndings of this assessment were incorporated into the plan and design 
project that resulted in this Mirage reference architecture.

The test results describe how the customer used Mirage to back up and migrate 800 endpoints from Windows 
XP to Windows 7. These endpoints, located in a corporate o�ce supported by a Gigabit LAN circuit, typi�ed 
most of the desktops the customer intends to support with Mirage.

OS Migration

Backup

Rollback

OS Migration

OS Pivot

 Mirage Server

Figure 2: Mirage Endpoint Migration and Backup
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COMPONENT COMMUNICATION PORT PROTOCOL COMMENTS

Mirage server 
service

External 8000 TCP The only port required for 
communications between Mirage 
clients and Mirage servers.
 
SSL/TLS is optional.

Mirage 
Management 
service

External 8443 TCP Used for communication between 
Mirage Management console and 
Mirage Management service. SOAP 
message-level security applied.

Mirage server 
service

Internal 135, 445 TCP/UDP Used for control communication 
between the Mirage Management 
service and the Mirage server.
 
You can limit access to this port to 
incoming connections from the 
Mirage Management service host.

File portal Internal 8444 TCP Used for communication between 
the IIS server and the Mirage 
Management server.

File portal External 80 or 
443

TCP Access to Web-based �le/folder 
recovery portal. HTTPS (SSL) access 
is optional.

Web 
administration

Internal 8443 TCP Used for communication between 
the IIS server and the Mirage 
Management server.

Web 
administration

External 80 or 
443

TCP Access to Web-based administration 
portal. HTTPS (SSL) access is 
optional.

 
Table 2: Con�guration of Mirage Network Ports

Storage Considerations and Con�guration
Mirage requires storage volumes to store base layers, application layers, hardware drivers, and endpoint 
backups. It is important to design the storage for Mirage properly to provide both for su�cient capacity and for 
storage IOPS. Mirage can use local storage or network storage shared via CIFS/SMB. If multiple Mirage servers 
are deployed in a cluster, use of CIFS/SMB �le shares is recommended. Mirage does not support the use of 
direct-attached storage. 

Mirage storage performance is a�ected by the speed and health of the network between the endpoints and 
the Mirage infrastructure and by the number of simultaneous endpoint operations performed. The faster 
data moves to the Mirage server, the faster the information can be written to disk, if the storage system can 
support it. If the storage does not have su�cient IOPS, Mirage throttles its operations, slowing them down to 
accommodate available IOPS on the storage system. 
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When you plan centralization time for groups of endpoints, remember that an endpoint cannot be centralized 
if it is not online, even with proper infrastructure resources in place. Policies to turn PCs o� after a period of 
inactivity, and power management con�gurations that turn them o�, reduce the connectivity time and increase 
the centralization time. This applies to mobile as well as stationary endpoints.

As suggested in Figure 4, any reduction in connectivity time a�ects both the time needed for centralization and 
network bandwidth utilization. Any increase in connectivity time reduces centralization time but also requires 
greater utilization of network bandwidth. 

������������������
�����������

��������
�����
	���

������������
	���

Figure 4: Mirage Centralization Considerations

The storage con�guration summarized in Table 3 was designed to provide su�cient IOPS and capacity for the 
�rst series of remote endpoints. 

QUANTITY DESCRIPTION STORAGE

1 Mirage Single-Instance Storage 
(SIS)

12.5TB on a dedicated RAID-10 NFS volume hosted by an 
HP StoreEasy 3826-based storage appliance optimized 
for write caching, providing 22,000 write IOPS. 
 
The RAID-10 volume was connected to a Windows 2008 
R2 File Server that shared it with the Mirage system via 
CIFS/SMB. 

1 Mirage server local cache 103GB VMDK stored on PCIe-based SSD storage 
installed on an ESXi host, providing more than 40,000 
write IOPS.

 
Table 3: Mirage Storage Con�guration





T E C H N I C A L  W H I T E  PA P E R  /  1 6

VMware Mirage
Large-Scale Reference Architecture

Test Results: Centralization over Typical LAN

To provide guidance for backing up endpoints located in a LAN, the endpoints used in all the migration tests 
were centralized over a Gigabit LAN circuit. This enabled measuring the change in time and Mirage system 
resources required to centralize the endpoints as the circuit speed stayed the same.

Total Centralization Time
To accurately measure the resource requirements for Mirage centralization, it is important to understand the 
di�erence between sustained utilization time, upload manifest time, and total centralization time. 

Sustained utilization time is the time during which Mirage centralization actively consumes system resources. It 
includes only those times when at least 25 endpoints are being centralized.

Upload manifest time begins when the administrator clicks the Finish button of the Centralize Endpoint wizard 
and ends when the �rst endpoint starts sending information to the Mirage server.

Total centralization time begins when the administrator clicks the Finish button of the Centralize Endpoint 
wizard and ends when all endpoints complete centralization. 

Table 4 shows the centralization time for di�erent numbers of desktops being centralized, the average amount 
of disk saving, and the upload manifest time for each test. 

NUMBER OF 
ENDPOINTS

SUSTAINED 
UTILIZATION  
TIME

UPLOAD 
MANIFEST 
TIME

TOTAL 
CENTRALIZATION 
TIME

% DISK  
SAVING

TOTAL  
DATA 
TRANSFERRED

TOTAL  
DATA ON  
ENDPOINTS

5 1 hour 
17 minutes

3 minutes 1 hour 
20 minutes

73.6% 18.6GB 70.0GB

25 4 hours 
8 minutes

9 minutes 4 hours 
17 minutes

76.5% 92.9GB 349.8GB

50 7 hours 
54 minutes

21 minutes 8 hours 
15 minutes

30.4% 487GB 696GB

100 33 hours 
9 minutes

4 hours 
2 minutes

37 hours 
11 minutes

35.0% 926GB 1.41TB

250 53 hours 
26 minutes

5 hours 
36 minutes

59 hours 
2 minutes

28.9% 2.53TB 3.52TB

400 69 hours 
15 minutes

6 hours 
59 minutes

76 hours 
14 minutes

28.1% 3.96TB 5.47TB

800 87 hours 
32 minutes

8 hours 
22 minutes

95 hours 
54 minutes

28.6% 8.01TB 11.2TB

 
Table 4: Endpoint Centralization Time
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As shown in Table 4, the percentage of disk saving varies for each test because each physical desktop in the 
environment contains a di�erent amount of unique data. For example, some users had 9GB of unique data, 
others had 16GB, but on average, the amount of unique data was approximately 10GB. In general, a larger test 
yields a more accurate sampling. Based on this environment (Windows XP SP3, O�ce 2007, and a few other 
applications), Mirage deduplication enabled an average disk savings of 28�30 percent. The smaller tests were 
not used to calculate the average.

In the largest scenario, Mirage centralized all 800 endpoints over the Gigabit LAN in a period of three days, 23 
hours, and 54 minutes, against a single Mirage server. Working on a larger scale, adding additional Mirage servers 
shortens the centralization time even more. However, it is critically important to have proper planning of available 
resources to support the addition of those Mirage servers. Simply augmenting the number of servers can minimize 
the total time for centralization, but it also puts an additional workload on the network and storage resources. It is 
also important to consider the total time that endpoints are expected be online every day.  

������������������
�����������

��������
�����
	���

������������
	���

Figure 6: Resources to Consider when Adding Mirage Servers

Between deduplication and compression, Mirage was able to achieve an average savings of 30 percent. This 
means that only 70 percent of the content of the 800 endpoints, 19.6TB of the 28TB total, had to be transferred 
across the LAN. This slashed both the time and bandwidth that would have been needed to back the desktops 
up without these key capabilities.

Mirage servers are built to sustain close to 100 percent utilization for a long period of time without causing 
issues for endpoints or servers in the environment. They can run a large number of concurrent operations for 
multiple days at full capacity. When running at full capacity, Mirage servers throttle endpoint transfer speed as 
needed, which makes this a good solution for managing thousands of endpoints. As more storage resources 
become available, Mirage servers allow the endpoints to increase their �le transfer speed. 
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To check the average transfer speed of any endpoint after it �nishes centralizing, look at the transaction log 
in the Mirage Management console. Find an endpoint that has �nished centralizing, right-click, and choose 
properties. The average transfer speed for endpoints varies considerably, sometimes by as much as several 
MB/s. In this customer�s case, the best transfer speed was 2.6MB/s per endpoint. Figure 7 shows two examples 
of this data. 

Figure 7: Example Transfer Rates

Another built-in network functionality in the Mirage server is throttling. Mirage limits the amount of parallel 
data deduplication to avoid overloading the storage. Mirage pauses endpoints to temporarily keep them from 
transferring data so that once an endpoint completes deduplication, the next machine continues its transfer. 
The Mirage server performs throttling automatically and resumes the transfer as soon as bandwidth becomes 
available again. 

You can look at throttling in the Mirage Management console when a large number of concurrent endpoints 
are centralizing. For instance, in one of the scenarios detailed in Table 4, there was endpoint throttling in 
the concurrent centralization of 100, 250, 400, and 800 endpoints. Because the actual number of throttled 
endpoints varies and is automatically managed by Mirage, no data was captured for this event, but it could be 
seen brie�y in the console, as shown in Figure 8.

Figure 8: Throttled Endpoint

As soon as the deduplication process was complete on the endpoints, the Mirage server stopped throttling 
those endpoints, and centralization continued. This was 100 percent transparent to the end user.
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All the endpoints centralized had the same hardware con�guration and were automatically defragmented. 
Di�erences in the age and performance of the hardware, the amount of unique data, and the number of hours 
per day each endpoint is online and actively used all impact the amount of time required for Mirage to back 
them up. Such factors are best evaluated by performing a comprehensive assessment of the desktops as part 
of Windows 7 migration planning. Typically, Mirage is not permitted to use the entire circuit in order to save 
bandwidth for other applications. When planning your migration, consult the test results for the network speed 
that most closely matches the amount of bandwidth Mirage is permitted to use. 

The endpoints during these tests were also online 24 hours per day with no active users. They also had the 
same hardware con�guration, with hard disks that were automatically defragmented using Raxco PerfectDisk. 
Centralization of desktops that are not online as much, have active users, or di�ering hardware con�gurations 
or levels of system health require di�erent amounts of time and Mirage resources. Performing an assessment of 
the endpoints to be centralized can help identify such factors.
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Test Results: Windows 7 Migration of  
825 Endpoints over LAN

This section describes the migration of up to 400 concurrent endpoints to Microsoft Windows 7.

Using the Windows OS Migration wizard in the Mirage Management console, the administrator selected the 
�rst �ve Windows XP desktops that completed centralization. Because the endpoints had been backed up by 
Mirage centralization, the administrator had an easy way to fully recover any endpoint whose migration did not 
succeed.

Before completing the wizard and launching the migration, the administrator selected the Windows 7 base 
layer, AD domain, and organizational unit (OU) for the desktops. 

The desktops remained completely available while the Mirage server transferred Windows 7 to each endpoint, 
in the background. Only after Windows 7 was completely transferred to each endpoint did the migration from 
XP actually begin. These desktops did not have active users at the time, so Mirage automatically rebooted 
them to begin the migration. If any users had been logged in to any of the endpoints, they would have been 
prompted to reboot, giving them an opportunity to save open work and continue, or to delay their migration.

During the reboot, Mirage replaced Windows XP with the Windows 7 base layer in an operation known as 
the pivot. It then rebooted again, starting Windows 7 for the �rst time, performing hardware detection and 
installation of the drivers from the Mirage driver library. During this time, Mirage displayed a series of screens 
similar to the image in Figure 9. 

Figure 9: Example of a Mirage �Do not turn o�...� Message

After driver installation and other required tasks were completed, the endpoints were added to the AD 
domain, and the users� Windows pro�le and data were migrated automatically from Windows XP. The desktop 
then booted a �nal time, fully migrated to Windows 7 and available for use, with an average total amount of 
downtime of only 26 minutes!

The following tables show the migration time for di�erent numbers of endpoints, ranging from 10 to 400 
concurrent operations. Even with the increase in the total number of concurrent endpoints being migrated, 
the total amount of time to complete the migration did not increase at the same rate. This was due mainly to 
Mirage server local cache technology, which leverages the local server cache during the push of the Windows 7 
base image to the various endpoints. Because the same image is sent to all endpoints, Mirage does not have to 
go back to the Single-Instance Storage (SIS) every time. After the initial image is sent to the endpoints, Mirage 
retains the information in its local cache.















T E C H N I C A L  W H I T E  PA P E R  /  2 8

VMware Mirage
Large-Scale Reference Architecture

Appendix B: Mirage Server Recommendations 
for Mass Centralization

The Mirage server is designed to handle a high volume of concurrent operations, given proper resources�CPU, 
memory, network bandwidth, and storage IOPS�to support the workloads. Endpoint centralization is the 
operation that consumes the largest amount of resources. When starting a large-scale Mirage project, if the 
intent is to quickly centralize all the endpoints, whether to back them up or to start your migration, plan to 
scale-out your infrastructure for that time period, until the initial mass centralization phase is complete. 

 

Initial Mass
Centralization

Scale out to accommodate concurrent uploads

Ongoing
Snapshots

Scale down fewer concurrent uploads

Elastic
Infrastructure Mirage servers are stateless —

run great as virtual machines
VMware

VM
VM

VM
VM

VM
VM

This reference architecture demonstrates that one Mirage server can accommodate the synchronization of 
a large number of endpoints. The server reached maximum resource utilization at around 100 concurrent 
operations. If you want to minimize that initial mass centralization time, adding more Mirage servers is the 
best approach. However, if multiple Mirage servers are deployed in your organization, you need to place a load 
balancer in front of your Mirage servers and use the FQDN of the load-balanced environment to deploy to the 
endpoints. Mirage servers are easy to deploy and work extremely well in a virtualized environment. You are 
encouraged to run them on virtual infrastructures. 

Initial Mass
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Ongoing
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Infrastructure Mirage servers are stateless —
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VM
VM

Deploying multiple Mirage servers this way, you can provision more servers as needed and phase them out 
once the initial mass centralization phase is complete.

Initial Mass
Centralization

Scale out to accommodate concurrent uploads

Ongoing
Snapshots

Scale down fewer concurrent uploads

Elastic
Infrastructure Mirage servers are stateless —

run great as virtual machines
VMware

VM
VM

VM
VM

VM
VM

On average, an endpoint centralized with Mirage consumes about 15kb/s over a period of 24 hours. This is 
important because after all the endpoints are centralized, the delta of information continues to sync back 
to the Mirage server. That 15kb/s, although very small, could add up to a fair amount of continuous data 
exchanged when multiplied by hundreds or thousands of machines. VMware Professional Services has a 
Mirage centralization calculator that can help you estimate the time it might take to complete the initial mass 
centralization. For more information, contact your VMware account team or VMware partner.
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