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A synchronization mechanism is implemented that prevents the guest  write I/Os from conflicting with the bulk 
copy process read I/Os when the guest write I/Os are issued to the disk region currently being copied by the bulk 
copy process. No synchronization is needed for guest read I/Os, which are issued only to the source virtual disk.  

vSphere 5.1 vMotion follows an almost identical model for migrating a virtual disk, but uses a network transport 
for migrating the data. In contrast to Storage vMotion, vSphere 5.1 vMotion cannot rely on synchronous storage 
mirroring because the source and destination datastores might be separated by longer physical distances. High 
or varying network latency can impact the virtual machine I/O performance adversely when using synchronous 
storage replication. Instead, vSphere 5.1 vMotion relies on an asynchronous transport mechanism for migrating 
both the bulk copy process and I/O mirroring process data. The asynchronous transport uses a buffering 
technique that essentially enables vSphere 5.1 vMotion to maintain very good virtual machine performance during 
the storage migration even in the face of higher and unpredictable network latencies. vSphere 5.1 vMotion 
switches from asynchronous mode to synchronous mirror mode whenever the guest write I/O rate is faster than 
the network transfer rate (due to network limitations) or I/O throughput at the destination datastore (due to 
destination limitations).   

 

 

 

Figure 1. vSphere 5.1 vMotion data path during storage migration 

Figure 1 illustrates the vSphere 5.1 vMotion data path. The I/O mirroring process intercepts the guest virtual 
machine write I/O requests and mirrors these to the disk transmit buffer. Concurrently, the bulk copy process 
performs the task of reading from the source disk and enqueuing the write I/Os to the disk transmit buffer. The 
contents of the disk transmit buffer are transferred to the destination over the TCP framework, and finally written 
out to the destination datastore. 

As shown in Figure 1, vSphere 5.1 vMotion typically transfers the disk content over the vMotion network. However 
vSphere 5.1 vMotion optimizes the disk copy by leveraging the mechanisms of Storage vMotion whenever 
possible.  For instance, if the source host has access to the destination datastore, vSphere 5.1 vMotion will use the 
source host’s storage interface to transfer the disk content, thus reducing vMotion network utilization and host 
CPU utilization. Similarly, if both the source and destination datastores are on the same array that is capable of 
using VMware vSphere® Storage APIs - Array Integration (VAAI), and the source host has access to the 
destination datastore, vSphere 5.1 vMotion will offload the task of copying the disk content to the array using 
VAAI. 
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vSphere 5.1 vMotion Performance Features  

Using Multiple NICs for vSphere 5.1 vMotion 

vSphere 5.1 vMotion can leverage the multi-NIC feature, added in vSphere 5, to load balance the  vMotion 
network traffic over multiple network adaptors. The multi-NIC feature allows the provisioning of multiple vMotion 
network interfaces on the source and destination hosts.  When a migration is initiated, VMkernel will pair source 
and destination vMotion NICs based on link speed, pairing multiple NICs to a single NIC as needed to fully utilize 
the link.  VMkernel opens a TCP connection per network adaptor pair and transparently load balances the 
migration traffic over all the connections. 

For example, if the source host has two 10GbE NICs, and the destination host has one 10GbE NIC and two 1GbE 
NICs, VMkernel will pair the first 10GbE NIC on the source host with the sole 10GbE NIC on the destination host, 
then VMkernel will pair the second 10GbE NIC on the source host with the two 1GbE NICs on the destination host, 
thereby resulting in a total of three TCP connections.  

Note:  Ensure that all the vMotion vmknics on the source host can freely communicate with all the vMotion 
vmknics on the destination host. It is recommend to use the same IP subnet for all the vMotion vmknics.  

vSphere 5.1 vMotion over Metro Area Networks 

vSphere 5.1 vMotion is latency aware and provides support on high-latency networks with round-trip latencies of 
up to 10 milliseconds. 

Stun During Page-Send (SDPS) 

vSphere 5.1 vMotion leverages the SDPS enhancement, added in vSphere 5, which ensures vSphere 5.1 vMotion 
will not fail due to memory copy convergence issues. As noted in the Architecture section, transfer of the virtual 
machine’s memory contents during vMotion involves an iterative pre-copy procedure. In most cases, each pre-
copy iteration should take less time to complete than the previous iteration. However, in some pathological cases 
where the virtual machine modifies memory contents faster than it can be transferred (due to workload 
characteristics or network infrastructure limitations), SDPS will kick-in and ensure the memory modification rate 
is slower than the pre-copy transfer rate. This technique avoids any possible vMotion failures. Upon activation, 
SDPS injects microsecond delays into the virtual machine execution and throttles its page dirty rate to a 
preferred rate, guaranteeing pre-copy convergence. 

Other Performance Optimizations in vSphere 5.1 vMotion  

Significant improvements are made to optimize the disk copy to reduce the network and host CPU usage. Several 
of these optimizations leverage the knowledge of the virtual disk’s characteristics and VMFS-level 
implementation details.  
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vSphere 5.1 vMotion was compared with Storage vMotion because the latter represented a best-case baseline for 
disk migration. As noted in the Architecture section, Storage vMotion works by making a local copy of the virtual 
disks from one storage device to another storage device on the same host. vSphere 5.1 vMotion, on the other 
hand, migrates virtual disks from a source host to a destination host over a network.  Therefore, comparing 
vSphere 5.1 vMotion with Storage vMotion made it possible to understand the performance implications of 
creating a network copy compared with creating a local copy for storage migration. 

In the test scenario, a load of 12 DS2 users generated a substantial load on the virtual machine in terms of CPU, 
memory, and disk usage.  The migration was initiated during the steady-state period of the benchmark, when the 
CPU utilization (esxtop %UTIL counter) of the virtual machine was close to 125%. The machine memory consumed 
and in use by the guest was 16GB. The average read I/Os per second (IOPS) and the average write IOPS of the 
database disk were in the range of 1250 and 200 respectively. The test scenario focused only on migration of the 
I/O-intensive 90GB database disk, while leaving the idle boot disk and the 100% sequential I/O log disk on a 
shared volume.  

Test Results 

Figure 3 summarizes the results of the vSphere 5.1 vMotion and Storage vMotion test scenarios.  

 

 
Figure 3. Disk migration time in Storage vMotion and vSphere 5.1 vMotion 

Figure 3 shows nearly identical disk migration times during both test scenarios. This indicates that the impact of 
using the network to migrate the virtual disks was very minimal compared to a local copy.  

During the disk copy phase of both Storage vMotion and vSphere 5.1 vMotion, the average read I/O operations 
and the average read I/O bandwidth on the database disk were about 5500 IOPS and 300MBps, respectively. 
The huge increase in average read I/O operations on the virtual disk during the disk copy phase is expected due 
to the concurrent I/O operations from the guest as well as bulk copy.  

The average write IOPS on the database disk during the disk copy phase was about 120. The drop in the write 
IOPS during the disk copy phase was consistent with the drop in the SQL Server throughput (orders processed 
per second).  

The average network usage during the disk copy phase of the vSphere 5.1 vMotion was around 2.3Gbps. This 
indicates that disk migration time is more likely determined by the I/O throughput of the source and destination 
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datastores than the available network bandwidth.  

The total duration of vSphere 5.1 vMotion was about 20 seconds higher than that of Storage vMotion operations 
due to the memory copy phase. 

Figure 4 plots the performance of a SQL Server virtual machine in orders processed per second at a given time—
before, during, and after the Storage vMotion process. 

 
Figure 4. Performance of SQL Server virtual machine before, during, and after Storage vMotion 

Figure 4 shows that Storage vMotion started at about 137 seconds into the steady-state interval, and its total 
duration was 249 seconds. The throughput drop during the disk copy phase is expected due to the disk-intensive 
nature of the workload.  

A temporary drop in throughput occurred during the switch-over phase, when the virtual machine was quiesced 
to relocate the home directory of the virtual machine from the source datastore to the destination datastore.  

Because the database disk was migrated from a higher performance SAN to a slightly slower SAN, the 
throughput after the migration was lower than the throughput prior to the migration. 

Figure 5 plots the performance of a SQL Server virtual machine in orders processed per second at a given time—
before, during, and after vSphere 5.1 vMotion. 
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Figure 5. Performance of SQL Server Virtual Machine Before, During and After vSphere 5.1 vMotion 

Figure 5 shows the vSphere 5.1 vMotion process started at about 142 seconds into the steady-state interval. Its 
total duration was 270 seconds, of which the disk copy phase was 252 seconds. The throughput drop during the 
disk copy phase was similar to the drop observed during the disk copy phase of the Storage vMotion process.  

In contrast to Storage vMotion, vSphere 5.1 vMotion also must migrate the memory and device state. This is 
indicated by the memory copy phase. The throughput drop during the memory copy phase was very minimal.  

A temporary drop in throughput occurred during the switch-over phase when the virtual machine was 
momentarily quiesced on the source host and was resumed on the destination host. 

Results from these tests indicate that the performance impact of using a network to migrate virtual machine 
storage compared to a local copy is very minimal even when running a highly I/O-intensive database application. 

vSphere 5.1 vMotion Performance in an In-
Memory Caching Environment 
In-memory databases and caching applications are rapidly growing trends today in a world where the volume of 
data is growing exponentially. These solutions are widely deployed across all the industry segments spanning 
telecommunications, financial services, travel logistics, gaming, and more. In-memory caches enable a very 
efficient data access pattern by moving data closer to the application, thereby delivering the extreme 
performance demands of modern, real-time applications. 

For the study, IBM SolidDB, a relational, in-memory database, was chosen as the candidate to study the vSphere 
5.1 vMotion performance implications during a memory migration. Customers typically deploy SolidDB to 
accelerate traditional disk-based relational database servers by caching performance-critical data into one or 
more in-memory database instances.  
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LOAD 
(# CLIENTS)  

WRITE IO OPERATIONS PER SECOND 
(IOPS)  

WRITE MB PER SECOND (MBPS)  

Idle  0  0  

8  906  13.68  

16  1444  22.21  

32  2378  36.68  

64  3220  50 .12  

Table 2. I/O activity on the database disk during different load scenarios 

 
Figure 6. Duration of Memory Migration during vSphere 5.1 vMotion and vMotion 

Figure 6 plots the duration of the memory migration phase during the vSphere 5.1 vMotion and vMotion 
processes in varying load scenarios. The figure also shows the average write I/O operations on the database disk 
during each test scenario before the start of the migration.  As expected, during the idle virtual machine scenario, 
with zero activity on the database disk, the duration of the memory copy phase was nearly identical during both 
vSphere 5.1 vMotion and vMotion tests.  

Even as the load was increased from 8 client processes to 64 client processes, the difference in memory copy 
duration between vSphere 5.1 vMotion and vMotion tests was only in the noise range (less than 5 percent). The 
I/O load was most intensive during the 64-client test case, with the average write I/O operations and the average 
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write I/O bandwidth on the database disk around 3200 IOPs and 50 MBps respectively. Even during such a 
heavily loaded scenario, the impact of the disk I/O activity on the vSphere 5.1 vMotion memory copy duration was 
very minimal. 

In the 64-client scenario, during both vMotion and vSphere 5.1 vMotion tests, the VMkernel logs indicated that 
workload complexity imposed an unusual memory access pattern with the virtual machine modifying the 
memory faster than it can be transferred even on a 10GbE network. Therefore, during both vMotion and vSphere 
5.1 vMotion tests, the new SDPS enhancement (more details in Architecture section) kicked in when the pre-copy 
was failing to make forward progress and enabled the migration to progress smoothly.   

Finally, Figure 6 also plots a multi-NIC data point when running 64 client processes. The precopy was able to 
transfer the memory changes faster than the virtual machine dirty rate when using the two 10GbE NICs for the 
migration, in spite of the workload complexity, because there was more network bandwidth . Therefore SDPS did 
not kick-in during both the vSphere 5.1 vMotion and vMotion tests.  Figure 6 shows that during both vSphere 5.1 
vMotion and vMotion tests, using two NICs reduced the memory copy duration by 30%. 

The impact on guest performance during the memory copy phase was similar during both the vSphere 5.1 
vMotion and vMotion tests in all scenarios. Figure 7 and Figure 8 show the guest impact in the 32-client test 
scenario during vMotion and vSphere 5.1 vMotion respectively. 

 
Figure 7. Performance of SolidDB virtual machine before, during, and after vMotion 
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