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Introduction
In the version 1.0 release of VMware vSpherefi Storage Appliance, a brand-new, unmodi�ed installation of 
vSphere 5.x infrastructure, also known as a green�eld infrastructure, was required for deployment. This 
requirement was identi�ed as a signi�cant constraint to the usability of the solution. The latest release of 
vSphere Storage Appliance, version 5.1.x, addresses this limitation in deployment options. 

vSphere Storage Appliance version 5.1.x can be deployed into a VMware vSphere 5.x infrastructure that is 
already in production, with con�gured virtual networks and operating virtual machines. This type of  
vSphere Storage Appliance 5.1.x deployment is known as a brown�eld deployment. 

This white paper will discuss the procedure and requirements for vSphere Storage Appliance 5.1.x deployments 
into existing vSphere infrastructures.

vSphere Storage Appliance 5.1.x  
Brown�eld Deployment
In the previous release, it was required that vSphere Storage Appliance 1.0 be installed into a brand-new 
vSphere 5.0 infrastructure with a minimum of two and a maximum of three vSphere 5.0 hosts. This installation 
requirement was typically referred to as a green�eld infrastructure.

The green�eld infrastructure requirement presented some challenges. It made it di�cult to introduce the 
vSphere Storage Appliance solution in scenarios with existing and operating vSphere 5.0 infrastructures. To use 
and deploy vSphere Storage Appliance, the user had to either procure new hardware or rebuild the existing 
operating environment.
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Figure 1. Supported vSphere Storage Appliance Deployment Scenarios







T E C H N I C A L  W H I T E  P A P E R  /  6

VMware vSphere Storage Appliance 5.1.x 
Brownfield Deployments

vSphere Storage Appliance 5.1.x Brown�eld 
Deployment with Downtime
Standard vSphere Storage Appliance deployments require some downtime due to the changes being e�ected 
on the vSphere hosts by the vSphere Storage Appliance installer. 

There are two con�guration changes in particular�VMFS heap size and EVC baseline�that are responsible for 
imposing downtime on the deployment process.

VMFS Heap Size 
The heap size of vSphere hosts is increased to support the larger VMFS-5 volume size supported by  
vSphere Storage Appliance 5.1. This change is automatically implemented by the vSphere Storage Appliance 
installer and requires a reboot of all vSphere hosts. The default VMFS-5 heap size is 80MB.

VMFS heap size determines the maximum amount of addressable space that can be accessed by a �le or,  
in this case, a virtual machine disk (VMDK). The default VMFS-5 heap con�guration is sized in a conservative 
manner, and any vSphere host should have a large enough heap size to address a default maximum of an 
estimated 10TB.

The change e�ected by the vSphere Storage Appliance installer to support larger VMFS-5 volumes boosts the 
heap size to its maximum supported value of 256MB. This change increases the amount of open �le or VMDK 
addressable space to a new maximum of 32TB. 

EVC Baseline 
In a brown�eld environment, it is very likely that there are virtual machines running and using CPU features on 
vSphere hosts as well as on their local storage. 

Figure 2. Audit Message � vSphere Storage Appliance Installer Running Virtual Machines 

vSphere Storage Appliance installer default EVC settings for green�eld deployments assume no running virtual 
machines on vSphere hosts. All running virtual machines must be shut down for the vSphere Storage Appliance 
installer to proceed with the installation.
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Network
In brown�eld scenarios, vSphere hosts should have their networks and vSphere standard virtual switches 
already created and con�gured. If this is the case, the vSphere Storage Appliance installer executes its 
compatibility checkpoints and validates the con�guration to con�rm the existence of the required port groups 
and their con�guration.

If the vSphere Storage Appliance installer is unable to validate the required con�guration, based on the required 
port groups, port group naming conventions, vSphere standard switch NIC binding policies and physical switch 
connectivity requirements, the end user must apply the correct and recommended con�guration.

In the event that the vSphere Storage Appliance network con�guration is to be applied manually, users must 
know the port group con�gurations and vSphere standard switch NIC binding policies recommendation as 
previously covered in the �vSphere Storage Appliance 5.1.x Compatibility Validation Checkpoints� section of  
this document.

In the event that the brown�eld environment is using the default vSphere network con�guration without  
any custom or precon�gured settings, the vSphere Storage Appliance installer will automatically add the 
appropriate con�guration.

vSphere standard switch con�guration requirements for vSphere Storage Appliance are based on a redundant 
and high-availability concept, which is designed for the mitigation of network single points of failure.
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Figure 3. vSphere Storage Appliance Recommended Network Design
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Storage
The vSphere Storage Appliance installer analyzes the vSphere hosts� local VMFS datastores to identify the 
remaining free space. The available capacity is then handed o� to vSphere Storage Appliances for use as part of 
the NFS shared storage capacity.

When vSphere Storage Appliances have control of the storage capacity, they automatically con�gure the 
capacity for the NFS shared storage. After the shared storage has been con�gured, the virtual machines on local 
storage can be migrated to the newly presented NFS shared storage. 
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Figure 4. vSphere Storage Appliance Shared Storage

Using VMware vSphere Storage vMotionfi, virtual machines can now be migrated o� the local VMFS-5 datastores 
into the newly mounted NFS shared storage. 

The local VMFS-5 capacity can be reclaimed online by vSphere Storage Appliances and then added to the  
NFS shared storage as the capacity becomes available using the Increase Storage feature located in the 
vSphere Storage Appliance manager tab in vSphere Web Client.
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vSphere Storage Appliance 5.1.x Brown�eld 
Deployment with Zero Downtime
The ability to deploy vSphere Storage Appliance into an existing vSphere environment with zero downtime is a 
critical addition to the solution.This deployment scenario is much like the one previously discussed and is subject 
to the same speci�c con�gurations, infrastructure requirements and compatibility validation checkpoint process 
performed by the vSphere Storage Appliance installer.

The di�erence between this deployment scenario and the one previously discussed is that this approach avoids 
con�guration-setting changes that would require a reboot and shutdown of virtual machines. 

In this deployment scenario, the con�guration items are manually con�gured prior to the launch of the  
vSphere Storage Appliance installer wizard. The vSphere hosts� VMFS heap size and EVC settings are manually 
changed to match the vSphere Storage Appliance requirements before the vSphere Storage Appliance installer 
compatibility validation checkpoints process is performed. 

With this manual con�guration complete, the vSphere Storage Appliance installer no longer requires the 
shutdown of running virtual machines or a reboot of the vSphere hosts.

VMFS Heap Size 
To modify the VMFS heap size, locate the MaxHeapSizeMB attribute in the vSphere hosts� advanced systems 
settings and change it to 256MB, as illustrated in Figure 5.

Figure 5. VMFS Heap Size Setting

Omitting the requirement to shut down running virtual machines does not impact any future virtual machine 
operational capabilities. However, omitting the reboot of vSphere hosts impacts the overall storage capacity  
and the number of open �les or VMDKs that vSphere Storage Appliance 5.1.x can support until the hosts  
are rebooted.

 As was previously mentioned, the vSphere hosts� default VMFS-5 heap size is set at 80MB, which is large 
enough to address a default maximum of 10TB. For the vSphere hosts to address the vSphere Storage Appliance 
5.1.x supported maximum of 32TB, the heap size must be changed to 256MB. After that change has been made, 
the vSphere hosts must be rebooted to commit the change.














