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vCenter Server Scalability
Manageability has become just as important as the day-to-day performance of applications. Simplifying IT 
operations reduces costs and makes businesses more �exible and agile, ready to quickly respond to changes in 
the environment. The improvements made in the VMware vSphere 5.1 Web Client, vCenter Single Sign-On 
server, and vCenter Server backend provide the �exibility to manage several di�erent services from anywhere 
with a single authentication. VMware vCenter 5.1 provides the performance and data required to run a growing 
virtualization environment.

vSphere Web Client
In vSphere 5.1, the vSphere Web Client is the new primary point for vSphere management. It has several 
advantages over the previous Microsoft Windows�based VMware vSphere Client�. It is platform agnostic, built 
to handle thousands of objects and be highly extensible. The vSphere Web Client also improves vCenter Server 
tasks and work�ows by preventing �work�ow lock,� where one task in the GUI takes precedence and prevents 
the user from switching to another task without �rst ending the current task. In the vSphere Web Client, vSphere 
introduces a new feature called �Work in Progress,� with which the user can pause a current task to work on 
another task in the UI and then later resume the original task at the point it was interrupted.

The vSphere Web Client also expands the scalability of vSphere management and supports up to 300 
concurrent vSphere Web Client users, a 200 percent increase over the previous standard vSphere Client. 

Figure 1. The VMware vSphere Web Client
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vCenter Single Sign-On Server
vSphere 5.1 and vCenter Server 5.1 now utilize vCenter Single Sign-On server to provide centralized user access 
control and management. In a vSphere environment, users might have a need to access several vSphere 
infrastructure components, such as VMware vCenter Orchestrator�, vCenter Server and the vCenter Inventory 
Service. Utilizing vCenter Single Sign-On server, the user must provide security credentials to the client only 
once; this validates them against vCenter Single Sign-On server. If the validation is successful, vCenter Single 
Sign-On server issues a security token that can be used by the client to access any of the vSphere infrastructure 
components according to the user�s permissions and rights. vCenter Server 5.1 and the vSphere Web Client 
utilize vCenter Single Sign-On server for all user authentication. 

vCenter Single Sign-On server can support more than 30,000 transactions per hour, enough to meet the needs 
of large-scale cloud environments with hundreds of concurrent clients and authentication activities. vCenter 
Single Sign-On server also supports a clustered mode where two or more servers work together for high 
availability and load balancing. In clustered mode using two vCenter Single Sign-On servers, performance for 
authentication tasks improved by up to 42 percent over that of a single server while providing redundancy for 
high availability. 

vCenter Server Enhancements
vSphere 5.1 enables greater levels of consolidation and larger virtualized environments. As a result,  
vCenter Server 5.1 has also been enhanced to provide better scalability and support for these larger 
environments, reduce latency on vCenter Server database activities, and enable the collection of a greater 
number of vSphere statistics. 

vCenter Server 5.1 is now more e�cient in how it does its statistics collection and processing. As a result, it is 
now able to handle higher statistics collection levels for larger environments�up to 80 million statistics/hour�
which corresponds to collecting vCenter Server statistics at statistics level 4 for a massively large cloud 
environment consisting of 1,000 vSphere hosts, 2,000 connected datastores and 10,000 powered-on  
virtual machines.

STATISTICS COLLECTION 
LEVEL

NUMBER OF STATISTICS/
HOUR

NUMBER OF STATISTICS/ 
5 MINUTES

Level 1 10M 0.83M

Level 2 15M 1.25M

Level 3 68M 5.67M

Level 4 80M 6.67M

Table 1. Statistics/Hour for Various vCenter Server Statistics Levels 
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Core Platform

64-Way vCPU Scalability
VMware vSphere 5.1 can now support virtual machines with up to 64 vCPUs. Being able to utilize larger virtual 
machines enables large-scale tier 1 applications to be virtualized while still achieving the mission-critical high 
performance that they demand. VMware performance engineering has demonstrated that large CPU and 
memory-intensive workloads (HPC workloads: SPEC MPI and SPEC OMP benchmarks) running on 64-vCPU 
virtual machines in vSphere 5.1 can achieve near native performance. For full details on the SPEC MPI and SPEC 
OMP HPC benchmark results, visit http://labs.vmware.com/publications/performance-evaluation-of-hpc-
benchmarks-on-vmwares-esxi-server.

Other business-critical applications have also been shown to scale well in a vSphere virtualized environment  
as compared to a physical environment. Testing using Oracle Database and an OLTP-intensive workload has 
shown that even the most strenuous workloads scale well from 1 to 64 vCPUs in vSphere 5.1, comparable to the 
application�s native physical scaling capabilities. The ability to create larger 64-way virtual machines, combined 
with the scaling performance of vSphere, enables users to virtualize large business-critical workloads  
with con�dence.

Memory Overhead Reduction
Large and complex virtual machines are typical in vSphere virtualized environments. The management 
processes that support them require resources. These management processes for large virtual machines  
can reserve large amounts of memory that prior to vSphere 5.1 were locked in the vSphere host�s physical 
memory�even if the process was actively using only a small amount of that memory. To balance the vSphere 
management processes� memory usage against virtual machines demanding memory, vSphere 5.1 has 
introduced the ability to swap out and thereby reduce the memory reservation for several of the vSphere 
backend processes. This feature can reduce memory overhead for vSphere backend processes by up to 1GB 
when the vSphere host is under memory pressure. 

To use this feature, a system swap �le location must �rst be designated. This can be accomplished via the 
vSphere Web Client.

NOTE: This system swap �le is di�erent from the per�virtual machine swap �les, which store memory pages 
from the VMX component of the per�virtual machine memory space overhead.

Virtualized CPU Performance Counters 
Virtual machines are becoming the standard in IT organizations as a stable and extensible platform to run many 
workloads. More and more software developers and quality assurance engineers are utilizing vSphere virtual 
machines as their development and testing platform. This trend has given rise to the need for virtual machines to 
provide more accurate counters from the underlying physical hardware. 
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vSphere 5.1 provides the ability to expose more low-level CPU performance monitoring counters to the guest 
OS, which enables improved debugging, tuning and troubleshooting of operating systems and applications�
and enhances the ability to develop, test and optimize applications�running inside a VMware virtual machine.

Figure 2. CPU Performance Monitoring

Latency Sensitivity Setting
vSphere 5.1 simpli�es the process of con�guring a virtual machine to support low-latency applications. It now 
o�ers a latency sensitivity advanced setting that automatically makes low-level changes in the vSphere kernel to 
reduce latency for the virtual machine. The latency sensitivity setting might improve the performance of latency-
sensitive virtual machines when they are contending for CPU resources with non�latency-sensitive virtual 
machines. However, if the workload is not latency sensitive, the setting might have a negative performance 
impact. Therefore this feature should be enabled only after testing has shown performance bene�ts for the 
user�s particular application.

Figure 3. Latency Sensitivity Feature



T E C H N I C A L  W H I T E  P A P E R  /  8

What’s New in VMware vSphere 5.1 – 
Performance

Storage

Storage I/O Control – Automatically Tuning Congestion Threshold
The default latency threshold for Storage I/O Control is 30ms. Not all storage devices are equal, so this default 
value is set to the middle of the range. There are devices that hit their natural contention point earlier than 
others. One example of this is SSDs, for which the user should decrease the threshold. However, manually 
determining the correct latency can be di�cult, so the latency threshold should be automatically determined  
for each device. Storage I/O Control now can do this instead of employing a default value or requiring  
user selection.

The latency threshold is set automatically to the value determined by the I/O injector (a new part of  
Storage I/O Control). When the I/O injector calculates the peak throughput, it then detects the 90 percent 
throughput value and measures the latency at that point to determine the threshold.

Figure 4. Automatic Latency Threshold Advantages

vSphere administrators can change this from 90 percent to another value or they can input a millisecond value if 
they choose.

Another enhancement to Storage I/O Control is that it now supports a passive statistics-only mode by default. 
This new feature enables Storage I/O Control to collect statistics even if it is not actively managing and 
controlling the user�s storage workloads. The new Storage I/O Control statistics-only mode also enables  
Storage DRS to get statistical information on datastores immediately when they are added to a cluster.

VmObservedLatency
The improved Storage I/O Control now can monitor and control storage congestion occurring not only on the 
storage device but also inside the rest of the storage stack. In vSphere 5.1, VmObservedLatency is a new Storage 
I/O Control metric, replacing the datastore latency metric used in previous versions. The new metric measures 
the time between receipt of the I/O by the VMkernel from the virtual machine and receipt of the response from 
the datastore. Previously, Storage I/O Control measured the latency only after the I/O had left the vSphere host 
(device latency only). Now Storage I/O Control measures and controls storage workload latency throughout the 
whole virtualized storage stack. If all hosts using the datastore cluster leverage vSphere 5.1, Storage DRS uses 
the VmObservedLatency metric, which closely represents the load on the datastore as detected by virtual 
machines and is visible in the vSphere Web Client performance charts.
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Figure 5. VmObservedLatency 

Storage DRS Enhancements – Correlation Improvements
Storage DRS was a signi�cant new feature introduced in VMware vSphere 5.0 that provided smart virtual 
machine placement and load-balancing capabilities based on I/O and space capacity. It helped decrease the 
operational e�ort associated with the provisioning of virtual machines and monitoring of the storage 
environment. In vSphere 5.1, Storage DRS has been further improved to detect correlated datastores better, 
preventing unnecessary Storage vMotion operations. 

Datastore correlation refers to the process of discovering whether two distinct datastores might be using the 
same set of disk spindles on a storage array. The purpose of this feature is to help Storage DRS determine where 
to move a virtual machine. For instance, there is little advantage to moving a virtual machine from one datastore 
to another if the two datastores are backed by the same set of physical spindles on the array. The datastore-
correlation detector also can assist in following antia�nity rules, making sure that virtual machine disks are kept 
not only on separate datastores but also on di�erent spindles on the backend array.

Although the initial release of Storage DRS included datastore-correlation detection capabilities, it relied on 
VMware vSphere APIs for Storage Awareness (VASA), which might not be supported by all storage arrays. The 
vSphere 5.1 datastore-correlation detection mechanism uses the I/O injector to determine whether a source and 
destination datastore are correlated. The I/O injector places a load on one datastore and monitors the latency on 
another. If the datastore-correlation mechanism measures a latency increase on both datastores when a load is 
placed on one datastore, it can detect that the datastores are correlated. This enhancement enables datastore-
correlation detection on storage arrays without VASA support.
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Figure 7. Sequential Reads, Relative CPU Cost per I/O (Lower Is Better and Means a Higher CPU E�ciency) 

When testing with multiple virtual machines using multiple storage I/O threads, the 16Gb FC HBA achieved  
196K read IOPS for an 8KB block size and more than 500K read IOPS for a 1KB block size. This represents a 
throughput of 1,535MBps, which is near the 16Gbps wire speed for 16Gb FC and a 100 percent improvement in 
throughput over 8Gb FC.

For full details, see the Storage I/O Performance on VMware vSphere 5.1 over 16 Gigabit Fibre Channel technical 
white paper available on the vmware.com Web site.

iSCSI Storage Driver Upgrade for Jumbo Frames 
The emergence of 10Gb Ethernet in the datacenter and the popularity of network-based storage have created 
the need to provide features that enable users to fully utilize larger networking pipes. Jumbo frame support was 
available in previous releases of vSphere for virtual machine, NFS, and software-based iSCSI network tra�c. 
vSphere 5.1 adds jumbo frame support to all hardware iSCSI adapters, including both dependent and independent 
hardware iSCSI adapters. Utilizing 10Gb networking and the new vSphere 5.1 jumbo frame support, hardware-
based iSCSI throughput can be signi�cantly increased. 

PROTOCOL READ THROUGHPUT WRITE THROUGHPUT

HWiSCSI +88% +20%

SWiSCSI +11% +40%

NFS +9% +32%

��Kb�Block�Size�������Sequential

Table 2. Throughput Improvements When Using Jumbo Frames with 10Gb Ethernet














