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Introduction 
VMware Cloud ProvidersÊ with the VMware Hybrid Cloud Powered Services badge provide their 
enterprise customers with a true hybrid cloud experienceðfull compatibility for their existing virtual 
applications running on an internal VMware vSphere® environment using the same set of tools to manage 
their internal and cloud virtual data centers. 

The service provider must be validated by VMware to verify that their public cloud fulfills the following 
hybrid requirements: 

¶ Cloud service is built on vSphere and VMware vCloud Director® 

¶ VMware vCloud user API is exposed to cloud tenants 

¶ Cloud supports Open Virtualization Format (OVF) for bidirectional workload movement 

This document provides guidance on how to design vSphere and vCloud Director and other supporting 
technologies to enable any service provider to obtain the VMware Hybrid Cloud Powered Service badge. 
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Technology Mapping 
To build a hybrid cloud, a prescriptive set of technologies must be used to secure required compatibility 
and mobility of workloads with standardized API access. 

vSphere together with VMware NSX® is the basis for the underlying compute and networking virtualization 
platform, which can use any compatible physical resources (servers, storage, network switches, and 
routers). 

VMware Virtual SANÊ can optionally extend platform virtualization services as a hypervisor-converged, 
scale out alternative to traditional SAN or NAS storage systems. 

vCloud Director is used for the cloud management plane. It natively supports, pools, and further abstracts 
the virtualization platform in terms of virtual data centers. It provides multitenancy features and self-
service access for tenants through a native graphical user interface, or through the vCloud API, which 
allows programmable access both for the tenants (for consumption) and for the provider (cloud 
management). The vCloud API also provides the framework for extension services which enable VMware 
Cloud Providers or 3rd Independent Software Vendors to add additional services onto existing or new API 
objects. The vCloud API allows service providers to differentiate from others and to build their own or use 
a third-party user interface. The user side of vCloud API that is exposed to the tenants allows usage of 
the same VMware or third-party tools for management. As of vCloud Director 8.20, a separate vCloud 
Director API for VMware NSX® is used to expose networking services provided by the VMware NSX 
platform. It shares the authentication mechanism with vCloud API and acts as a proxy API for multitenant 
safe access to NSX APIs. 

VMware vCloud Usage Meter collects consumption data of various VMware software components to 
provide per-usage licensing of VMware Cloud Provider Program bundles. 

Additional VMware components can be optionally used for operations and business support systems 
integration: 

¶ VMware vCloud Connector® for simplifying virtual machine, template, and ISO image migrations to 
and from the public cloud for customers as well as for the provider (public catalog management). 

¶ VMware vCenter® ChargebackÊ is the legacy tool for metering and usage reporting. The vCenter 
Chargeback API integrates with existing billing services. 

¶ VMware vRealize® BusinessÊ for Cloud is replacing vCenter Chargeback as the consumption 
metering, costing and reporting tool. It also provides an API for integration with existing billing 
services.  

¶ VMware vRealize Operations ManagerÊ for performance and capacity monitoring and analysis with 
additional Management Packs that extend its monitoring capabilities. 

¶ VMware vRealize Log InsightÊ for centralized log management and analytics. 

¶ VMware vRealize OrchestratorÊ for extension services or for automation recurring tasks (tenant 
onboarding and lifecycle). 

¶ VMware Site Recovery ManagerÊ for disaster recovery protection of cloud management 
components. 
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2.1 Glossary of Terms 

Table 1. Glossary  

Term Definition 

Allocation Pool A pool of allocated resources for which a certain percentage of 
compute resources is guaranteed. 

Availability Zone Single failure domain of resources. 

Catalog A repository of vApp templates and media available to users for 
deployment. Catalogs can be published and shared between 
organizations in the same vCloud environment. 

Dedicated Cloud Cloud resources dedicated to one tenant on dedicated physical 
infrastructure. 

Edge Gateway Virtual appliances that provide network edge security. Edge 
gateways connect the isolated, private networks of cloud 
tenants to the public side of the provider network through 
services such as routing, firewall, NAT, DNS relay, DHCP, site-
to-site IPsec VPN, and load balancing. 

External Networks External networks provide internet connectivity to organization 
networks and are backed by port groups configured for Internet 
accessibility. 

Management Cluster Physical and virtual resources dedicated for management 
purposes. 

Network Pools Collections of isolated Layer 2 virtual networks available to 
vCloud Director for the automated deployment of organization 
and vApp networks.  

On-Demand Cloud Cloud resources that are committed to tenant and billed only 
when used. 

Organization  The unit of multitenancy representing a single logical security 
boundary. An organization contains users, virtual data centers 
and catalogs. 

Organization Administrator Administrator for a vCloud Director organization responsible for 
managing provided resources, network services, users, and 
vApp policies. 

Organization VDC Networks Organization VDC networks are instantiated through network 
pools and bound to a single organization VDC or shared across 
Organization. Organization VDC networks can be isolated, 
routed, or directly connected to an external network. 
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Term Definition 

Organization Virtual Data 
Center 

A subgrouping of compute, network, and storage resources 
allocated from a provider virtual data center and assigned to a 
single organization. A virtual data center is a deployment 
environment where vApps can be instantiated, deployed, and 
powered on. Organization virtual data centers cannot span 
multiple organizations. 

Pay-As-You-Go Provides the illusion of an unlimited resource pool. Resources 
are committed only when vApps are created in the organization 
virtual data center. 

Provider Virtual Data Center  A grouping of compute and storage resources from a single 
VMware vCenter Server®. A provider virtual data center 
consists of one or more resource pools and one or more 
datastores. Provider virtual data center resources can be 
shared with multiple organizations.  

Reservation Pool The compute resources allocated to the organization virtual 
data center are completely reserved and dedicated. 

Resource Group Compute, storage and networks for tenant workloads managed 
by one vCenter Server. 

vApp Container for software solution in the cloud. A vApp is the 
standard unit of deployment for vCloud Director. It contains one 
or more virtual machines, networks, and network services, has 
power-on operations, and can be imported or exported. 

vApp Edge Virtual router instantiated inside a vApp to provide routing, NAT, 
firewalling and DHCP services for vApp networks. 

vApp Network A network that connects virtual machines within a vApp, 
deployed by a consumer from a network pool. 

vCenter Chargeback A metering and cost calculation solution that enables accurate 
cost measurement, configuration, analysis, and reporting for 
virtualized environments. vCenter Chargeback provides the 
ability to map IT costs to business units or external customers. 

vCloud API An open, RESTful API for providing and consuming virtual 
resources from the cloud. It enables deployment and 
management of virtualized workloads in internal and external 
clouds. 

vCloud Director  A software solution providing the interface, automation, and 
management feature set to allow service providers to supply 
vSphere resources as a Web-based service. 
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Term Definition 

vCloud Director cell A cell is runtime of vCloud Director services on a physical or 
virtual machine. Multiple cells within one vCloud Director 
instance can be grouped together connecting to one vCloud 
Director database for load balancing and high availability. 

Virtual Private Cloud Cloud resources dedicated to one tenant within a shared 
infrastructure. 
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Deployment Model Considerations 

3.1 Service Offerings 

The actual deployment model depends on the particular service provider offering. This section discusses 
the most typical configurations and their deployment considerations. 

Note It is possible to combine service offerings. 

3.1.1 IaaS Single Availability Zone 

Infrastructure as a Service (IaaS) is defined as service that provides compute, storage, and networking 
resources to end users as building blocks for deploying operating systems and applications (workloads). 

The availability zone is generally defined as a location (data center) which, while offering an availability 
SLA (for example, 99.9 percent uptime) to customer workloads, is a single fault domain. Major outage of 
such a location results in total disruption of the services running there. 

The following figure represents a typical deployment model of the IaaS single availability zone offering. 

Figure 1. Single Availability Zone  

 

 

A single management cluster is running management components of the cloud (vCloud Director) as well 
as management components of resource groups (vCenter Server instances and supporting systems). 
Each resource group is represented by a vSphere environment consisting of multiple clusters managed 
by a single vCenter Server. There can be more than one resource group to scale beyond the limits of one 
vCenter Server, but they are all located within the same availability zone. 



Architecting a VMware vCloud Director Solution for VMware Cloud Providers 

 13 | VMware vCloud® Architecture ToolkitÊ for Service Providers 

3.1.2 IaaS Multiple Availability Zones 

With the multiple availability zone concept, end users can deploy their applications in a distributed model, 
so when one availability zone fails, the applications continue running. The end user is responsible for 
maintaining the application state between zones. The provider must have two sites (data centers) distant 
enough to decorrelate their probability of failure, but close enough to have them under the same cloud 
management. The provider must also secure disaster recovery of the cloud management components. 

There are two options to design multiple availability zones, and they differ as to how resource group 
management components are deployed ï in distributed or stretched configurations. 

3.1.2.1 Distributed Resource Groups 

With a distributed resource group, each set of resource groups is in an availability zone together with its 
management components, as shown in the following figure. 

Figure 2. Dist ributed Resource Groups  

 

 

Cloud management components are located in a primary site. In the event of a disaster or outage, the 
management components can be failed over to the secondary site to reduce downtime. Resource groups 
and their management components are isolated per availability zone with no failover. Downtime in an 
availably zone would mean complete downtime for the resource group, but not for the cloud management 
components. 

Advantages of this design: 

¶ Access to the cloud management components is provided even in the event of failure. 

¶ With proper application design, the tenant can avoid application downtime. 

¶ The service provider can offer a disaster recovery service. 

3.1.2.2 Stretched Resource Group 

This less frequently used design stretches a resource group across both availability zones, with some 
clusters in the first site and others in the second. Resource group management is located in the primary 
site with failover to the second site. 
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The main advantage of this design is that it is possible to stretch organization networks across both sites 
and achieve Layer 2 adjacency for customer workloads. Disadvantages are lack of scalability, the need 
for disaster recovery of resource group management components, and the possibility of logical corruption 
of the management components that can down both availability zones. 

Figure 3. Stretched Resource Group  

 

 

Note None of these multisite designs requires stretched storage (storage metro cluster solution). 
However, stretched storage can be used for disaster recovery protection of the management 
layer. In such a case, distance between sites is limited by the supported round-trip latency of the 
storage network (usually 5ï10 ms). 
 
vCloud Director 8.20 and its components support a maximum 40 ms of network round-trip latency 
between sites (approximately 3300 km). However, the user experience diminishes with larger 
latencies and slower bandwidth. 

3.1.3 IaaS Multiple Regions 

Regions are completely isolated cloud instances with large distances between them. Tenants can place 
their workloads closer to the end users, and protect from a disaster that affects the whole region. The 
large distance means that tenant applications must keep state asynchronously. 

vCloud Director 8.20 does not yet provide native support for multiple instances (federation). Therefore, the 
provider must use its own or a third-party portal on top of vCloud Director. 
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Figure 4. Regions  

 

 

3.1.4 IaaS with Disaster Recovery SLA 

None of the previous deployment options provides guaranteed disaster recovery SLAs to tenant 
workloads. It is the responsibility of the tenant to secure application availability by means of application-
level replication. However, legacy applications do not support replication of state at the application level 
and must rely on replication provided by the infrastructure. 

When this is the case, the provider can leverage storage replication. In the case of loss of one availability 
zone, the provider can restore and power on all the workloads in another availability zone. 

Figure 5. DR with Storage Replication  
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Figure 6. DR with vSphere Metro Storage Cluster  

 

 

There are two options for designing disaster recovery with storage replication: 

¶ Generic synchronous or asynchronous storage replication with manual or scripted failover to the other 
site. For more details, see the VMware vCloud Director Infrastructure Resiliency Case Study at 
http://www.vmware.com/files/pdf/techpaper/VMware-vCloud-Directore-Infrastructure-resiliency-
whitepaper.pdf. 

¶ Storage solution that supports vSphere Metro Storage Cluster with automated failover provided by 
VMware vSphere High Availability. For more details, see the VMware vSphere Metro Storage Cluster 
Case Study at  http://www.vmware.com/files/pdf/techpaper/vSPHR-CS-MTRO-STOR-CLSTR-
USLET-102-HI-RES.pdf. 

3.1.5 Consumption Models 

Service providers can tailor their public cloud offering based on the customerôs desired consumption. The 
following models are available: 

¶ On-demand cloud 

¶ Virtual private network 

¶ Dedicated cloud 

3.1.5.1 On-Demand Cloud 

The customer does not subscribe to cloud resources up front, and pays based only on consumption. This 
is usually beneficial for bursty or seasonal workloads, which scale up and down in time. The customer 
consumes the resources from a seemingly infinite pool that the provider must maintain. Predicting such 
demand might be challenging for the provider. Therefore, the provider compensates by making such 
resources more expensive or more oversubscribed. 

This offering directly maps to the organization virtual data center (Org VDC) pay-as-you-go allocation 
model. 

http://www.vmware.com/files/pdf/techpaper/VMware-vCloud-Directore-Infrastructure-resiliency-whitepaper.pdf
http://www.vmware.com/files/pdf/techpaper/VMware-vCloud-Directore-Infrastructure-resiliency-whitepaper.pdf
http://www.vmware.com/files/pdf/techpaper/vSPHR-CS-MTRO-STOR-CLSTR-USLET-102-HI-RES.pdf
http://www.vmware.com/files/pdf/techpaper/vSPHR-CS-MTRO-STOR-CLSTR-USLET-102-HI-RES.pdf
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3.1.5.2 Virtual Private Cloud 

The customer buys a chunk of resources in terms of virtual private cloud (VPC) consisting of compute 
(CPU and memory), storage, and networking. Inside the VPC, they deploy workloads up to the total 
capacity of resources purchased. This consumption model is beneficial for steady workloads because the 
customer knows their needs and can commit to buying the resources for minimum period of time (usually 
at least a month). 

The oversubscription of resources is managed by the provider and the customer has no control over it. 
The size of VPC can be arbitrary from as small as a portion of one host to as large as multiple vSphere 
clusters, thanks to the sharing of underlying physical and vSphere virtual infrastructure among different 
tenants. 

This offering directly maps to the Org VDC Allocation Type allocation model. 

3.1.5.3 Dedicated Cloud 

In cases where the customer does not run workloads on the same physical infrastructure as other 
tenants, or because of licensing reasons, they can purchase a dedicated cloud. Multiple physical hosts 
(which form a vSphere cluster) are dedicated to the tenant, who has full control over oversubscription of 
workloads that are deployed in their dedicated cloud. 

This offering directly maps to the Org VDC Reservation Type allocation model. 
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Architectural Overview 
The typical public cloud architecture consists of management components that are usually deployed in 
the management cluster, and of resource groups for hosting the tenant workloads. Some of the reasons 
for the separation include: 

¶ Different SLAs (availability, recoverability, performance) for management components and for tenant 
workloads 

¶ Separation of duties (resource groups are managed by vCloud Director) 

¶ Consistent management and scaling of resource groups 

Figure 7. Management Components  

 

 

The management cluster runs the cloud management components and resource group management 
components. 

Note Some management components (such as VMware NSX ControllerÊ cluster nodes) must be 
deployed to the resource groups. 

Resource groups are independent infrastructure domains represented by virtualized compute, 
networking, and storage, each managed by its own vCenter Server. 
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Cloud Management Components 

5.1 Management vCenter Server 

In all but small environments, VMware recommends that the management cluster be managed by its own 
vCenter Server. This allows disaster recovery protection with Site Recovery Manager and further 
enhances the separation of resource groups. The use of dedicated storage (for example Virtual SAN) 
means that resource groups do not affect the storage performance of management components. 

5.2 vCloud Director 

5.2.1 vCloud Director Cells 

vCloud Director functionality is provided by stateless cellsðLinux (Red Hat Enterprise Linux or CentOS) 
machines with the vCloud Director binaries. Each cell contains a set of services such as transfer service, 
console proxy, vCenter listener, UI services and others. Each cell usually has at least two IP addressesð
a primary for the vCloud Director user interface or API, and a secondary for VMware remote console 
proxy because both run by default on port TCP 443. However, it is possible to move services to non-
default ports. The cells communicate with each other through an ActiveMQ message bus on the primary 
interface. They also share a common vCloud Director database where the cells persist configuration and 
state data. The transfer service requires that all cells have access to a common shared folderðusually an 
NFS mount. 

The following are vCloud Director cell design considerations: 

¶ Use at least 2 vCPUs and 6 GB RAM for the cell VM. 

¶ Deploy at least N+1 cells where N is number of resource groups or n/3000+1 where n is the expected 
number of powered-on VMs (use the larger of the two). 

¶ To avoid a split-brain scenario, verify that the cells can communicate with each other through the 
message bus on the primary network interface. 

¶ vCloud Director starts vCenter Server proxy (listener) for each connected vCenter Server. Distribute 
the vCenter Server proxy among the cells so none is running more than one proxy. This can be done 
manually by triggering reconnection of the vCenter Server. For the reconnected vCenter Server, a 
new vCenter Server proxy is started on the least utilized vCloud Director cell. 

¶ Use the same consoleproxy certificate on all cells. 

¶ It is possible to steer the load-balanced traffic to a specific cell. However, the cells are not site-aware 
and the tasks are randomly distributed among them. VMware recommends keeping the cells on one 
site with their database and transfer share and recovering them together in case of disaster recovery. 

¶ Use a Web application firewall to terminate vCloud HTTPs traffic at the load balancer and to apply 
Layer 7 firewall rules. You can filter based on URL, source IP, or authentication header to protect 
access to certain organizations or API calls (provider scope). The traffic between the load balancer 
and cells must be HTTPs-encrypted as well. 

¶ Enable X-Forwarded-For (XFF) HTTP header insertion on the load balancer to track the source IP of 
requests in vCloud Director logs. 

¶ The VMware remote console proxy traffic cannot be terminated at the load balancer and must be 
passed through to the cells because it is a proprietary socket SSL connection. The WebMKS (native 
HTML 5 web console used exclusively as of vCloud Director 8.20) requires the use of TCP port 443 
on the load balancer virtual IP address. 

¶ The sticky sessions on the load balancer are recommended (for performance reasons), but not 
required, because the session state is cached at the cell level and also stored in the vCloud 
database. 
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¶ Use round-robin or least-connection load-balancing algorithm to share the load. 

¶ Use the following load balancer health checks for the cell pool: 

GET http://<cell_HTTP_IP>/api/server_status (expected response is ñService is upò). 

GET https://<cell_consoleproxy_IP>  (expected response 200) or a simple TCP 443 check. 

¶ After installing the first vCloud Director cell, back up certificates and the 
$VCLOUD_HOME/etc/responses.properties  file, which contains all necessary information to 

deploy new or additional cells (for example, database password). 

¶ Verify that cell transfer share is accessible for all cells and that the Linux vCloud user has write 
permissions. The size of the transfer share must be large enough to store all concurrent OVF or ISO 
imports/exports or migrations between resource groups (for example 10 concurrent 50 GB transfers 
require up to 500 GB of transfer share capacity). If catalog publishing with early catalog export is 
used, extend transfer share capacity by the size of the exported catalog. 

¶ Redirect vCloud Director logs to an external syslog by editing the 
$VCLOUD_HOME/etc/log4j.properties  file or by installing the vRealize Log Insight agent on the 

cell. 

¶ For large environments deploy more vCloud Director cells (scale out approach). To scale up a single 
cell it is possible to increase its vCPU, memory, JVM heap size, database connection pool, and jetty 
connections in $VCLOUD_HOME/bin/vmware - vcd - cell . See the following table. 

Table 2. vCloud Director 8.20 Cell Performance Tw eaks 

Attribute Location Default Value Recommended 
Value for large 
environments 

Cell vCPU Cell VM 2 vCPU 4 vCPU 

Cell Memory Cell VM 6 GB RAM 12 GB RAM 

JVM Heap Size $VCLOUD_HOME/bin/vmware

- vcd - cell  

 

JAVA_OPTS:--
Xms1024M -
Xmx4096M 

JAVA_OPTS:--
Xms2048M -
Xmx8192M 

Database.pool.maxActive $VCLOUD_HOME/etc/global

.properties  

75 200 

vcloud.http.maxThreads 

 

$VCLOUD_HOME/etc/global

.properties  

128 200 

vcloud.http.minThreads 

 

$VCLOUD_HOME/etc/global

.properties  

25 32 

vcloud.http.acceptorThreads 

 

$VCLOUD_HOME/etc/global

.properties  

2 16 
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5.2.2 vCloud Director Database 

The following are vCloud Director database design considerations: 

¶ Microsoft SQL and Oracle database servers are supported with following high availability options. 
See the VMware Knowledge Base article Supported high availability options for the vCloud Director 
database (2037802) (http://kb.vmware.com/kb/2037802). 

o Oracle RAC 

o Microsoft SQL Failover Cluster 

vCloud Director 8.20 additionally supports Microsoft SQL AlwaysOn Availability Groups 
(https://kb.vmware.com/kb/2148767) in single subnet mode. 

¶ Follow the recommended practices on configuration of the vCloud Director database as specified in 
the VMware Knowledge Base article, Installing and configuring a vCloud Director 5.1 or 5.5 database 
(2034540) (http://kb.vmware.com/kb/2034540). 

¶ Collocate the vCloud Director database with vCloud Director cells on the same site to minimize 
network latency. 

¶ For Microsoft SQL, additional performance improvements can be achieved by changing MS SQL TDS 
to 1472 (to avoid fragmentation) or to increase it to 8060 while enabling jumbo frames on the vCloud 
cell ï MS SQL network. 

¶ Make sure that the database supports necessary number of connections generated by vCloud 
Director cells. 

5.3 VM Metric Database 

Beginning with vCloud Director 5.6, virtual machine performance and resource consumption metrics are 
collected and historical data is provided for up to two weeks. 

Table 3. Virtual Machine Performance and Resource Consumption Metrics  

Metric Name Type Unit Description 

cpu.usage.average Rate Percent Host view of average actively used CPU as a 
percentage of total available 

cpu.usagemhz.average Rate Megahertz Host view of actively used CPU as a raw 
measurement 

cpu.usage.maximum Rate Percent Host view of maximum actively used CPU as a 
percentage of total available 

mem.usage.average Absolute Percent Usage as percentage of total configured or 
available memory 

disk.provisioned.latest Absolute Kilobytes Storage space potentially used 

disk.used.latest Absolute Kilobytes Storage space actually used 

disk.read.average Rate Kilobytes per 
second 

Read rate aggregated across all datastores 

disk.write.average Rate Kilobytes per 
second 

Write rate aggregated across all datastores 

http://kb.vmware.com/kb/2037802
https://kb.vmware.com/kb/2148767
http://kb.vmware.com/kb/2034540
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Retrieval of both current and historical metrics is available through vCloud API. The current metrics are 
directly retrieved from the vCenter Server database with the Performance Manager API. The historical 
metrics are collected every 5 minutes (with 20 seconds granularity) by the StatsFeeder process running 
on the cell with vCenter Server Proxy and pushed to persistent storageðCassandra NoSQL database 
cluster with KairosDB database schema and API. 

Note The usage of KairosDB will be deprecated in the future vCloud Director releases. 

The following figure depicts the recommended VM metric database design. Multiple Cassandra nodes are 
deployed in the same network. A KairosDB database runs on each node, which also provides an API 
endpoint for vCloud cells to store and retrieve data. For high availability, load balance all KairosDB 
instances behind a single virtual IP address that is configured by the cell management tool as the VM 
metric endpoint. 

Figure 8. VM Metric Database Design  

 

 

The following are VM metric database design considerations: 

¶ Currently only KairosDB 0.9.1 and Cassandra 1.2.x/2.0.x are supported. 

¶ Minimum cluster size is three nodes (number of nodes must be equal or greater than the replication 
factor). Use the scale-out rather than scale-up approach because Cassandra performance scales 
linearly with the number of nodes. 

¶ Estimate I/O requirements based on expected number of VMs, and size the Cassandra cluster and its 
storage properly. 

n ï Expected number of VMs 

m ï Number of metrics per VM (currently 8) 

t ï Retention (days) 

r ï Replication factor 

Write I/O per second = n × m × r / 10 

Storage = n × m × t × r × 114 KB 

For 30,000 VMs, the I/O estimate is 72,000 write IOPS and 3,288 GB of storage (worst-case 
scenario if data retention is 6 weeks and the replication factor is 3). 

¶ Enable Leveled Compaction Strategy (LCS) on the Cassandra cluster to improve read performance. 

¶ Install JNA (Java Native Access) version 3.2.7 or later on each node because it can improve 
Cassandra memory usage (no JVM swapping). 
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¶ For heavy read utilization (many tenants collecting performance statistics) and availability, VMware 
recommends increasing the replication factor to 3. 

¶ Recommended size of one Cassandra node: 8 vCPUs (more CPU improves write performance), 16 
GB RAM (more memory improves read performance), and 2 TB storage (each backed by separate 
LUNs/disks with high IOPS performance). 

¶ KairosDB does not enforce data retention policy. Therefore, old metric data must be regularly cleared 
with a script. 

The following example deletes one monthôs data: 

#!/bin/sh  

 

if  [  "$#"  - ne 4 ];  then  

    echo  "$0 <kairosdbvip> port month year"  

    exit  

fi  

 

let  DAYS=$((  (  $(date - ud 'now' +'%s')  -  $(date - ud "${4} - ${3} - 01 00:00:00" 

+'%s')   )/ 60 / 60 / 24 ))  

if  [[  $DAYS - lt "42"  ]];  then  

 echo  "Date to delete is in not before 6 weeks"  

 exit  

fi  

METRICS=(  `curl - s - k http://$1:$2/api/v1/metricnames - X GET|sed - e 

's/[{}]/''/g' | awk - v k="results" '{n=split($0,a,","); for (i=1; i<=n; i++) 

print a[i]}'|tr - d '[":]'|sed 's/results//g'|grep - w 

"cpu \ |mem\ |disk \ |net \ |sys"`  )  

echo  $METRICS 

 

for  var in  "${METRICS[@]}"  

do  

for  date in  `seq 1 30` ;  

  do  

    STARTDAY=$(( $(date - d $3/$date/$4 +%s%N) / 1000000 ))  

    end=$(( date + 1))  

    date  - d $3/ $end / $4  > / dev / null 2>&1 

    if  [  $?  - eq 0 ];  then  

       ENDDAY=$(( $(date - d $3/$end/$4 +%s%N) / 1000000 ))  

       echo  "Deleting $var from "  $3/ $date / $4  " to "  $3/ $end / $4  

       echo  '  

       {  

          "metrics": [  

          {  

            "tags": {},  

            "name": "' ${var} '"  

          }  

          ],  

          "cache_time": 0,  

          "start_absolute": "' ${STARTDAY}'",  

          "end_absolute": "' ${ENDDAY}'"  

       }'  > / tmp / metricsquery  

       curl  http :// $1: $2/ api / v1 / datapoints / delete - X POST - d 

@/tmp / metricsquery  

    fi  

  done  

done  
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rm - f / tmp / metricsquery > / dev / null 2>&1 

Note The space gains are not seen until data compaction occurs and the delete marker column 
(tombstone) expires (by default 10 days). This can be changed by editing 
gc_grace_seconds  in the cassandra.yaml  configuration file. 

¶ KairosDB v0.9.1 uses the Quorum consistency level both for reads and writes. Quorum is calculated 
as rounded down (replication factor + 1) / 2 and, for both reads and writes, the quorum number of 
replica nodes must be available. Data is assigned to nodes through a hash algorithm and every 
replica has equal importance. The following table provides guidance on replication factor and cluster 
size configurations. 

Table 4. Cassandra Configuration Guida nce 

Repl. 
Factor 

Cluster Size Node Amount  
of Data 

Quorum Availability 

1 1 100% 1 Does not tolerate any node loss 

1 2 50% 1 Does not tolerate any node loss 

1 3 33% 1 Does not tolerate any node loss 

2 2 100% 2 Does not tolerate any node loss 

2 3 67% 2 Does not tolerate any node loss 

2 4 50% 2 Does not tolerate any node loss 

3 3 100% 2 Tolerates loss of one node 

3 4 75% 2 Tolerates loss of one node 

3 5 60% 2 Tolerates loss of one node 

4 4 100% 3 Tolerates loss of one node 

4 5 80% 3 Tolerates loss of one node 

5 5 100% 3 Tolerates loss of two nodes 

5 6 83% 3 Tolerates loss of two nodes 
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5.4 Pivotal RabbitMQ 

vCloud Director functionality can be extended in two different ways: 

¶ vCloud Director and the vCloud API include a framework for integration of extensions services that a 
vCloud API client can access as though they were native services. In addition to service-specific 
objects or operations they provide, extension services can implement new operations for existing API 
objects. 

¶ vCloud messages provide the capability to connect vCloud Director with external systems by posting 
notifications or blocking task messages to AMQP-based enterprise messaging brokers. 

Figure 9. vCloud Director Extensions  

 

 

Both options rely on an AMQP message broker, which must be installed. The AMQP service must be 
configured in vCloud Director. VMware recommends Pivotal RabbitMQ as the AMQP broker. 

vCloud Director AMQP service (the publisher) sends messages to AMQP exchange which then routes 
them to specific queues based on a routing key. The external systems (the consumers) connect to 
queues and listen to the messages. See VCD-nclient VMware Fling1 for a quick introduction to the 
feature.  

                                                      

 

1 https://labs.vmware.com/flings/vcd-nclient  

https://labs.vmware.com/flings/vcd-nclient
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Figure 10. AMQP Messages Architecture  

 

 

The following are RabbitMQ design considerations: 

¶ vCloud Director cells retry delivering messages to the AMQP broker until the configured timeout 
period is reached. 

¶ vCloud System Administrator is informed by email when the connection to the AMQP server is lost. 

¶ RabbitMQ broker can be clustered for high availability. All definitions (exchanges, bindings, users, 
and so on) are mirrored across the entire cluster. You can either use load-balanced RabbitMQ nodes 
(configure AMQP service in vCloud Director with the virtual IP of the load balancer), or each vCloud 
cell can have RabbitMQ service installed (point AMQP service to the localhost address). 

Clustered RabbitMQ does not handle network partitions well. Therefore, deployment of nodes across 
sites is not recommended. Split-brain scenario causes some messages not to be delivered properly. 
Monitoring for cluster state is essential. Take care when RabbitMQ nodes are powered off and on. 
The last clustered node that shuts down must be powered on first, otherwise the cluster is not started. 

¶ By default, queues reside only on the node where they were declared. For high availability, they must 
be mirrored across nodes with one master and multiple slavesðthis is enabled through a policy. The 
messages published to the queue are replicated to all slaves. Consumers are connected to the 
master regardless of which node they attach to, with slaves dropping messages that have been 
acknowledged at the master. 

¶ The consumer subscribes to the same queue through all RabbitMQ brokers or by using a load-
balanced broker and is able to retrieve messages in case of a node failure. 

¶ While VMware still offers download of VMware vFabric® RabbitMQ, the Pivotal Web site offers the 
latest version. Pivotal provides RabbitMQ support as well. 

¶ RabbitMQ scales up to thousands of messages per second, which is much more than vCloud Director 
is able to publish. Therefore, there is no need to load balance RabbitMQ nodes for performance 
reasons. 

¶ RabbitMQ can use SSL both for communication with vCloud Director and the consumers. Enable this 
when such communication goes over unsecured networks. 

¶ In some rare cases, tenants might need to access organization-specific vCloud messages to connect 
their own orchestration tools. While this scenario is more likely to be used in dedicated cloud 
environments, it is possible to accommodate such a request with the RabbitMQ Shovel plug-in. The 
provider deploys the tenantôs own instance of RabbitMQ and the provider RabbitMQ proxies a subset 
of vCloud messages to the tenant instance. 

¶ The Shovel plug-in can be also used for aggregation of messages from multiple vCloud Director 
instances into one RabbitMQ receiver. This might be useful in multi-region set-up where the 
federation portal consumes messages from a central aggregated RabbitMQ instance. 
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Figure 11. Multi -Region Rabbit MQ Example  

 

 

An example of a highly available RabbitMQ design is shown in the following figure. RabbitMQ is co-
installed with vCloud Director on each cell virtual machine in a clustered configuration and queue 
mirroring is enabled. The AMQP Service in vCloud Director points the AMQP host to a localhost URL. 
The consumer (for example vRealize Orchestrator) establishes a subscription with each node. No load 
balancer is needed. 

Figure 12. RabbitMQ Design Example  

 

 

For environments with a larger number of cells and where RabbitMQ consumers cannot establish multiple 
subscriptions (for example vCloud Availability for vCloud Director), VMware recommends using dedicated 
load-balanced RabbitMQ nodes. 
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Figure 13. Load Balanced RabbitMQ Cluster  

 

5.5 VMware vCenter Chargeback Manager 

VMware vCenter Chargeback ManagerÊ provides the metering capability to enable cost transparency. In 
service provider environments, it is typically used to meter tenant usage of the resources and to provide 
raw data to the existing billing systems. 

vCenter Chargeback connects to the resource group vCenter database and retrieves usage data every 
30 minutes. The integration with vCloud Director is handled through two additional data collectors, which 
collect data in 5-minute intervals: 

¶ The vCloud data collector connects to the vCloud Director through the vCloud API to collect resource 
usage data for each organization. Hierarchies for each organization are generated automatically by 
vCenter Chargeback. 

¶ The vShield data collector talks to NSX Manager and gathers information on network resources used 
by vCloud tenants. 

The resources described in the following table can be metered. 

Table 5. vCenter Chargeback Me trics  

Resource Chargeback Metrics 

CPU ¶ CPU usage/allocated (GHz) 
vCPU (count) 

Memory ¶ Memory usage/allocated (GB) 

Network ¶ Count of networks 

¶ Network services (DHCP, static and dynamic routing, firewalling, NAT, IPSec, 
VPN, L2 VPN, SSL VPN, load balancing, edge gateway scale and availability, 
distributed firewall) 

¶ External network I/O traffic (transmit/receive, GB/hour) 

Disk ¶ Storage usage (GB) 

¶ Disk I/O read/write usage (GB/hour) 
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Resource Chargeback Metrics 

Custom ¶ Fixed cost 

¶ Licensing 

 

Billing policies define the amount of chargeable computing resources units to be considered. Pricing 
models consist of resource rates and billing policies. Reports provide cost or usage of particular hierarchy 
entity during timeframe based on given pricing. 

The following are vCenter Chargeback design considerations: 

¶ One vCenter Chargeback data collector can connect up to 5 vCenter Server instances and collect 
information from up to 15,000 VMs. One vCenter Chargeback instance can connect up to 10 vCenter 
instances and collect information from 5,000 hierarchies and 35,000 VMs. vCenter statistics collection 
level might be raised up to level 3 in certain charging scenarios (disk read/write, network transmit) 
with a retention of at least 30 minutes. The interval vCenter Chargeback collector retrieves data from 
the vCenter database. 

¶ vCenter Chargeback data collectors can be installed on multiple servers for increased scalability. 
Deploy at least two of each kind for high availability. 

¶ Metered data is persisted in the vCenter Chargeback database with regular rollup jobs. Data retention 
with 5-minute granularity is available only for the past 24 hours. It is then rolled up to 1-day averages, 
which are retained forever. 

¶ MS SQL or Oracle can be used for the vCenter Chargeback database. A sizing tool is available at  
https://www.vmware.com/support/vcbm/doc/CBM%20DB%20Size%20Calculator.xlsm. 

¶ Chargeback server nodes can be load balanced by a built-in load balancer. An external load balancer 
is not supported. For high availability, deploy the load balancer separately to one vCPU VM protected 
by VMware vSphere Fault Tolerance. 

¶ Data collectors can be deployed externally or embedded on vCenter Chargeback server nodes. Load 
is evenly distributed among them. 

¶ The tenants are typically not provided with the ability to directly view cost and usage reports. 

¶ vCenter Chargeback integrates with Active Directory-based LDAP but the vCenter Chargeback Super 
User role can be assigned only to a local user. vCenter Chargeback uses resource-based 
authorization. Therefore, before an LDAP user can access a given vCenter Chargeback hierarchy, 
they must be assigned to it by Super User. 

¶ Reports can be scheduled through a REST-like API and exported to a billing system in XML format. 

¶ An SDK is available at  https://www.vmware.com/pdf/cbm_api_prog_guide_2_5_0.pdf. 

¶ vCenter Chargeback is in deprecated mode and will be replaced by vRealize Business for Cloud in 
the future. 

5.6 vRealize Business for Cloud 

vRealize Business for Cloud is a consumption metering, analysis, and reporting tool for both private and 
public cloud costing. While it can connect and meter multiple solutions, in the vCloud Director context it 
collects usage data from resource group vCenter Server nodes and NSX Manager nodes and from 
vCloud Director. 

https://www.vmware.com/support/vcbm/doc/CBM%20DB%20Size%20Calculator.xlsm
https://www.vmware.com/support/vcbm/doc/CBM%20DB%20Size%20Calculator.xlsm
https://www.vmware.com/pdf/cbm_api_prog_guide_2_5_0.pdf
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Figure 14. vRealize Business for Cloud  

 

vRealize Business for Cloud is a virtual appliance based with internal PostgreSQL and MongoDB 
databases and optional external Data Collectors (also virtual appliances). The authentication is provided 
by a VMware Identity Manager virtual appliance. Alternatively, for non-production use, local authentication 
can be used. 

As of version 7.3, vRealize Business for Cloud still did not achieve full vCenter Chargeback Manager 
feature parity. Therefore, the service provider must evaluate if the missing features are necessary for the 
provider use cases. Some of the missing features are as follows: 

¶ External network I/O traffic pricing 

¶ Storage policy pricing 

¶ Allocation pool overage pricing 

¶ API only for report generation 

¶ Does not support clustered deployment 

vRealize Business for Cloud supports up to 10 vCenter Server nodes and 20,000 virtual machines. 

5.7 vRealize Log Insight 

vRealize Log lnsight delivers heterogeneous and highly scalable log management with actionable 
dashboards, analytics and broad third-party extensibility. It provides deep operational visibility and faster 
troubleshooting across the whole environment. 

Content packs of built in or custom dashboards provide additional visibility into unstructured log data 
through collection of chart, field table, and query list widgets. 
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Figure 15. vRealize Log Insight ï vCloud Director Dashboard  

 

 

While it can act as a regular syslog target, it also provides agent based collection of log files, or events for 
applications that do not provide syslog message logging redirection. Agents are provided for Windows 
and Linux (RPM, DEB and BIN formats) operating systems. 

Collection of logs from vCloud Director cells is much easier with the agent-based method: API request 
logs can be included, and the selection of log verbosity (info/debug) can be made centrally. 


































































































