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The second mode is �strict lockdown mode.� In this mode, DCUI is stopped.

There is also a new functionality called �exception users.� These are local accounts or Microsoft Active Directory 
accounts with permissions de�ned locally on the host where these users have host access. These exception 
users are not recommended for general user accounts but are recommended for use by third-party 
applications��Service Accounts,� for example�that need host access when either normal or strict lockdown 
mode is enabled. Permissions on these accounts should be set to the bare minimum required for the application 
to perform its task and with an account that needs only read-only permissions to the ESXi host.

Smart Card Authentication to DCUI
This functionality is for U.S. federal customers only. It enables DCUI login access using a Common Access Card 
(CAC) and Personal Identity Veri�cation (PIV). An ESXi host must be part of an Active Directory domain.

NVIDIA GRID Support
NVIDIA GRID� delivers a graphics experience that is equivalent to dedicated hardware when using 
VMware Horizonfi. Horizon with NVIDIA GRID vGPU� enables geographically dispersed organizations to run 
graphics-intensive applications with 3D at scale.

Horizon with GRID vGPU
Using GRID vGPU technology, the graphics commands of each virtual machine are passed directly to the GPU, 
without translation by the hypervisor. This enables the GPU hardware to be time sliced, to deliver the ultimate in 
shared virtualized graphics performance.

GRID vGPU o�ers the most �exibility of any solution, enabling deployment of virtual machines across a wide 
range of users and graphics applications, including Microsoft PowerPoint slides and YouTube videos, to the 
most-demanding engineer using intensive 3D CAD software.
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Figure 1. NVIDIA GRID Support
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Horizon with GRID vDGA
NVIDIA GRID with Horizon Virtual Dedicated Graphics Acceleration (vDGA) is ideal for 3D graphics�intensive 
applications. vDGA is highly recommended for dedicated one-to-one GPU mapping and workstation-equivalent 
performance without the need for a workstation. This enables designers, engineers, and architects to work remotely.
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 Figure 2. Horizon with NVIDIA GRID vDGA
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Platform Services Controller
The PSC includes common services used across VMware vCloud Suitefi. This includes VMware vCenter  
Single Sign-On�, licensing, and certi�cate management. 

PSCs replicate information such as licenses, roles and permissions, and tags with other PSCs. 

��� ���
Figure 4. Replicated Information Between Platform Services Controllers 

Enhanced Linked Mode
Because PSCs replicate all the information traditionally required for linked mode, linked mode is now 
automatically enabled for any vCenter Server deployment. This is true when using a Windows install,  
vCenter Server Appliance, or a mix of the two, as long as all vCenter Server instances are joined to the same 
vCenter Single Sign-On domain. This eliminates extra con�guration steps traditionally required to establish 
linked mode and enables vCenter Server Appliance to now utilize it.
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Figure 5. Enhanced Linked Mode

Certi�cate Management
In vSphere 6.0, �solution users��the users created when a solution such as vCenter Server, vCenter Inventory 
Service, and so on, is registered with vCenter Single Sign-On�are utilized as certi�cate endpoints. These users 
are issued certi�cates instead of individual services. This enables the services associated with a solution user to 
utilize the same certi�cate, substantially reducing the number of certi�cates required to manage in the environment.

The PSC contains the VMware Certi�cate Authority (VMCA). The VMCA is a root certi�cate authority (CA) that 
issues signed certi�cates to all vSphere 6.0 components via the solution users. This secures the environment by 
using a CA to generate certi�cates as opposed to using self-signed certi�cates as in previous releases. 

The VMCA can also be con�gured as a subordinate CA, enabling it to issue certi�cates based on an existing 
enterprise CA. Organizations that have an investment in a CA can easily incorporate the VMCA into their 
existing infrastructure.
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vSphere Web Client
vSphere Web Client includes signi�cant performance and usability improvements.

The performance improvements include login times that are up to 13 times faster, right-click menus that are 
visible and usable four times faster, and other actions that are now at least 50 percent faster. This puts 
vSphere Web Client on a par with the standalone VMware vSphere Client�.

The usability improvements include a new drop-down menu that enables users to navigate to any area of 
vSphere Web Client regardless of which area they currently are operating in. The right-click menu has also been 
�attened, which enables right-click operations to be consistent across the UI. The task pane has been relocated 
to the bottom of the screen, making it easier to view Recent Tasks, which update in real time. The UI is also 
dockable, enabling administrators to customize their UI.

Figure 6. vSphere Web Client � Usability Improvements

vSphere vMotion
vSphere vMotion capabilities have been enhanced in this release, enabling users to perform live migration of 
virtual machines across virtual switches, vCenter Server systems, and long distances of up to 150ms RTT.

These new vSphere vMotion enhancements enable greater �exibility when designing vSphere architectures that 
were previously restricted to a single vCenter Server system due to scalability limits and multisite or metro 
design constraints. Because vCenter Server scale limits no longer are a boundary for pools of compute 
resources, much larger vSphere environments are now possible.

vSphere administrators now can migrate across vCenter Server systems, enabling migration from a Windows 
version of vCenter Server to vCenter Server Appliance or vice versa, depending on speci�c requirements. 
Previously, this was di�cult and caused a disruption to virtual machine management. It can now be 
accomplished seamlessly without losing historical data about the virtual machine.
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Figure 8. Enabling vSphere vMotion Migration Across Longer Distances

With these dynamic new vSphere vMotion features, vSphere administrators now can simultaneously change the 
compute resource, storage resource, virtual machine network, and vCenter Server instance without disrupting 
applications that reside on the virtual machine, enabling a wide array of new design opportunities.

VMware vSphere Fault Tolerance Enhancements
VMware vSphere Fault Tolerance (vSphere FT) provides continuous availability for applications in the event of 
physical server failures by creating a live shadow instance of a virtual machine that is always up to date with the 
primary virtual machine. In the event of a hardware outage, vSphere FT automatically triggers failover, ensuring 
zero downtime and preventing data loss. vSphere FT is easy to set up and con�gure and does not require any 
OS-speci�c or application-speci�c agents or con�guration. It is tightly integrated with vSphere and is managed 
using vSphere Web Client.

Previous versions of vSphere FT supported only a single vCPU. Through the use of a completely new 
fast-checkpointing technology, vSphere FT now supports protection of virtual machines with up to four vCPUs 
and 64GB of memory. This means that the vast majority of mission-critical customer workloads can now be 
protected regardless of application or OS.

VMware vSphere Storage APIs � VMware vSphere Data Protection� can now be used with virtual machines 
protected by vSphere FT. An in-guest agent is required to back up the previous version of vSphere FT. 
vSphere FT 6.0 empowers vSphere administrators to use VMware Snapshot�based tools to back up virtual 
machines protected by vSphere FT, enabling easier backup administration, enhanced data protection, 
and reduced risk.

There have also been enhancements in how vSphere FT handles storage. It now creates a complete copy of 
the entire virtual machine, resulting in total protection for virtual machine storage in addition to compute 
and memory. It also increases the options for storage by enabling the �les of the primary and secondary 
virtual machines to be stored on shared as well as local storage. This results in increased protection, 
reduced risk, and improved �exibility.
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In addition, improvements have been made to vSphere FT virtual disk support and host compatibility 
requirements. Prior versions required a very speci�c virtual disk type: eager-zeroed thick. They also had very 
limiting host compatibility requirements. vSphere FT now supports all virtual disk formats: eager-zeroed thick, 
thick, and thin. Host compatibility for vSphere FT is now the same as for vSphere vMotion. This makes it much 
easier to use vSphere FT.

vSphere High Availability Enhancements 
vSphere HA delivers the availability required by most applications running in virtual machines, independent of 
the OS and application running in it. It provides uniform, cost-e�ective failover protection against hardware and 
OS outages within a virtualized IT environment. It does this by monitoring vSphere hosts and virtual machines to 
detect hardware and guest OS failures. It restarts virtual machines on other vSphere hosts in the cluster without 
manual intervention when a server outage is detected, and it reduces application downtime by automatically 
restarting virtual machines upon detection of an OS failure. 

With the growth in size and complexity of vSphere environments, the ability to prevent and recover from 
storage issues is more important than ever. vSphere HA now includes Virtual Machine Component Protection 
(VMCP), which provides enhanced protection from All Paths Down (APD) and Permanent Device Loss (PDL) 
conditions for block (FC, iSCSI, FCoE) and �le storage (NFS). 

Prior to vSphere 6.0, vSphere HA could not detect APD conditions and had limited ability to detect and 
remediate PDL conditions. When those conditions occurred, applications were impacted or unavailable longer 
and administrators had to help resolve the issue. vSphere VMCP detects APD and PDL conditions on connected 
storage, generates vCenter alarms, and automatically restarts impacted virtual machines on fully functional 
hosts. By doing this, it greatly improves the availability of virtual machines and applications without requiring 
more e�ort from administrators.

vSphere HA can now protect as many as 64 ESXi hosts and 8,000 virtual machines�up from 32 and 4,000�
which greatly increases the scale of vSphere HA supported environments. It also is fully compatible with 
VMware Virtual Volumes, VMware vSphere Network I/O Control, IPv6, VMware NSX�, and cross vCenter Server 
vSphere vMotion. vSphere HA can now be used in more and larger environments and with less concern for 
feature compatibility.

Multisite Content Library
The Content Library simpli�es virtual machine template management and distribution for organizations that 
have several vCenter Server systems across geographic locations. It centrally manages virtual machine 
templates, ISO images, and scripts, and it performs the content delivery of associated data from the published 
catalog to the subscribed catalog at other sites.

As content is updated within the published catalog, the changes automatically are distributed to all subscribed 
catalogs at other sites. This feature guarantees that all sites have access to the approved standard templates 
across an entire organization. As content is updated, old versions are automatically purged and replaced with 
the newest version, o�ering life cycle management capabilities for virtual machine templates and related �les.
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