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Configuring NVMeoF TCP

Configuring NVMeoF TCP
Configuring NVMe-TCP

Configuring NVMe-TCP in vSphere is simple and doesn’t require special hardware. NVMe-TCP uses standard Ethernet HW and can
be converged with other traffic. Now, a best practice would be to dedicate NICs for NVMe-TCP for maximum performance but is not
required. It should be noted NVMe-TCP or NVMe, in general, can utilize much, if not all, of the available bandwidth. Subsequently,
converging NVMe-TCP with other traffic without enough bandwidth could impact other network traffic.

This article will detail the process of setting up NVMe-TCP in vSphere.

Network Requirements

Before you configure the storage piece, you first must configure the network. It is recommended you use port binding for NVMe-
TCP. You will need to create a vmk for each subnet you are using. A vmhba/NIC pair can have multiple vmks associated with it.

Storage Multi-path / HPP

Initiator on Initiator on
IP Subnet-1 IP Subnet-2

Storage vmhba35 vmhba36

Alias
Bindings

Network

Configuring NVMe over TCP on ESXi

If your array target controllers are on the same VLAN/subnet, you can use a single switch with multiple Portgroups. If your array
target controllers are on separate VLANs/subnets, you can use a separate switch and separate portgroups for each VLAN/subnet or
a single switch with multiple portgroups. Both configurations are supported with NVMe-TCP. The setup for NVMe-TCP is similar to
iSCSI with the difference being the virtual NVMe adaptors. You will create a virtual NVMe adaptor for each NIC to be used for
NVMe-TCP.

In this example, the array controllers are on the same VLAN/subnet as the vmhba/NIC pairs. As a result, | only needed to create a
Portgroup for each uplink, within the existing vSwitch for NVMe-TCP. | am converging on a 10Gb link for the example, but again |
want to remind you to make sure you have adequate bandwidth when converging network traffic.

If needed, you can use NIOC to manage bandwidth for specific traffic. NIOC is only available with certain vSphere levels.

Virtual Switch Examples
There are a few combinations of vSwitch/DVSwitch that are supported.

vmware

by Broadcom

© VMware LLC. Document | 3


https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-storage/GUID-5F776E6E-62B1-445D-854C-BEA689DD4C92.html#GUID-D047AFDD-BC68-498B-8488-321753C408C2

Configuring NVMeoF TCP

e Multiple Subnets, Multiples Switches, Multiple Portgroups.
e Multiple Subnets, Single vSwitch, Multiple Portgroups.
e Single Subnet, Single vSwitch, Multiple Portgroups

When configuring your NVMe-TCP connectivity, there will be a NIC-to-vmhba pair for every NIC used for NVMe-TCP.

Below are some examples of the supported configurations. Note the physical networking portion can vary depending on the
customer's implementation. The physical aspect in these examples is one possible configuration.

2 Subnets, 2 vSwtiches, 2 Portgroups 2 Subnet, 1 vSwitch, 2 Portgroups 1Subnets, 1vSwitch, 2 Portgroups

vmhba vmhba

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
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portgroup ! ! portgroup

Esxi | I ! ! esxi | i
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| G G2 1 1

1 ! !

1 ! '

! ! !

1 ! !

1 ! !

| 1 1

N v

vmnic

vmk1
192.168.50 x/24

vmnic

+ Il subnet-o
i Il subnet

,,,,,,,,,,,,,,,

! i
[l subnet-o i [l Subnet-11P1 !

! H External Switch 1 External Switch 2 ! 1
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NVMe-TCP/IP NVMe-TCP/IP NVMe-TCP/IP

More Advanced configurations

In cases where your array controllers are in different subnets/VLANs. There is a more advanced configuration needed ensure each
NIC used has a path to each controller. In these configs, you will see there are two VMKs per NIC, one for each subnet/VLAN. When
using these configurations, if you are NOT using VLANSs to separate traffic, you should set a per VMK gateway to ensure proper
routing.

Failover policy must be set for all 4 portgroups such that pgl and pg3 bind to vmnicl and pg2 and pg4 bind to vmnic2

2 Subnet, 1vSwitch, 4 Portgroups, 4 vmk 2 Subnet, 2 vSwitches, 4 Portgroups, 4 vimk
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Network Portgroup Configuration
Reviewing the Portgroup setup, you will see each NIC is explicitly active with no failover. For each vmk used, a Portgroup should be
set up such that only one NIC is active and all other NICs are set to unused.

DVPE-NVMe-TCP-P1 & DVPE-NVMe-TCP-P2

~ Policies

> Security > Security

Fosciat

» MAC Learning » MAC Learning

> Ingress traffic shaping » Ingress traffic shaping

» Egress traffic shaping > Egress traffic shaping

> VLAN > VLAN

» Teaming and failover  Teaming and failover

Load balancing Load balancing
Network failure

Network failure
detection

detection

Notify switchas Motify switches

Failback Failback No
Active uplinks Uplink 1 Active uplinks Uplink 2

Standby uplinks Standby uplinks

Unused uplinks Upli Unused uplinks Uiplink 1

v Monitering “ Monitoring

VMkernel Configuration

Once the Portgroups have been created, you can then set up your vmks for each NIC used. Under VMkernel adapters on your host,
add new VMkernel.

Add Networking Select connection type

1 Select connection type

»up for a Standard Switch

Select one of the Portgroups you created for NVMe-TCP. Remember you will do this for each NIC/vmhba pair used.
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Add Networking Select target device

1 Select connection type

2 Select target device

NSX Port Group 1D Distributed Switch

& Netad-\M-1 nral

Under the Port properties, you will select the NVMe over TCP under "Enable Services". On this screen, you can also change the
default MTU depending on what your network uses.

Add Networking Port properties

abel

IP settings IPva

MTU Get MTU from
3 Port properties

TCPR/IP £ Default

Enabled s

On the next screen, you will enter your IP information for the vmk. Another best practice is not to route your traffic if possible, each
hop can add latency.
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Add Networking IPv4 settings
Specify VMkernel IPv4 settings.

1 Select connection type
@ Obtain IPv4 settings automatically

(; Use static IPv4 settings

2 Select target device

IPv4 address

3 Port properties

4 |Pv4 settings Subnet mask

DNS server addresses

Once you finish entering the data and click finish, you will have created a vmk for NVMe-TCP. Make sure to repeat this process for
all NIC/vmhba pairs to be used for NVMe-TCP.

Configure Permissions

Storage VMkernel adapters

Device

vmko > Egress traffic shaping

vmkl
> VLAN

Networking

vmk2

e ~ Teaming and failover

Load balancing Use explicit failover order
vmk4

Network failure Link status only

vmks detection

Notify switches Yes
. vmké .
Wirtual Machines Failback No
vmk7 Active uplinks Uplink 1
vmk8 Standby uplinks -

vk Unused uplinks Uplink 2

vmkl10 ~ Monitoring

1 items NetFlow Disabled

Configuring NVMe-TCP Adapters

After completing the vmk setup, you can now add the NVME over TCP adapters for each NIC to be used for NVMe-TCP. In the host
configuration, under Storage Adapters, you ADD SOFTWARE ADAPTER selecting NVMe over TCP.
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Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage v Storage Adapters

Storage Adapters

rotoce ndpoints dapter
ProtecolEnd Add NVMe over RDMA adapter P
I/O Filters tini

Add NVMe over TCP adapter

Networking Adapter

RDMA adapters

On the Add Software NVMe over TCP adapter screen, you will select the NICs you configured for NVMe-TCP. Again, you will add an
SW NVMe-TCP adapter for each NIC you configured previously.

Add Software NVMe over TCP wl-pe-core-esx-075. X
adapter vsanpe.vmware.com

Enable software NVMe adapter on the selected physical network adapter.

Physical Network Adapter vmnicO/ixgben

vmnicO/ixgben
vmnicl/ixgben
vmnic2/igbn
vmnic3/igbn
vmnic4/nmix5_core
vmnic5/nmix5_core
vmnic6/i40en
vmnic7/i40en

In this example, we configured two NICs to be used for NVMe-TCP so we will have two SW NVMe over TCP adapters.
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Configure Perm

i v Storage Adapters

Storage Adapters

Adapter T Model Type
< Vmnibal Lewisburg SA 1A AHLUI Lontroller BloCK SLS|

vmhba2 Lewisburg SATA AHCI Controller Block SCSI
o vmhbat5s VMware NVME over RDMA Storage Adapt... RDMA
R vmhbat6 VMware NVME over RDMA Storage Adapt... RDMA
vmhba67 VMware NVMe over TCP Storage Adapter NVME over TCP

vmhbat8 VMware NVMe over TCP Storage Adapter NVME over TCP

Virtual Machines

Adding Storage Controller
Now that the network, NICs, vmks, and SW NVMe-TCP adapters have been created, we will add the storage controllers.

In this example, we are using an Infinidat Infinibox, so some of these steps may vary based on the array vendor you are using.
Make sure to review your array vendor’'s documentation to ensure you set up the NVMe targets correctly.

Under the Storage Adapters configuration, select one of the SW NVMe-TCP adapters, then select Controllers. Under Controllers,
you select ADD CONTROLLER.

Configure
Storage v Storage Adapters

Adapter Medel T Type Status T
= VIiInmodoo VMW INVIVIE OVET RLUVMIA SLUNdye AudpL... HLAVIA e

& vmhbaté VMware NVME over RDMA Storage Adapt... RDMA Online

VMware NVMe over TCP Storage Adapter NWME over T... Online

Networking
&= vmhbatg8 VMware NVMe over TCP Storage Adapter NVME over T... Online

Controllers

On the ADD CONTROLLER screen, you will see the Host NQN, this is similar to the iSCSI IQN, but for NVMe. Click COPY, you will
need to add each SW NVMe-TCP host’'s NQN to the storage array. NOTE: the NQN is unique to the host, not the adapters. So you
will only need to copy the NQN to the array from one of the SW NVME-TCP adapters for each host.
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Add controller | vmhba75

Automatically

Host NQN

Enter IPv4 / IPv6 address

Port Number

Range more from O

Digest parameter _"_’| He

Subsystem NQN T Transport Type Port Number

Example of Storage Array Configuration
On the array side, you will create host groups/clusters similar to the way you would for iSCSI.

DO NOT use any of the iSCSI host groups for the NVMe targets or add an NVMe NQN to a SCSI target. NVMe is a completely
different protocol/transport and and mixing transports could result in data corruption.

Here you can see I've created a host profile for each host in the vSphere cluster.

W1-sabu-a30-infdt-01.eng.vmware.com [REGEININGE: 0 10PS NAS 0Bfsec 0OPS HEALTH

Hosts & Clusters » C3-NVMe-TCP

o C3-NVMe-TCP . Mapped LUNs Hosts
L =]

EEE Hosts: 3

ADD HOST

NAME RESILIENCY
wmo w-pe-core-esx-075-NVMe-TCP DISCONNECTED
= wWl-pe-core-esx-076-NviMe-TCP DISCONMNECTED
me W -pe-core-esx-077-NVMe-TCP DISCONNECTED

Y\E{Eﬁ © VMware LLC. Document | 10
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For each host in the vSphere cluster that will be accessing the NVMe target, add that respective host's NQN to the corresponding
profile on the array.

Select ADD PORT

W1-sabu-a30-infdt-01.eng.vmware.com s 79 10PS NAS s HEALTH

Hosts & Clusters » wi-pe-core-esx-075-NvMe-TCP

w-pe-core-esx-075-NVMe-TCP . Mapped LUNs Ports

Clustered to: C3-NVMe-TCP

ADD PORT

PROTOCOL ADDRESS CONNECTIVITY STATUS fe ]

MN/A

MN/A

MN/A

MN/A

Choose NVMe-OF

e Add Ports

Protocol Type

NVMe-oF v

FC
isCsl

NVMe-oF

Q Coar

Depending on the array, it may already see the host's NQN, select the correct NQN for the host profile.
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PERFORMANCE SAN 8B8.1KiB/sec 7 IOPS 5 0Bfsec 0OPS

W1-sabu-a30-infdt-01.eng.vmware.com

= Add Ports

! esx-075
Protocol Type
e-TCP
@) Select from list Insert Manually

il

Unassigned Ports

Q
Q Search
ngn.2014-08.com.vmware. vsanpe:nvme:w1-pe-core-esx-075
nqgn.2014-08.com.vmware.vsanpe:nvme:w1-pe-core-esx-076
ngn.2014-08.com.vmware.vsanpe:nvme:w1-pe-core-esx-077
7]

CANCEL ADD

Adding Controller Details

Back to the vSphere host, in the Add Controller setup, you will add the IP for the NVMe-TCP interface and then click on DISCOVER
CONTROLLERS. If everything has been properly configured, it will populate all the controller interfaces in the adapter. Then click on
OK to finish. You will repeat the adding controller portion for each SW NVMe-TCP adapter configured on each host. In this example,
we have two SW NVMe-TCP adapters, and three hosts. So, | repeated the process 5 more times.
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Add controller | vmhba67

Automatically Manually

Host NQN

192.168.3.60

Enter IPv4 / IPv6 address

Port Number

Range more from O

Digest parameter

Subsystem NGQN Transport Type Port Number
ngn.2020-01.com.inf... 192.168.3.60
ngn.2020-01.com.inf... 192.168.3.61
ngn.2020-01.com.inf... 192.168.3.62

3 items

Once completed, you will see the controllers listed under Controller for each SW NVMe-TCP adapter.
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Configure

Storage Adapters

Storage Adapters

Adapter T Model T Type Status T
= VITINDdL LEWISDIUTY SATA AR CONroner BIUCK SLSI UTTRTTOWT

< vmhbats VMware NVME over RDMA Storage Adapt.. RDMA, Online
NVME over RDMA Storage RDMA
VMware NVMe over TCP Storage Adapter NWME over T... Cnline

VMware NVMe over TCP Storage Adapter MNVME over T... Online

T Transport FUSE

e T
Subsystem NGN Type Support

Name Model

nqn.2 om.infinidat:... 2 DN.com.infinidat:... tcp true InfiniBox
ngn.2020-0 n.infinidat:... NG ) m.infinidat:... tcp true InfiniBox

ngn.2020-01.com.infinidat;.. ngn.2020-01.com.infinidat:... tcp true InfiniBox

You should verify the array is also connected to all the adapters as well.

W1-sabu-a30-infdt-01.eng.vmware.com

Hosts & Clusters > C3-NVMeTCP

m=s  C3-NVMe-TCP . Mapped LUN Hosts
=

D posts: 3

MiA NAME RESILIENCY
= wi-pe-core-esx-075-NvMe-TCP FULLY CONNECTED
mo wi-pe-core-esx-076-NVMe-TCP FULLY CONNECTED
= Wi-pe-core-esx-077-NvMe-TCP FULLY CONNECTED

Mapping Volume
Now that the connectivity has been configured, you can create the map to a new NVMe volume for the hosts.

Again, this example is for an Infinibox and will vary from vendor to vendor.
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W1-sabu-a30-infdt-01.eng.vmware.com SIS 76 c 1 5 c 0 OPS Peak Health

Hosts & Clusters @ C3-NVMe-TCP

me  C3-NVMe-TCP . Mapped LUNs

H
i
Hosts: 3
Volumes: 0 Total Capacity: 0 GIB MAP VOLUME
CONSHTENCY
NAMIE = T MARTYRE sze POGL aRoUP LUN/MSID o

W1-sabu-a30-infdt-01.eng.vmware.com [N & 55 NAS 0 OPS HEALTH

Hosts & Chusters C3-NVMe-TCP

- C3-NVMe-TCP F Mapped LUNs
Hosts: 3 .
Include Snapshats reate Volume CANCEL m
Include Mapped Volumes
MN/A
B s T POOL V|| e LUNNSID ]
= NVMe-TCP-voll 2TiB NvMe-Pool NIA Auto w

Once the volume has been mapped to the hosts, it will show up in the SW NVMe-TCP adapter’s Devices. No storage rescan is
required for NVMe.

Configure

Storage Adapters

Adapter T Model Type Status Identifier
LEWISUUNY A0 A Aol warnioranmen DIVUCK 331 VIR LAY LS

VMware NVME over RDMA Storage Adapt.. RDMA Online
VMware NVME over RDMA Sto Adapt... RDMA, Online
VMware NVMe over TCP Storage Adapter NWME over T... Online

rer TCP Storage Adapter NVME rT.. Online

Virtual Machi

Mame Capacity ¥

NWMe TCP Disk (eui.0000000000015246742b d... 0 disk B

You can also see the Namespace details for the volumes.
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Summary Monitor Configure Permissions VMs tores Updates

Storage Storage Adapters

Adapter T Model Type Status T Identifie
vimmodaL LEWISLUUIY SATA Al ST uinen DIVCR O3 UTTRITTOWIT

vmhbat5 VMware NVME over RDMA Storage Adapt... RDMA Online
vmhba6é VMware NVME over RDMA Storage Adapt... RDMA Online
Metworking

vmhba&7 VMware NVMe over TCP Storage Adapter MNVME over T... Online

vmhbats VMware NvVMe over TCP Storage Adapter NVME over T... Online

Properties Devices Paths Namespaces Controllers

Wirtual Machines

Name Capacity

2ui.0000000000015246742b0f00000006d0 2TB

System

You can go into Storage Devices and you will see the NVMe-TCP disk and the details.
Summary Configure Permissions

Storage Storage Devices

. | NWMe TCP Disk (eui.0000000000015246742b0f00000006d0)
PURE iSCSI Disk (naa.624a937080076c6c13e44550000121c7)

Networking

il | 20 items

Properties

“ General

Virtual Machines Name NWMe TCP Disk (eui.0000000000015246742b0f00000006d0)
Identifier eui.0000000000015246742b0f0O0000006d0

Type disk

Creating New Datastore

At this point, all configurations should be completed and you can now create a new VMFS Datastore. On one of the hosts, right-
click and select Storage, New Datastore.
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[ Actions - wi-pe-core-esx-075.vsanpe.vmware.com

vSphere Client
& New Virtual Machine...

Depl VF Template...
& Deploy OVF Template )e.vmware.com |

E @ rmissions VMs Datast

jm-vcsa/.satm.eng. e Adapters
v B DCI @ Import VMs

& C1

iy Maintenance Mode
v [ C3 © © \dapter T Model

E| w‘]-pe-core- Connection o ViTmnua £ LEWISDUIY S

M wi-pe-core B = vmhba65 VMware NV
wi-pe- g ower

wl-pe-core- vmhba66 VMware NV
vesa? Certificates & vmhba67 VMware NVM

Infinidat-Hst & vmhbab8 VMware NV

JM-infinimet B New Datastore...

JM-NMBL-V

& Add Networking... B: Rescan Storage

Then you will select the Namespace volume you created in the previous steps.

New Datastore Name and device selection

1 Type

2 Name and device selection

Infinibox-NvVMe-TCP

. L Hardware T Drive T Sector T Eh
Capacity i VMDK
Acceleration Type Format
Support

Local ATA Disk (naa.55cd... m. 79 GB Not supp... Flash 512e MNo
PURE iSCS| Disk (naa.624... 100.00 GB Supported Flash 512n

PURE iSCSI Disk (naa.624... 5.00 GB Supported Flash 512n

NvMe TCP Disk (eui.000.. Supported

NV Me RDMA Disk (eui.00... 200,00 GB Supported Flash

NFINIDAT iSCSI Disk (naa.... 95367 MB Supported HDD

PURE iSCSI Disk (naa.624... 50.00 GB Supported Flash

PURE iSCSI| Disk (naa.624... 8.00 GB Supported Flash

Select VMFS6.
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New Datastore VMFS version

¢ the VMFS versior
1 Type

at (S12e) and automatic

2 Name and device selection

3 VMFS version

In the next screen, you can Use all available partitions or a subset of the space. Typically you would use all available
partitions/space.

New Datastore Partition configuration

1 Type
Partition Configuration Use all available partitions ~

2 Name and device selection
Datastore Size o]

3 VMFS version

4 Partition configuration

Block size
Space Reclamation Granularity

Space Reclamation Priority

Empry- 20Ut

Review the details for your new Datastore and click Finish.
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New Datastore Ready to complete
Review vour selections before finishing the wizard

1 Type o s
yp v Mame and device selection

Datastore name Infinibox-NVMe-TCP
Disk/LUN NVMe TCP Disk (eui.0000000000015246742b0f00000006d0)

2 Mame and device selection

3 WMFS version ~ VMFS version

Version
4 Partition configuration
w Partition configuration

5 Ready to complete Datastore size 2.00TB

Partition format GPT
Block size 1MB

Space reclamation 1MB
granularity

Sp,‘":.‘: reclamation Low: Deleted or unmapped blocks are reclaimed on the LUN at low priority
priority

Your new Datastore will be created and should be attached to all hosts configured with access. Notice the Drive type is Flash.

2 Infinibox-NVMe-TCP
mary Maonitor Configure

Properties

Capacity

Datastore Capabilities

Space Reclamation

Summary

e Ensure you have adequate network bandwidth when converging NVMe-TCP with other vSphere traffic. If possible,
dedicate NICs for NVMe-TCP to attain best possible performance.

e Make sure to complete the required host steps on all vSphere hosts connecting to the NVMeoF target volume
(Namespace).

e Make sure you DO NOT add any of the host’s NQN to an existing iSCSI volume! Create new NVMe specific host
profiles for the NVMe target volume(s).

e You can connect to the same array via SCSI and NVMe at the same time. You just cannot connect to the same targets. For

vmware
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example, you could have an iSCSI LUN Datastore and an NVMe-TCP Namespace Datastore from the same array connecting
to the same set of hosts.

NVMeoF Resources
I've created and NVMeoF Resource page to help with many of the NVMeoF docs, KB articles and other resources.

NVMeoF Resources | VMware

@jbmassae

vmware

by Broadcom

© VMware LLC. Document | 20


https://core.vmware.com/resource/nvmeof-resources
https://twitter.com/jbmassae

vmware" o vMware LLC. Copyright © 2005-2024 Broadcom. All Rights Reserved. The term “Broadcom” refers to Broadcom Inc.
by Broadcom and/or its subsidiaries.



	Conﬁguring NVMeoF TCP
	Conﬁguring NVMe-TCP
	Network Requirements
	Virtual Switch Examples
	Network Portgroup Conﬁguration
	VMkernel Conﬁguration
	Conﬁguring NVMe-TCP Adapters
	Adding Storage Controller
	Example of Storage Array Conﬁguration
	Adding Controller Details
	Mapping Volume
	Creating New Datastore
	Summary
	NVMeoF Resources


