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About this document

This guide provides a comprehensive documentation of the considerations and configuration steps required for
using VMware® Live Site Recovery™ (VLSR) to protect and recover a reference multi-tiered set of business-
critical applications from a source VMware datacenter (on-premises or cloud-based) to a supported target
VMware datacenter (on-premises or cloud-based), with the least cost (time, financial, and administrative

intervention) possible.

Audience

Technical architects, administrators, or operators can use this guide as a foundation to build similar solutions for
their own enterprise infrastructure.

What we don’t include in this document

This guide demonstrates how to use VMware Live Site Recovery to protect virtualized business critical
applications on VMware vSphere® installed on-premises or in a hybrid cloud. Because we assume you’re familiar
with the general concepts of business continuity and recovery, we don’t define or explain such concepts in detail.
We also don’t discuss or explain the setup, configuration, operation, or administration of VMware Live Site
Recovery, virtualization, a VMware hybrid cloud or the applications and services hosted on or provided by the
protected workloads.

We assume you’ve configured the infrastructure to perform these tasks:

e |Installation, setup, configuration and/or administration of VMware vSphere infrastructure

e |nstallation, setup, configuration and/or administration of specific VMware vSphere-based Cloud

infrastructure

e |Installation, setup, configuration and/or administration of VMware Live Site Recovery

o Virtualizing Active Directory Domain Services on VMware vSphere

e Architecting Microsoft SQL Server on VMware vSphere

e |nstallation, setup, configuration and/or administration of Microsoft Active Directory Domain Services or
Domain Controllers

e |nstallation, setup, configuration and/or administration of Microsoft SQL Server, Windows Failover Cluster or
Always On
¢ VMware vSphere Client

This document doesn’t include detailed descriptions of these topics.
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Protecting and Recovering Mission-Critical Applications in a VMware Hybrid Cloud
with VMware Live Site Recovery

Before you begin

Requirements

You should complete the following tasks before continuing with the instructions in this guide:

e Set up network connectivity for:
- The protected site: This is the source infrastructure.

- The recovery site: A new or existing VMware Cloud Foundation® environment or any of the publicly
available brands of the VMware cloud infrastructure options, such as Azure VMware Solution (AVS), or
Google Cloud VMware Engine (GCVE).

Note: The VMware cloud brand and version dictates the type of network connectivity type required for
VMware Live Site Recovery. Consult the cloud provider's guides for more information.

¢ Install VMware Live Site Recovery on both the protected and recovery sites.

e On each of the sites, install VMware vSphere Replication appliances in the same VMware vCenter® where the
VMware Live Site Recovery instance is registered.

e Configure the VM IP addresses, DNS server IP addresses, network segment, and datastore required to
complete the protection and recovery plans.

o Make sure all the VMs that will be protected and recovered have an up-to-date version of VMware Tools
installed

Note: This is a standard recommendation, but it’s especially relevant if the VMs will be reconfigured or
customized as part of the recovery process.

Terms to know

Cold site recovery

Distributing servers and services over multiple datacenters is a common business continuity and disaster recovery
(BCDR) strategy, but a cloud-based solution can reduce the associated costs of maintaining a dedicated disaster
recovery (DR) site like staffing, cooling, heat, and duplicate hardware. You can further reduce these associated
costs by minimizing the actual utilization of the cloud-located resources until it is necessary to do so: when an
actual disaster event has happened, or during a simulation, testing, or validation exercise. This type of "use only
when needed" utilization is commonly described as having a cold site for BCDR. In this configuration, live (hot)
devices, servers, and services aren’t hosted in the target DR site. This saves you money and resources in your
BCDR systems. We demonstrate how VMware Live Site Recovery achieves this cost-saving objective while
providing a simplified, flexible, automated, and repeatable BCDR solution for your enterprise.

Application high availability

The ability of an application to function and deliver services even when one or more of its components fail is the
focus of application high availability (HA). The resilience of this application—whether native or through the use of
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third-party solutions or add-ons—determines its capacity to withstand and recover from failures. The combination
of Microsoft SQL Server Always On and Windows Server Failover Clustering (WSFC) provides application-level
resilience in the scenario described in this guide. Because of these features, Microsoft SQL Server services can

remain available after a brief interruption even when the original server providing the service has become
unavailable for any reason. WSFC restores its resources on a functioning node in the event of the original server
failure, typically without the need for administrative intervention.

Disaster recovery event

A disaster recovery (DR) event is a failure that affects more than one server or part of the system. A DR event is a
collection of multiple HA events that can't be easily fixed by the resilience of an application, component, or
service. Because it’s not usually transient in nature, the effects of a DR event are more impactful, disruptive, and
destructive. Recovering from a DR event is more difficult, more expensive, and slower than recovering from a HA
event. This is because multiple layers of the infrastructure are affected. In turn, this means that planning and
getting ready for a DR event costs more.

Architecture

We configured a VCF-based protected site on-premises with several VMs. These VMs are part of a multi-tiered
mission-critical workloads. Some VMs are Domain Controllers providing Active Directory Domain Services (ADDS)
for the infrastructure, and the rest are VMs running Microsoft SQL Server instances (MSSQL). We are replicating
these VMs to a remote VCF-based infrastructure, configured as our cold DR site. The protected site could be on-
premises, or in a VMware-supported cloud environment. The same is true for the recovery site.

The following figure shows our setup. For the exercises in this guide, your setup will be similar.
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Protected site Recovery site

s

MNthare
Others

Virtual machines Virtual machines

Cold site disaster
recovery scenario

ESXi hosts

ESXi hosts

Applications

We chose three applications that show the capabilities of automation, orchestration, and the recovery tasks
possible with VMware Live Site Recovery:

¢ Windows Active Directory Domain Controllers

e Microsoft SQL Server

¢ Windows client

Windows Active Directory Domain Controllers

Most BCDR plans include considerations and provisions for Domain Controllers because most applications

depend on the services they provide, so they are common in most enterprise network infrastructure. Recovering
modern versions of Windows Domain Controllers (anything newer than Windows Server 2008 R2) in the event of

a disaster is somewhat difficult and can be complicated in our DR scenario. This is partly due to the security
features Microsoft introduced into virtualized Domain Controllers beginning in Windows Server 2012. This guide

addresses this issue and shows how VMware Live Site Recovery helps minimize these challenges.
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Microsoft SQL Server

Because of its integration with so many front-end applications, services, and solutions, Microsoft SQL Server is
one of the most prevalent business-critical applications found in any Microsoft-based corporate IT infrastructure.
SQL Server has native, built-in resilience to maximize its availability and minimize the possibility of service
disruption in the event of an outage. Combining Windows Server Failover Cluster (WSFC) with the SQL Server
Always On feature is a high availability option that ensures faster service availability, particularly for databases, in
the event of a node failure. Even then, this resilience is more useful and intended for high availability (which
protects against component or service failures) rather than for disaster recovery events.

Windows client

We chose an ordinary Windows client from which we tested connectivity and access to the servers and services
we recovered in our failure scenarios.

How to set up the business continuity/disaster recovery environment
and workflow

Let’s jump into the VMware Live Site Recovery configuration. For most exercises in this section, you’ll need
access to the vSphere Client. You’ll also confirm the functionality of the recovered workloads inside these
applications: Windows OS, Active Directory domain services (ADDS), and SQL Server.

Make sure you read the Before you begin > Requirements section above. This includes installing and configuring
VMware Live Site Recovery.

Pair the recovery and protected sites

Here, we’ll connect the vCenter and VMware Live Site Recovery instances on each site to one another. This is
called pairing the sites.

1. Inthe vSphere Client on the recovery site’s vCenter, select Site Recovery. The Summary page appears, as
shown below.
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wmw Live Site Recovery

= vSphere Client [ifd] site pair [ Replications )} Protection Groups | Recovery Plans
1
- — Summary RECONNECT
) Home é
% shortcuts Issues
Configure v EXPORT/IMPORT VLS|

VMware Live Site Recovery

Rep

[@ Content Libraries

Q Protection Groups:2 E] Recovery Plans2

4p Workload Management

B Global Inventory Lists

% Policies and Profiles
1 Auto Deploy
> Hybrid Cloud Services

<» Developer Center

% Administration

8] Tasks

(i) Events

© Tags & Custom Attributes

£ Lifecycle Manager

Cloud Provider Services

VMware Aria Operations

s

Replication Servers
Enhanced Replication Mappings

sed Replication

Storage Replication Adapters
Array Pairs
Network Mappings
Folder Mappings
Resource Mappings
Storage Policy Mappings
Placeholder Datastores
Advanced Settings
Permissions
Recovery Plans History
vSphere Replication reports

Licensing

vSphere Client

Name
Server
Version

D

Logged in as

Remote VLSR connection

vSphere Replication
@ Replicated VMs from bea-vef-veO1vef
Name
Server
Version
Domain Name /P

Remote VR connection

TSA-VLR RENAME SV-VLR RENAME

Sv-ve-srmot.vet 443 ACTIONS v waic-stmolverr com443 ACTIONS v

 Connected  Comecte

5 [F) Replicated VMs from wdc-m01-veO1vef. zom:0
bea-vef-weolvet. wdc ~.com
isw-vet-vrmoT ve 8043 ACTIONS - wc-vrmOTvct 3043 ACTIONS

9.0117500, 24037981

90117500, 2
Isv-vct-vrmOl.ve wdc-vrmOLve -om

 Comected + Connected

Site Recovery

INSTANCE WDC-VRI

» vESphere Replication

» Site Recovery Manager

ANPE. VMWARE COM:443 -~

& ok
O ok

OPEM Site Recovery [

CONFIGURE[]

CONFIGURE[]

2. Click OPEN Site Recovery to access the protected site.

vmware
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— vSphere Client

‘fnte Recovery INSTANCE ISV-VCF ABLOCAL:443 ~
¥ wSphere Replication lﬂ ] CONFIGURE (4
> Site Recovery Manager Q O CONFIGURE[]
OPEN Site Recovery [

3. Click NEW SITE PAIR.

vmw Live Site Recovery

NEW SITE PAIR

be tsalablocal — @ wde 2.vsanpev..

VMware Live Site Recovery
./ Protection Groups 2 [ recovery Plans 2

vSphere Replication
Iy Outgoing 5 1 Incoming O

VIEW DETAILS ACTIONS ~

@f;}, VMware Live Site Recovery

wvCenter Server Connection Status Connected Through

bea ftsalab. local ﬁ' I (41 i cf.tsalab. loca

OPEN CLOUD CONSOLE [ SETUP CONMECTION

4. On the Pair type screen, select the applicable SSO domain and click NEXT.
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New Pair Pair type x
Sebect a local voenter Serser
1 Pair type wierier Server T
© Foc tsalab jocal
Prair type

D Fair with a peer vCenter Sorver located in a different 550 domain

) Pair with a peirir woanter Server located in the same S50 domain

You’ll be prompted for the vCenter credentials.

Because we’re doing this from the recovery site's vCenter instance, the credentials we provide here will be for the
protected site's vCenter instance.

5. Provide the remote vCenter’s information and credentials, click FIND VCENTER SERVER INSTANCES, and

click NEXT.
New Pair Peer vCenter Server %
All fields are required unless marked (optional)

1 Pair type Enter the Platform Services Controller details for the peer vCenter Server.

2 Peer vCenter Server PSC host name JeNMWare.com
PSC port 443
User name administrator@vsphere._local
Password ssssssssnnes @

FIND VCENTER SERVER INSTANCES

Select a vCenter Server you want to pair.

vCenter Server T

CANCEL BACK
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Note: If you’'re using default self-signed certificates in your environment, you’ll need to click Connect to ighore
the vCenter's self-signed certificate security warning to proceed.

Security Alert

A Site Recovery Client cannot validate the following security certificates:

Thumbprint for host wdc ~ rymware.com

CD:F9: TANMEQACOBOB
DABCDISBEATO

Connect anyway?

CONNECT CANCEL

We used VMware VSAN for the storage subsystem in our environments. vSAN is the default storage option for all
VMware vSphere cloud infrastructure. In this configuration, we see that the VMware Live Site Recovery and the
VMware vSphere Replication appliance are both registered on our vCenter.

6. Click Next to continue.
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New Pair Services ®
he following services were identified on the selected vOenter Sersdr Nslances, Select the onés you want Lo pair
1 [Pair type Service + T Bea salat local T weild AR NTEEALE EOT
2 Peer vienter Senver
ﬂ @ wEphere Replication ea- alak b wile SO VITWArE
3 Services

*

CANCEL BACK

Note: You’ll need to click Connect to ignore the vCenter's self-signed certificate security warnings if you’re using
them before you can proceed.

vmware
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Security Alert

n Site Recovery Manager at Is
the following security certificates:

Thumbprint for host wd
27'B9:38
9:2510:B4:32:0C:0B:08
Thumbprint for host wdc
cD:

DABCD:5B:AT08:31ADEB

Connect anyway?

7. Click Finish to complete the site pairing process.

vmware

by Broadcom

salab local cannot validate

inpevmware.com

JENG:58:2CB2:2D:3

npeyvmware.com

YACOBOB

‘ CONNECT ‘ CANCEL
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New Pair Ready to complete X
Review your settings selections before finishing the wizard.
1 Pair type Pair type vCenter Server instances in different S50 domains
vCenter Server instances 4 lab.local W JSANPE VMWAre.com
2 Peer vCenter Server
vSphere Replication salaty local 12 vsanpe vmware.com
3 Services Site Recovery Manager TSA-VLR ISV-VLR

4 Ready to complete

CANCEL BACK FINISH

Now we’re done with the site pairing exercise. We're ready to starting protecting our mission-critical workloads.
The Site Recovery page will look like this screenshot.

vmw Site Recovery  Menu v

NEW SITE PAIR

;alablocal « y (cf02.vsanpeuwv.. Replications within the same vCenter Server
Site Recovery Manager B withinkbea ot sevaviwwablocal ©
) Protection Groups O E] recovery Plans 0

vSphere Replication
[ty Qutgoing O [y Incoming O

VIEW DETAILS Xsailelii-RY VIEW DETAILS

@ VMware Live Site Recovery

vCenter Server Connection Status Connected Through

be cal @ oK @ ib.local

OPEN CLOUD CONSOLE [§ SETUP CONNECTION

Set up site recovery protection

1.  From the site pairing page, click View Details.
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HEW SITE PAIR

" NSANPE... ++ [ salablocal

VMware Live Site Recovery
T Pratection Groups O ] Re covery Plans O

vSphere Replication

[ Outgeang O

2. Provide the admin credentials for the protected site's vCenter, and then click Login to complete the initial
pairing.

Log In Site

Enter vCenter Server credentials

vCenter Server anpe.vmware.com

User name administrator@vsphere.local

Password ............| @

CANCEL LOG IN

Here is our Live Recovery configuration and administration landing page.
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vmw Live Site Recovery

[ifi] site Pair L[] Replications O Protection Groups || Recovery Plans

— Summary o
Issues fal
vCenter Server: ablocal (7 we anpe.vmware.com [
Configure o nnflunm vCenter Version 80.3,24091160 £0.3, 24091160
B = vCenter Host Name: slocal443 sanpevmware.com443
vSphere Replication v sl Als Platform Services Controller slocald43 sanpevmware comdd3
o Cloud Connection Status oK oK
Replication servers Connected Through: isv-vcf-srm01.vcf tsalab local wdc-srmO1.vef02 vsanpe vmware com
Organization Name: VCF TMM VCF TMM
Enhanced Replication Mappings
Array Based Replication v
Storage Replication Adapters VMware Live Site Recovery EXPORT/IMPORT VLSR CONFIGURATION v
Array Pairs O Protection Groups:0  E] Recovery Plans:0
Network Mappings
PPINg: Name TSA-VLR RENAME ISV-VLR RENAME
Folder Mappings
Server local443 ACTIONS v v evmware.com:443 ACTIONS v
Resource Mappings
Version .01, 24035640 901, 24035640
Storage Policy Mappings
D com.ymware veDr commware vcDr
Placeholder Datastores
Logged inas VSPHERE LOCAL\Agministrator VSPHERE LOCALVAdMministrator
Advanced Settings >
Remote VLSR connection + Connected ' Connected

Permissions

Recovery Plans History

vSphere Replication
vSphere Replication reports

[ Replicated wMs from bc blocal0  [fy Replicated VMs from wd sanpe.vmware.com:0
Licensing

Name ilab.local (5anpe vmware_com

Factors influencing our design and configuration choices

VMware Live Site Recovery allows you to configure an orchestrated workflow of all the actions and steps required
to recover a VM, including the guest operating system, applications, processes, and other components. VMware
Live Site Recovery does this by using the features and capabilities of the VCF infrastructure and the storage
subsystem to create a point-in-time copy of the VM from the source (protected site) to the target (recovery site).
VMware Live Site Recovery can use either array-based replication or vSphere Replication to replicate VM data
from the source site to the target site. For this paper, we used vSphere Replication.

vSphere Replication can replicate VMs between different storage types

Because vSphere Replication is host-based, it doesn’t depend on the underlying storage, so it works with a
variety of storage types, including vSAN, traditional SAN, NAS, and direct-attached storage (DAS). Unlike many
array replication solutions, vSphere Replication can replicate VMs between the same or even different storage
types, like VSAN to DAS, SAN to NAS, and SAN to VSAN, to name a few.

VMware Live Site Recovery can pre-configure recovery plans

When a real or simulated failure occurs at the protected site, admins can initiate the pre-configured recovery
steps and actions in their recovery plans. These steps include, among others:

e The order in which VMware Live Site Recovery recovers the protected VMs.

e The network to which the recovered VMs are connected.
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e Whether to customize or change the IP addresses for the recovered VM, or let them obtain such addresses
from an available/accessible DHCP server.

e In-guest configuration scripts to run on the recovered VMs.

When an admin initiates this recovery plan, VMware Live Site Recovery prepares the VMs for recovery using the
vSphere Replication-created copy of the VM data. The VMs are added to inventory, connected to the necessary
resources (networks, folders, resource pools, and storage policies), powered on in the specified order, and
customized as needed. If the workflow includes running scripts inside the VMs, the guest operating system is
instructed to call and execute the scripts (of course, the scripts must exist on the VMs and be accessible during
the recovery process).

Here’s a description of the protection and recovery workflow you’ll configure for the exercise:

e The SQL Server instances run on Windows VMs and are joined to the Active Directory domain services
(ADDS) infrastructure. For this reason, you should have the Domain Controllers available and functional
before powering on the SQL Server VMs.

e The SQL Server instances are clustered in a 3-node, Always-on Availability Group configuration. Clustering
SQL Servers requires the use of a Windows Server Failover Cluster (WSFC). You’ll use a file share witness (a
folder located on one of the Domain Controllers) as the quorum option for this configuration.

o We specifically use availability groups in this guide and demonstration because (at the time of this writing):
— The default storage option for VMware clouds is VSAN.
— The default replication option for vSAN is vSphere Replication.

- vSphere Replication doesn’t currently have the capabilities to replicate disks used for shared-disk
Windows clustering.

— Although the scripts and all other required steps are similar, the factors mentioned above preclude the
use of the steps documented in this guide for protecting and recovering Microsoft SQL Servers configured
in shared-disk mode—Always On Failover Clustering Instance (FCI).

e In steady-state operation, applications, scripts, and processes access the SQL Server instance and the
database through a common name: the listener. The listener is a host name that resolves to a specific IP
address (or set of IP addresses). The Domain Controllers provide the DNS service, which manages this
resolution. The listener must be available and accessible to the services provided by the SQL servers.

e Usually, the IP address segments in the protected site are different from the ones used in the recovery site.

e |tis possible to extend the network segments from the protected site to the recovery site. Because the
mechanism for achieving this configuration differs among the various VMware cloud brands, including it in
this guide is impractical. For simplicity, the exercise includes a workflow for changing the IP addresses of
recovered VMs to match those available at the recovery site.

e This IP address change means that you’ll need to change the IP addresses of the VM (a trivial task in VMware
Live Site Recovery) and the listener.

e VMware Live Site Recovery can’t automatically change VM application configurations because it doesn’t have
knowledge of the applications that run inside the VM. For this purpose, you’ll use the VMware Live Site
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Recovery script-triggering feature to instruct the guest operating system to run a script that will change the IP
address of the listener and update the DNS record after the recovery.

Stability and security of virtualized Domain Controllers

Around 2012, with compute resources growing and virtualization becoming mainstream in IT environments,
dedicating a physical server to running a Domain Controller became impractical and inefficient from a cost and
ROI perspective. But there were some issues with the stability and security of virtualized Domain Controllers. To
address these problems, Microsoft implemented measures to make virtualized Domain Controllers safer and more
stable, including guardrails to prevent a malicious actor from cloning or copying them.

VM-Generation ID makes Domain Controller virtualization safer

At a high level, a Domain Controller has a complete copy of the domain's users, passwords, and other secrets,
making it difficult to minimize or mitigate an attack. VM-Generation ID (among other capabilities) helps protect
virtualized Domain Controllers in several ways:

e It stores and tracks a unique counter for every copy of a virtualized Domain Controller. The hypervisor assigns
a counter to the VM. In vSphere, this is the VM Gen-IDx value you see in a Windows VM's .vmx file.

e When the Domain Controller boots up, it reads this counter from its configuration file and then stores it
internally.

e This counter persists over the lifetime of the VM unless a specific type of operation is performed on it. These
actions alter the state and identity of the VM, so whenever any are performed, the hypervisor changes the

counter.

e The next time the Domain Controller is powered on, Windows reads its generation ID, compares it to what
was previously stored, and discovers there is a mismatch.

¢ When this happens, Windows immediately performs several steps in response to the disparity and triggers
the VM-Generation ID safety measures. Refer to the following document for a more detailed discussion of
virtualization-based safeguards: Safely virtualizing Active Directory Domain Services (AD DS).

Restoring a Domain Controller triggers VM-Generation ID change

e VLSR recovery workflow includes bringing up A REPLICATED COPY of a Protected VM at the Recovery Site
when (in a real Disaster event) the real Domain Controller is unavailable) or in a simulated DR exercise (when
the VM is recovered to a fenced-off "Test" network). Recovering a Domain Controller requires us to
instantiate a replicated copy of a real Domain Controller. Such a "Copy" operation automatically changes the
VM-generation ID of the Domain Controller, which then automatically triggers the Domain Controller safety
responses from Windows.

e One of the responses is an instruction to the Domain Controller to (among other things) reset its InvocationlD
and discard its RID Pool. For all practical purposes, the Domain Controller is no longer a Domain Controller at
this point, due to the change in its VM-generation ID. Windows then updates the VM-generation ID it had
stored previously to match the new one provided by the hypervisor. The VM then obtains a new set of RID

Vmwa re® Technical Paper | 19

by Broadcom


https://blogs.vmware.com/apps/2014/01/which-vsphere-operation-impacts-windows-vm-generation-id.html
https://learn.microsoft.com/en-us/windows-server/identity/ad-ds/introduction-to-active-directory-domain-services-ad-ds-virtualization-level-100

Protecting and Recovering Mission-Critical Applications in a VMware Hybrid Cloud
with VMware Live Site Recovery

Pool from the RID Master, and life is good. Well, we have abbreviated the complete narrative for our
purposes, but what is of relevance to us for this Guide is that, in spite of the fact that recovering a Domain
Controller with VLSR triggers Windows to invoke the Virtualized Domain Controller Safety feature, doing so is
a supported, repeatable, more efficient, reliable, and faster option than anything else available as of the time

of this writing.

Logical topology of the VMware Live Site Recovery infrastructure

Now that we know our desired outcome and the considerations governing our ability to achieve it, we are ready

to proceed.

Here’s an approximate representation of the logical topology of our VMware Live Site Recovery infrastructure:

I

vSphere
Client

R = B vm
Protected site Revovery site
vCenter | vCenter
Server Server

Live Recovery Live Recovery
Applicance Applicance

1)

3

(T~

VI'I'I| Vi

<
3

ESXi hosts

ESXi hosts

vSphere
Replication [l Replication
server server

vSphere
Replication
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In our example, our storage platform is VSAN (the default option for vSphere-based Cloud platforms), so the
VMware vSphere Replication Server will be responsible for replicating our protected VMs from the Protected Site
to the Target Site (and vice versa). No special configuration is required for this part at this point.

Create mappings with network pairing

We’ll ignore Array Based Replication because it doesn’t apply to VSAN, which is the default storage option for
VCF and all vSphere-based cloud offerings.

NOTE: VLSR supports non-vSAN platforms which provide their own VLSR-compatible storage replication
adapters.

1. Select Replication Servers.

vmw Live Site Recovery

Site Pair I—_l'_L| Replications O Protection Groups D Recovery Plans

Replication Servers

Summary
. REGISTER
Configure v
Replication Server ™ r Domain Name / IP 4 Status
vSphere Replication v
P P D 1 S ) anpe >.CON \ Co
Replication Servers [ W, Connected
. . 1 Connected
Enhanced Replication Mappings a %, con G
d W, Connected
Array Based Replication e ( Ot lication Server wre.com W, Connected

Storage Replication Adapters

Array Pairs

Network pairing lets you map the network segments on one side to a corresponding segment on the other.

2. Click New to begin creating a mapping.
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Administrator@VSPHERE.LOCAL

vmw Live Site Recovery

[ifi] site Pair L[] Replications O Protection Groups || Recovery Plans
Learn more (7

Summary Network Mappings

Issues ref.tsalab.local pe.vmware.com

configure ~ =Y
[ bea-ve-veotvet tsata ocal ™ v | RecoveryNetwor v | Reverse Mapping v | Testnatwon v | Pcustommton v

vsphere Replication >
Array Based Replication >
Network Mappings

Folder Mappings

Resource Mappings

Storage Policy Mappings

Placeholder Datastores

Advanced Settings >

Permissions
ltems perpage AUTO A O network mapping(s)

Recovery Plans History m EXPORT v

vsphere Replication reports
No network mapping selected.

Licensing

3. Select Prepare mappings manually and click Next.

New Network Mappings Creation mode X

Select the way you want to create mappings.

1 Creation mode —
() Automatically prepare mappings for networks with matching names

e system automatically prepares mappings for networks with matching names under the selected network containers

@ Prepare mappings manually

Manually select which exact networks to map.

CANCEL NEXT

You have the option to create a mapping of the networks at either the virtual distributed switch (vDS) level as a
unit, or you can create a mapping at the individual port group level. We’ll demonstrate the fine-grained flexibility
in VMware Live Site Recovery by mapping select port groups from the protected site to corresponding port

groups on the recovery site.

4. Select the check box near each port group on the protected site and the corresponding port group on the
recovery site you want to map each to. Then click Add Mappings and Next.
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New Network Mappings Recovery networks x
Configure recovery network mappings for one or more networks. The mappings for objects marked with * are already created
1 Creation mode or prepared.
T LR R e e ~
Q, search..
2 Recovery networks v bea-vef-dcOl
v [T Management Networks v Ew IPE.VMware.com
v @ bea-vecf-c0lvdsOl ~ [ wdc-mOt-deOt
v [] Management Metworks
(J&ar=" " WN-RegA .
D LTI]' WN-xReg N wdc-mO1-clol-vdsOl
. o IS -Segment
v | 1-pg-mgmt O 9
v 1-pg-vm-mgmt O&s i01-pg-mgmt
- 2 5 i01-pg-vm-mgmt
O&n 1-pg-vm-next O P9 g
- i01-pg-vmoti
v 2 1-pg-vmotion O&s pg-vmotion
O& 1-pg-vsan O&s i01-pg-vsan
O ‘y-Segment
U v
bca vef.tsalab.local T w cO.vcfO
-dcO1 > Management Networks > -vdsO1 > b -Pg-VM-Mg... & 101-dcO
-dcO1 = Management Networks = -vdsO1> b -pg-mgmt é 101-dcO
: -dc01 > Management Metworks > -vdsO1> b -pg-vmotion é 101-dcO
< >
3 mapping(s)
CANCEL BACK NEXT

5. Check the option to automatically create a reverse mapping (so you don’t have to do it manually) and click
Next.

Vmwa l'e® Technical Paper | 23

by Broadcom



Protecting and Recovering Mission-Critical Applications in a VMware Hybrid Cloud
with VMware Live Site Recovery

New Network Mappings Reverse mappings X
Select configured mappings for which to automatically create reverse mappings. This might overwrite existing mappings.
1 Creation mode |Z| . Je.Vmware .com T v bea-vef-veol
Wi dcO1 > Management Networks > wd =~ 101-vdsO1 > sfc 01-vdsO1-pg-mgmt bca-vcf-
2 Recovery networks
W dcO1 > Management Networks = wd 101-wds01 = sfc 01-vds01-pg-vm-mg... beca-vef-
. v W dc01 > Management Networks > wd I01-vdsO1 > sfe .. oiien o 01-vds01-pg-vmotion bca-vef-
3 Reverse mappings Q 2 )
< >
3 3 mapping(s)
CAMNCEL BACK NEXT

6. Click Finish to complete the configuration.

New Network Mappings Ready to complete X
Review your settings before finishing the wizard
1 Creation mode )
wde-mO1-ve0l.vef02 vsanpe.vm... beca-vef-vell.vcf.tsalab.local Reverse Mapping Test Network
2 Recovery networks wdec-mO1-dc01 > Manage.. bea-vef-dcO1 > Managem... Yes £ TSA-Test-Recovery-Segm..

3 Reverse mappings

4 Test networks

5 Ready to complete

CANCEL BACK FINISH

7. Click Continue to acknowledge and dismiss the warning about possible impact to existing protected VMs.
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Recovery networks X

Creating network mappings will affect already protected VMs that use
these networks. Protection of all affected WMs will be updated

@ according to the new target recovery site networks.
Create network mappings?

CANCEL CONTINUE

Create a test recovery network

One of the most compelling features in VMware Live Site Recovery and why it is much preferred over competing
BDCR orchestration solutions (or a manual option) is being able to conduct simulated/test disaster recovery
exercises without impacting the production environment. Admins can demonstrate and prove their infrastructure
disaster recovery readiness by conducting a recovery of the protected workloads into the recovery site while the
protected workloads continue to provide uninterrupted services at the protected site. VMware Live Site Recovery
does this by bringing up a copy of the protected workload in an isolated network segment at the recovery site.
VMware Live Site Recovery creates this isolated network by default, but admins can specify their own recovery
test (aka "bubble") network. The default isolated network is inaccessible to anything outside of the bubble. But
what if admins want to demonstrate the functionality and accessibility of recovered workloads to their auditors?
They can do this by recovering the workloads into a specific network of their choice (assuming they have such a
controlled network in place).

Create an isolated network port group

Creating an isolated network port group in a VCF infrastructure is a simple operation. Although NSX
administrative tasks are outside the scope of this paper, let’s briefly describe how to create such isolated
segments for ease of reference and completeness.

1. In NSX Manager, from Segments, click Add Segment.
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Default

Networking Security Inventory Plan & Troubleshoot System

« Segments

Network Overview

Network Topology ADD SEGMENT

Connectivity
Connected Gatewa
Tier-O Gateways

Tier-1 Gateways

Segments

Give the new segment a descriptive name.

Don’t specify a gateway in the Connected Gateway menu.
Select an appropriate Overlay Transport Zone for the segment.
Click Save.

Segments

NSX

Connected Gateway Transport Zone Subnets Ports /
Interfaces

VLR Test Rec Segment None bca-vcf-mot-tz-overlayOl

Admin State

L2 VPN
Additional Settings

Description

NOTE - Before further configurations can be ds atory fields ( *)

Vl'nwa re Technical Paper | 26

by Broadcom




Protecting and Recovering Mission-Critical Applications in a VMware Hybrid Cloud

with VMware Live Site Recovery

Specify the test recovery ne

twork

The segment you created in the previous section will appear as a port group on all the connected ESXi hosts in
the cluster. Because it is unrouted, network traffic over the port group will be restricted to only the VMs directly

connected to it.

You'll use this unrouted segment/port group to manually specify your desired isolated test recovery network in

VMware Live Site Recovery.

By default, VMware Live Site Recovery automatically creates an internal, isolated network for test failovers. You’ll

change these.

1. Select the network mapping for which you want to specify a desired routed network.

2. Select the elipses (..) menu.

3. Select Edit Test Network Mapping.

vmw Live Site Recovery

% Replications O Protection Groups

Site Pair

Summary
Issues
Configure
vSphere Replication
Replication Servers
Enhanced Replication Mappings
Array Based Replication
Storage Replication Adapters
Array Pairs

Network Mappings

D Recovery Plans

Network Mappings

NEW EDIT DELETE
v
e o
v Edit Test Network Mapping
o As 1-pg-n 501-pg-mg...
O &s 1dsO1-pg-v £01-pg-vm-
O &s 1dsO1-pg-v| Add IP Customization Rule 501-pg-vm.

4. Select the Select a specific network option.

5. Select the pre-configured isolated

network/segment and click Save.

Edit Test Network - sf ~ 7 vdsO1-pg-

mgmt

fects all network Mappings that use “sfe0l-mo1-ci0

Wk

() Isolated network (auto created)
© Select a specific network
~ [Hw
v Mmw

~ ] Management Networks

aNge VITWAre.Com

geln

Vo s

I Q (i '5V-Test-Recovery-Segment I
() @& ste™ = "7 sOl-pge-mgmt
O & ste s01-pg-vm-mgmt

vmware
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*

Reverse Mapp T

Test Network
Isolated network (auto created)
Isolated network (auto created)

Isolated network (auto created)
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6. When done, click Next.

New Network Mappings Test networks %

Test networks are used instead of the recovery networks while running tests. solated networks are automatically created and

1 Creation mode used during tests for all networks.

@ If you want to use different networks for testing, you can do so in the table. This affects all network mappings that

2 Recovery networks use the same network on the remote site.

3 Reverse mappings Recovery Network T r Test Network
w 1c01 > sf 3-mgmt k= {'III ISV-Test-Recovery-Segment E= CHANGE
4 Test networks
w 1c01 > sfi 3-vm-mgmt E=  {fISV-Test-Recovery-Segment E= CHANGE
W dcO1 > sfi 3-vmotion = {'m ISW-Test-Recovery-Segment == CHANGE

3 network(s)

CANCEL BACK NEXT

7. Click Finish to proceed.

New Network Mappings Ready to complete X
Review your settings before finishing the wizard
1 Creation mode bea-vef-veOlvef.tsalab local wdec-m01-ve0lvef02.vsanpe.vm... Reverse Mapping Test Network
2 Recovery networks b <01 = Managem.. W -dcO1 > Manage... Yes £in 1SV-Test-Recovery-Segm...
. L = Q - > e _ ~ -

3 Reverse mappings b 01 > Managem... W dcO1 > Manage... Yes £in 1SV-Test-Recovery-Segm...
b <01 = Managem... W -dcO1 > Manage... Yes £in |SV-Test-Recovery-Segm...

4 Test networks

5 Ready to complete

CANCEL BACK FINISH

Create folder mappings

Folder mappings help to organize protected and recovered VMs in a logical and intuitive fashion, so let’s create
one:

1. Click New to begin.

vmware
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vmw Live Site Recovery

Site Pair |—|_'L_| Replications r\/} Protection Groups |:| Recovery Plans

Summary Folder Mappings
Issues wdy npe.vmware.com 4 tsalab.local
Configure v agy
ch w VIMWare.com T T b Jocal T Reverse Mapping Exists
vSphere Replication > —
)| ETLive-recovery = £ Live-Recovery = Yes
Array Based Replication >
Network Mappings
Folder Mappings
Resource Mappings
2. Click Next.
New Folder Mappings Creation mode X

Select the way you want to create mappings.

1 Creation mode ) ) : i
° Automatically prepare mappings for folders with matching names

The system automatically prepares mappings for folders with matching names under the selected folder containers.

Prepare mappings manually

Manually select which exact folders to map.

3. Select the VM folders to match up and click Next.
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New Folder Mappings Recovery folders x
Configure recovery folder mappings for one or more folders. The mappings for objects marked with * are already created or
1 Creation mode prepared
~
- Q| search. Q, search..
v [ wde-mO1-veO1vef02. vsanpe.vmware.com v beca-vef-veOlvet tsalab.local
v () Fg wde-mOl-dco1 v () [ bea-vef-del
> O [ ] Discovered virtual machine > O []4Kn-Test
> (O) £ Live-Recovery v () F1 App-Notification
> Omves » (O [ Auto-saL
v VR > () E] AVS-MGMT-VMs
> O [ wdc-m0O1-fd-edge > O [ Discovered virtual machine
> (O EJ wdc-mOi-fd-mgmt » () EJFrom-avs
> O [ wdc-mO1-fd-nsx > O [ Jump-vVMs
TS P hen it mot £l mamt a
wdc-m01-veOl.vcf02.vsanpe.vmware.com T beca-vef-veOlvef tsalab.local T
1 wdc-mo1-dc01 = VR M bea-vef-dco1 = VCF
1 mapping(s)

4. Select the check box or boxes to accept the option to create a matching folder map in the opposite direction
automatically.

5. Click Next.
New Folder Mappings Reverse mappings X
Select configured mappings for which to automatically create reverse mappings. This might overwrite existing mappings
1 Creation mode E] be alab.local 3 N 4 wi . (Mware.com T
[ | Edbca-ver-deot = VCF [ wdec-m01-dco1 = VR

2 Recovery folders

3 Reverse mappings
1mapping(s)

CANCEL BACK NEXT

6. Click Finish.
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New Folder Mappings Ready to complete X
Review your settings before finishing the wizard
1 Creation mode )
W . "e.com b alab.local Reverse Mapping
2 Recovery folders Ewe 01>WR b 01> VCF No

3 Reverse mappings

4 Ready to complete

CANCEL BACK FINISH

Create resource mappings

You’ll map resources at the highest level possible (cluster level, in this case).

1. Click New to begin.

vmw Live Site Recovery

Site Pair % Replications (] Protaction Groups D Recovery Plans

Summary Resource Mappings
Issues v anpe.vmware.com
Configure v NE&
|:| 'S salab.local Tt ¥ w npe.vmware.com

vSphere Replication
Array Based Replication >
Network Mappings
Folder Mappings
Resource Mappings
2. Select the cluster containing your protected workloads and map it to the cluster you would like them placed in
at the recovery site.

3. Click Add Mappings and click Next.
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New Resource Mappings Recovery resources X

Configure recovery resource mappings for one or more resources. The mappings for cbjects marked with * are already

1 Recovery resources created or prepared.

Q, search Q. search
v @b “ftsalab.local v Hw Janpe.vmware.com
v R be. .7 2z01 e :01
> bc "l > O Wi clon
1] ‘tsalab.local T we Npe.vMmware.com T
b vcf-clol widi mOol-clol

1 mapping(s)

4. Accept the option to auto-configure a reverse mapping and click Next.

New Resource Mappings Reverse mappings X
Select configured mappings for which to automatically create reverse mappings. This might overwrite existing mappings
1 Recovery resources |Z| wdt ware.com T r bc :salab.local T
w -clol 3 be f-clol

2 Reverse mappings

1 1 mapping(s)

CANCEL BACK q

5. Click Finish to complete the process.
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New Resource Mappings Ready to complete X

Review your settings before finishing the wizard

1 Recovery resources

(=1} lab.local wd: NIMware.com Reverse Mapping
2 Reverse mappings @b 2101 [wde = T T a0l Yes

3 Ready to complete

CANCEL BACK m

6. Click Continue to acknowledge and dismiss the warning about a possible impact on existing protected VMs.

Recovery networks X

Creating network mappings will affect already protected VMs that use
@ these networks. Protection of all affected WMs will be updated
according to the new target recovery site networks.

CANCEL CONTINUE

When VMware Live Site Recovery uses vSphere Replication to replicate a protected VM to the recovery site, it
also creates a representation of the VM in the vCenter at the recovery site. This representation is somewhat
similar to the .vmx file that describes the running VM at the protected site. The major difference is that this
representation is just a placeholder (aka "stub"), which can’t be powered on. This placeholder file is stored in a
designated datastore, which might not necessarily be the datastore with the full replicated copy of the protected
VM. The “placeholder" datastore must exist on both sides for VMware Live Site Recovery to protect workloads in
either direction.

Create network mappings?

7. From the Placeholder Datastores menu, click New.
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vmw Live Site Recovery

§ )
Site Pair % Replications £/ Protection Groups D Recovery Plans

Placeholder Datastores

Summary
Issues | lab.local we sanpe.vmware.com
. NE!
Configure v ‘
o ] Name O ¢ Host/Cluster
vSphere Replication >
Array Based Replication >

Network Mappings
Folder Mappings
Resource Mappings
Storage Policy Mappings

| Placeholder Datastores

8. Select the datastore you want to use to store the placeholders and click Add.

I Note: VMware Live Site Recovery requires the specified datastore to have a minimum of 6GB of free space.
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New Placeholder Datastore X

Select non-replicated datastores in which VLSRR creates placeholder virtual
machines. To enable planned migration and reprotect, you must select placeholder

datastores at both sites.

It is recommended to select a datastore with a minimum free capacity of 6 GB_Jor
more details, see the WMware Live Site Recovery documentation section "How
WhMware Live Site Recovery interacts with vSphere Cluster Services”.

SELECT ALL CLEAR SELECTIOMN

Mame ™ T
bca-vef-cll-ds-vsanOl

datastorel

datastorel (2)

=
&
& datastore (1
=
8

datastorel (3)

000 gl0

O datastore{s)

CANCEL ADD

I

Here is the placeholder datastore at the protected site:
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vmw Live Site Recovery

Site Pair % Replications r\/ Protection Groups E Recovery Plans

Summary Placeholder Datastores

b .tsalab.local [ pe.vmware.com

Issues I
NEW

Configure v

N

|:| Name T Host/Cluster

[J! Bbc - = - ano b 101

vSphere Replication

Array Based Replication >
Network Mappings

Folder Mappings

Resource Mappings

Storage Policy Mappings

Placeholder Datastores

Advanced Settings >

From this menu, you can click on the recovery site (see the arrow below) to specify the corresponding
placeholder datastore for that site. Here’s the placeholder datastore at the recovery site:

vmw Live Site Recovery

: ; o - i
Site Pair % Replications £ Protection Groups D Recovery Plans

Summary Placeholder Datastores
lssues [ ] 7 cftsalab.local Wi ipe.vmware.com
Configure v NEW
|:| Name T v Hest/Cluster
vSphere Replication b —
v P ]| Bwa i-vsanOi w =101
Array Based Replication >

Network Mappings
Folder Mappings
Resource Mappings
Storage Policy Mappings

Placeholder Datastores
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Replicate protected VMs

For VMware Live Site Recovery to protect and recover a VM, a copy of that VM must make its way from the
protected site to the recovery site. Let’s set up the replication part of the exercise now.

Create an outgoing replication

In this guide, the source (the protected site) is the on-premises VCF infrastructure, so let's switch to that and
create an Outgoing replication.

1. Click New.

vmw Live Site Recovery

Site Pair % Replications \/ Protection Groups |:| Recovery Plans

outgoing b T T T Tacal 2 wc o o Jevmware.com

NE
Incoming \*
) "M Virtual Machine T v | Status v | Target x Replicaf

VMware Live Site Recovery introduces an enhanced replication feature, which enables automatic load-balancing
of the replication engines to ensure high performance and more fine-grained replication schedules. With
enhanced replication, VMware Live Site Recovery can provide up to a 1-minute recovery point objective (RPO),
ensuring protected workloads are up to date.

2. |Ifyour storage arrays and infrastructure support such high replication frequencies, choose Enhanced
Replication. Otherwise, select the Legacy Replication option and click Next.
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Configure Replication Replication mode x

Site name wdc-mO1-ve 0l vcfO2 vsanpe vmware.com

1 Replication mode
Status +/ Logged in

Select the replication mode. (I)

° Enhanced replication Enhanced vSphere
Improved performance, scalability, and Replication includes caling, and load balancing.
automated load balancing

and scaling to achieve
Compatible with older versions of Site higher performance, and n.

() Legacy replication

when enabled with
VMware Live Recovery
provides a 1 minute RPO.

Legacy vSphere
Replication routes traffic
to the replication
appliance at the target
site. Depending on
replication traffic, you
might need to manually
deploy additional vSphere
Replication servers.

CANCEL NEXT

Note: If you selected the Legacy Replication option, and your replication engine is the VMware vSphere
Replication server (or servers), you’ll be prompted to select the applicable replication server or accept an
automatic selection.
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Configure Replication - 5 Replication mode x
VMs Site name WC . ware.com
1 Replication mode Status +/ Logged in

Select the replication mode. (T)

O Enhanced replication

Improved performance, scalability, and functionality. Enable T-minute RPO auto-scaling, and load balancing.

Legacy replication
ompatible with older versions of Site Recovery Manager and vSphere Replication.

Select the vSphere Replication server that will handle the replication.

@ Auto-assign vSphere Replication Server

O Manually select vSphere Replication Server

MName T Replications T

®)

Items per page AUTO -~  1replication server(s)

CANCEL NEXT

3. Select the VMs you want to protect with VMware Live Site Recovery and click Next.

| Note: You can add or remove VMs from replication (and, consequently, protection) at will, so just select a few for
NOW.

Configure Replication Virtual machines X
Select the virtual machines that you want to protect. Already replicated WMs are not shown in this list.
| 1 Replication mode All Selected (3)
5 Wil GreEies SELECT ALL  CLEAR SELECTION

E] MName ™ v VM Folder T Compute Resource T
O i no2 E AVS-MGMT-VMs b clo1
O &m.. ._..»n E Jump-vMs b_.. ... clol
131 Labal aba-01 ] App-Notification be clo1
51 LabalLaba-02 71 App-Notification be clo1
(71 LabaLaba-03 ] App-Motification be clo1
| &pee = [ Live-Recovery be 101
O &iee [ Live-Recovery be 101
O | &pe [ Live-Recovery be 101
| fite [ Discovered virtual machine be 101
]| e [ biscovered virtual machine b 101
3 31-400fB1WM(s) < < |4 /6 > |
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4. Select the datastore where you want to store the replicated VM copies at the target (recovery site).

Note: The target/recovery site is another VCF infrastructure that the process auto-identifies because it’s already

paired.

Configure Replication - 5
VMs

1 Replication mode
2 Virtual machines
3 Target datastore

4 Replication mapping tests

Target datastore

Select a datastore for the replicated files.

The selected virtual machines are using 111 TB. (3)

Disk format: Same as source

VM storage policy: Datastore Default

C)' Configure datastore per virtual machine

Name ™ v Capacity

QO 8w 'san01 29178

1 datastore(s)
[] select seeds

Auto-include new disks in replication @

Free Type T Target Compute T

2716 TB vsan w 101

CANCEL BACK m

The option Auto-include new disks in replication is one of the amazing things about vSphere Replication. It
anticipates situations where a protected VM's configuration could change after we set up the disaster recovery
plans. With this option, vSphere Replication automatically incorporates the changes into the replication tasks.
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Configure Replication - 5 Replication mapping tests %
VMS Test the connectivity between all compute resources involved in this replication
Target datastores: Wi ... —._. —_ .s5an01
! Replication mode RUN ALL TEST RUN TEST
2 Virtual machines b$ olocal T v | wd . mware.com T | Tested
@ > o 1 we 101 23 hago

3 Target datastore

4 Replication mapping tests

>

ltems per page AUTO ~ litem(s)

CANCEL BACK NEXT

Remember the mapping tasks you performed a while back? Here’s where they begin to come into play. VMware
Live Site Recovery will now perform the necessary steps required to verify the connectivity and availability of the

mappings.
5. [If this is the first time you’re doing this, select Run All Tests and click Next. If you’ve previously validated

these, skip this or run a specific test.
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Configure Replication - 5 Replication mapping tests X
VMS Test the connectivity between all compute resources involved in this replication
Target datastores: Wi ..o, —._. . .san01
! Replication mode RUN ALL TEST RUN TEST
2 Virtual machines b; iblocal T r wd . mware.com T Tested
@ > o 1 we 101 23 hago
3 Target datastore
4 Replication mapping tests
< >

ltems per page AUTO ~ litem(s)

CANCEL BACK NEXT

6. Click Run Tests on the pop-up window.

Run Tests

Run all replication mappings tests ?

CANCEL RUN TESTS

7. If all of the results come back good, click Next. Otherwise, review and fix any reported errors before
proceeding.
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Configure Replication - 5 Replication mapping tests X
VMS Test the connectivity between all compute resources involved in this replication
Target datastores: wid an01
! Replication mode RUN ALL TESTS RUM TEST
2 Virtual machines bea- - 77 77 Tiblecal ™ r w ~ nware.com T Tested
o - bea-vei-clol wdc-mO1-clol 4 sago
3 Target datastore
Source datastores: Hi ) . L L 01
Target datastores: wdc ;an0l

4 Replication mapping tests

~ Test details

Source Host T v Target Host T Connectioln v Latency
w1 isalabloca w fO2. vsan.. @ Good Ous
wil tsalabloca w 02.vsanp... &) Good 0 us
wi ftsalabloca w fO2.vsan... ) Good Ous
w1 isalabloca w fO2.vsan.. ) Good Ous
wi tsalab.loca w FO2.vsan.. @ Good Ous
w1 tsalab.loca w 02 vsanp... @ Good Ous
< >

ltems per page AUTO -~ litem(s)

CANCEL BACK q

RPO/RTO, run book, protection group, and recovery plan defined

RPO and RTO might be two of the most overused acronyms when discussing disaster recovery of mission-critical
applications in the enterprise. We’ve consciously avoided mentioning them until now because they deserve book-
length attention, which we can’t accommodate in this guide. Simply put:

e A recovery time objective (RTO) specifies the acceptable duration required for an IT infrastructure to
recover from a disaster event and resume operations. The objective is to make this window as short as
possible. Several external, environmental, and infrastructural factors influence an RTO, so we won't
demonstrate this concept here.

e A recovery point objective (RPO) specifies the acceptable loss of services or data in a disaster event. It
measures how up to date the enterprise data is after such an event. Admins, operators, and business
owners/stakeholders want an RPO of O, but financial, human, and technological constraints make this
difficult to attain.
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vSphere Replication provides RPO options from as low as 1 minute and as high as 24 hours, ensuring greater
flexibility in recovery targets and allowing you to fine-tune your DR plans based on your infrastructural
constraints. This means vSphere Replication attempts to synchronize and replicate every state change in the
protected VM site as frequently as every minute. At any point, the copy of the VMs at the recovery site is identical
to the original protected VM no more than 1 minute ago. On the extreme end of the spectrum, vSphere
Replication can maintain a 24-hour RPO.

Consult your storage vendor for official guidance for RPOs supported by your non-vSAN arrays.

Customer site Customer site
vm vm vm vm vm vm vm vm
vSphere
Replication
vC vm vm VR vC vm vm VR

low as 1 minute
vSAN

The vSphere Replication Admin Guide provides comprehensive documentation for the other capabilities and
features on this screen, so we won't duplicate that information here.

8. For this exercise, select a 15-minute replication frequency and click Next.
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Configure Replication - 5 Replication settings x

VMS Configure the replication settings for the virtual machines.

Recovery point objective (RPO) G)
1 Replication mode

24 hours

1minute

2 Virtual machines .
15 minutes

&9

3 Target datastore [] Enable point in time instances (T)
Instances per day

4 Replication mapping tests Days

5 Replication settings

C] Enable guest OS quiescing G)
Enable network compression for VR data (3)

¥ | Enable network encryption for VR data @

) Enhanced vSphere Replication requires network encryption. LEARN MORE [/

Enable DataSets replication (3)

CANCEL BACK NEXT

We'll talk about Protection group and other configurations later.

9. Select Do not add to protection group now and click Next.

Configure Replication - 5 Protection group X
VMS You can add these virtual machines to a protection group.

O Add to existing protection group
1 Replication mode (7) Add to new protection group

° Do not add to protection group now
2 Virtual machines b
3 Target datastore

4 Replication mapping tests

5 Replication settings

6 Protection group

CANCEL BACK NEXT
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10. Review and verify the configuration settings and click Finish if it looks good, or click Back to make some
modifications.

Configure Replication - 5 Ready to complete X
VMS Review your selected settings.
Target site wd i vare.com
1 Replication mode
Replication server Enhanced replication
2 Virtual machines
Auto-replicate new disks Enabled
3 Target datastore VMs to be replicated 5
4 Replication mapping tests Quiescing Disabled
Metwork compression Enabled
5 Replication settings
Network encryption Enabled
6 Protection grou
g P Recovery point objective 15 minutes
7 Ready to complete Points in time recovery Disabled
DataSets replication Enabled
Protection group none
CANCEL BACK m

You’'re finished with the replication setup.

vmw Live Site Recovery

Site Pair % Replications '/ Protection Groups D Recovery Plans

| outgoing bc local - WC _vmware.com
Incomin NEW RECONFIGURE ~ PAUSE  RESUME  REMOVE  SYNC NOW
¢ Virtual Machine T v | Status T | RPO T | Target T | Replication Server
> [l Papiolo-01 + OK 15 minutes [ wd vsanpe.v._ [] Ennanced repiication
> {31 Papilolo-02 + OK 15 minutes B wd vsanpe.v... [ Enhanced replication
> (1 Papilolo-03 + OK 15 minutes [ wd vsanpe.v... [] Enhanced replication
> | @ VLR-DCO1 ' OK 15 minutes [Hwd Vsanpe.v... [] Enhanced replication
> | [ VLR-DCO2 ' OK 15 minutes [Hwd vsanpe.v... [ Enhanced replication

Create protection groups and recovery plan

Critical enterprise applications typically don't exist or function independently. They depend on other services and
workloads, and others depend on them. When designing a BCDR plan, these dependencies influence

configuration and workflow choices and options. VMware Live Site Recovery provides a feature called protection
groups, which contain VMs you want to recover together as a unit. Many factors, such as the type of storage and
the unit of replication, influence the decision-making processes involved in creating and using protection groups.
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For this exercise, you’ll create protection groups based on the services and characteristics of the VMs we want to
protect and recover. There are three categories: Domain Controllers, SQL Server, and a Windows client. This is
the primary influence on your configuration choice.

Create a protection group for the Domain Controller VMs

1. Go to the Protection Groups tab and select New Protection Group.

vmw Live Site Recovery

Site Pair % Replications r\/ Protection Groups El Recovery Plans

Q se: Protection Groups NEW PROTECTION GROUP ~ NEW FOLDER

Protection Groups NEW PROTECTION GROUP

C] l~|e T v Protection Status T Recovery

2. Give the group a descriptive name. The description is optional.
Next to Direction, select the option that shows your protected site = recovery site.

3. Click Next.

New Protection Group Name and direction X

All fields are required unless marked (optional)

1 Name and direction
Name: VLR-DCs-PG|

70 characters remaining

Description:
{Optional)
4
409G characters remaining
Direction: ° TSA-VLR = ISV-VLR
() 1ISV-VLR - TSA-VLR
Location: Q

Protection Groups

CANCEL NEXT

4. Because you’'re using vSphere Replication, select Individual VMs (vSphere Replication) and click Next.
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New Protection Group Type X

Select the type of protection group you want to create:

1 Name and direction () Datastore groups (array-based replication)
Protect all virtual machines which are on specific datastores.

2 Type - I~

@ Individual WMs (vSphere Replication)

Protect specific virtual machines, regardless of the datastores.

O Virtual Volumes (vVol replication)

Protect virtual machines which are on replicated vWol storage.

CANCEL BACK q

5. This protection group is for the Domain Controllers, so select those VMs and click Next.

New Protection Group Virtual machines X
Select the virtual machines to include in the protection group
1 Name and direction Al Selected (2)
2 Type E] Virtual machine T r Status T Protection Status T
[ | & Papilolo-o1 oK
3 Virtual machines (J | B Papilolo-02 oK
[ | & Papilolo-02 oK
51 VLR-DCO1 OK Add to this protection group
8 5 virbcoz OK Add to this protection group
2 ltems per page AUTO ~ 5 VM(s)
CANCEL BACK NEXT

Create a recovery plan for the Domain Controller VMs

A recovery plan defines and configures the steps, plans, and actions guiding your BCDR plan. Imagine it as the
run book an admin would typically refer to and follow if they were to perform a disaster recovery operation
manually.

In VMware Live Site Recovery, a recovery plan contains the logic and workflow of getting the copy of the
protected VMs up and running in the recovery site when a disaster is declared and the recovery is initiated. You
must add at least one recovery plan to the protection group. Because you don’t already have a recovery plan,
you’ll create one now.

6. Select Add to a new recovery plan.
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7. Next to Recovery plan hame, type an intuitive and descriptive name and click Next.

New Protection Group Recovery plan X
You can optionally add this protection group to a recovery plan.
1 Name and direction (_) Add to existing recovery plan
° Addgo new recovery plan
2 Type () DoNg# add to recovery plan now

3 Virtual machines Recovery plan name: WLR-DCs-RP

70 characters remaining
4 Recovery plan
8. Review the result and click Finish.
New Protection Group Ready to complete X
Review your selected settings.

1 Name and direction i VLR-DCs-PG

2 TYDE Description
Protected site TSA-VLR

3 Virtual machines
Recovery site ISV-VLR

4 Recovery plan ) )
Location Protection Groups

5 Ready to complete Protection group type Individual VMs (vSphere Replication)
Total virtual machines 2
Recovery plan El WVLR-DCs-RP (new)

CANCEL BACK m

You’re done creating the protection group and recovery plan for the Domain Controllers.

vmw Live Site Recovery

[ site Pair [ Replications O Protection Groups || Recovery Plans

Q se Protection Groups NEW PROTECTION GROUP  NEW FOLDER
(e S NEW PROTECTION GROUP SELECT ALL
Q vIR-DCs-PG [ ' Name 1T v | Protection Status v | Recovery status v | Protection Type v | Protectedsite v | Recovery site
‘:‘ (\7 VLR-DCs-PG v OK Ready Individual VMs TSA-VLR ISV-VLR
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Create a protection group for the SQL Server VMs

Go ahead and create another protection group and recovery plan, this time for the SQL Server VMs.

I Note: Because the process is similar, we won’t describe every step here.

9. Give the protection group a descriptive name.

A)
New Protection Group Name and direction x

All fields are required unless marked (optional)

1 Name and direction
Name: VLR-SGL-PG|

70 characters remaining

Description:
{Optional)
4

4096 characters remaining

Direction: ° TSA-VLR = ISV-VLR

() ISV-VLR - TSA-VLR
Location: O\

Protection Groups

CANCEL NEXT

10. Select Individual VMs (vSphere Replication).

New Protection Group Type X
Select the type of protection group you want to create:
1 Name and direction () Datastore groups (array-based replication)
Protect all virtual machines which are on specific datastores.
2 Type

@ Individual VMs (vSphere Replication)

Protect specific virtual machines, regardless of the datastores.

O Virtual Velumes (vWol replication)

Protect virtual machines which are on replicated vVvol storage.

CANCEL BACK NEXT

11. Select the SQL Server VMs.
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New Protection Group Virtual machines X
Select the virtual machines to include in the protection group

1 Name and direction Al Selected (3)

2 Type |i| Virtual machine T Status T Protection Status T
Eﬂ FPapilolo-01 OK Add to this protection group

3 Virtual machines 71 Papilolo-02 OK Add to this protection group
ﬁj Papilolo-03 OK Add to this protection group
3 ltems per page AUTO ~ 3 VM(s)

CANCEL BACK NEXT

Create a protection group for the SQL Server VMs

12. Create a corresponding Recovery Plan for it.

New Protection Group Recovery plan 5
You can optionally add this protection group to a recovery plan.

1 Name and direction (C) Add to existing recovery plan
° Add to new recovery plan

2 Type () Do not add to recovery plan now

3 Virtual machines Recovery plan name: VLR-SQL-RP

70 characters remaining

4 Recovery plan

CANCEL BACK NEXT

That’s it.
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5 Ready to complete

New Protection Group

Ready to complete

Review your selected settings.

Protection group type
Total virtual machines

Recovery plan

1 MName and direction Name VLR-SQL-PG
2 Type Description
Protected site TSA-VLR
3 Virtual machines
Recovery site ISV-VLR
4 Recovery plan
Location Protection Groups

Individual WMs (vSphere Replication)

3

] VLR-sQL-RP (new)

CANCEL BACK FINISH

Here’s what the protection group list lIooks like now:

vmw Live Site Recovery

Adminis

Site Pair % Replications O Protection Groups D Recovery Plans
Q Protection Groups NEW PROTECTION GROUP  NEW FOLDER Le|

Protection Groups. NEW PROTECTION GROUP SELECT ALL

QO VIRDCs PG [ Name M v | Protection Status v | Recovery Status v | Protection Type T | Protected Site v | Recovery Site
) VIRSOL-PG [ | O VLr-DCsPE oK Ready Individual VMs TSA-VLR ISV-VLR
|:‘ O VLR-SQL-PG + OK Ready Individual VMs TSA-VLR ISV-VLR

Modify the recovery plan

One of the most common tasks of a recovery plan is to configure the specific test (“bubble”) network you’d like to
recover VMs into during a test recovery exercise.

We previously discussed the importance and use of a bubble network. We also configured a site-wide bubble
network for all test recovery operations in previous steps.

vmw Live Site Recovery

: )
Site Pair |-|1_| Replications r\/ Protection Groups |:| Recovery Plans
Summary Network Mappings
Issues be alab.local wd vmware.com
y NEW
Configure
O ba slocal T | Recovery Network T | Reverse Mapping T | TestNetwork
vSphere Replication — ; ; -
L &t 3g-mgmt = & st l-vd = Yes £l 1SV-Test-Recovery-Segment
Array Based Replication O - 3g-vm-magnmt = sf l-vd = Yes £ 1SV-Test-Recovery-Sagment
Network Mappings O & be: _-vmotion = & st lvd Yes £l 1Sv-Test-Recovery-Segment
|:| 5 (o1} . 3-vsan k= &‘; sf |-vd = No Isolated network (auto created)

Folder Mappings

Resource Mappings
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However, the flexibility of VMware Live Site Recovery also gives us the ability to configure the test recovery
network at the recovery plan level. This way, you can specify different test networks for different classes of

protected workloads.

You’ll modify the recovery plan to see how you can control the fencing required for test recovery operations.

1. Select the recovery plan you want to modify and click Edit.

vmw Live Site Recovery

Site Pair % Replications O Protection Groups |:| Recovery Plans
Q se Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
(RS RES NEW RECOVERY PLAN EDIT  MOVE  DELETE TEST RUN
[ VIR-DCsRP |:| T Status T Protected Site T Recovery Site
[l vir-saL-re ~» Ready TSA-VLR ISWV-VLR
[} > Ready TSA-VLR ISV-VLR
2. You'll only modify the test network settings, so click Next on the next two screens.
Edit Recovery Plan - VLR- Name and direction %
DCS*RP All fields are required unless marked (optional)
1 Name and direction Name: VLR-DCs-RP
70 characters remaining
Description:
{Optional)
Y/
4096 characters remaining
Direction: * TSA-VLR = ISV-VLR
ISV-VLR -+ TSA-VLR
Location: Recovery Plans
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Edit Recovery Plan - VLR-  Protection Groups X
DCs-RP
All Selected (1)
1 Name and direction [] ' Name 1t v | Description A ¢
) VLR-DCs-PG
2 Protection Groups (| O VLR-SQL-PG
3 Test Networks
1 Items per page AUTO ~ 2 group(s)

CANCEL BACK q

Notice how the test network options default to Use site-level mapping? You’ll change that now.

3. Click Change on each of them.

Edit Recovery Plan - VLR-  Test Networks >

DCS_RP Select the networks to use while running tests of this plan.

. i @ If "lUse site-level mapping"” is selected and no such mapping exists, an isclated test network will be created l
1 Name and direction

Recovery Metwork ™ v Test Network
2 Protection Groups = §
cmW 201 > ISV-Test-Recovery-Segment = Q Use site-level mapping CHAMNGE
3 Test Networks w 201> sf Jg-mgmt == & Use site-level mapping CHAiE
w 01> st Jg-vm-mgmt = Q Use site-level mapping CHANGE
w 201 = sf yg-vmotion = i Use site-level mapping CHANGE
w 201 = sf Jg-vsan = i Use site-level mapping CHANGE

5 network(s)

CANCEL BACK NEXT

4. Select the fenced-off test network you created in prior steps and click Save.
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Edit Test Network - ISV-Test-Recovery-
Segment

Select a test network. This affects all network mappings that use "ISV-Test-

Recovery-Segment” as a recovery network.

(0) Use site-level mapping

° Select a specific network

)

L

v w 2VIMWare.com
v [ w dcol

v [ Management Networks

pg-mgmt
pg-vm-mgmt
pg-vmotion

pg-vsan

5. Repeat the process for additional mappings you want for other test networks.

Edit Recovery Plan - VLR- ~ Test Networks X

DCS_RP Select the networks to use while running tests of this plan.

. i @ If "Use site-level mapping” is selected and no such mapping exists, an isolated test network will be created.
1 Name and direction

Recovery Network T Test Network

2 Protection Groups

& we 1cO1 > ISV-Test-Recovery-Segment = {mISV-Test-Recovery-Segm.. E= CHANGE
3 Test Networks we 1e01 > sfe -mgmt k= {mISV-Test-Recovery-Segm.. k= CHANGE
we 1cO1 > sfe -vm-mgmt = £ 1SV-Test-Recovery-Segm... E=  CHANGE
wce 1c01 = sfe -vmotion E= £m 1SV-Test-Recovery-Seagm... k= CHANGE
WG e JCO1 > st -vsan E= Eli’l ISV-Test-Recovery-Segm... E= CHANGE

5 network(s)

CANCEL BACK @
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6. Click Finish when you’re done.

Edit Recovery Plan - VLR- Ready to complete X
DCS_RP Review your selected settings.
MName VLR-DCs-RP
1 Name and direction
Description
2 Protection Groups Protected site TSAVLR
3 Test Networks Recovery site ISV-WLR
Location Recovery Plans
4 Ready to complete
Total protection groups 1
Test networks ISV-Test-Recovery-Segment, ISV-Test-Recovery-Segment, 1SV-Test-Recovery-Segment, IS

V-Test-Recovery-Segment, 1SV-Test-Recovery-Segment

CANCEL BACK m

Define the actions in the recovery plans

You created a corresponding recovery plan for each of the protected groups. This was to ensure that one group
of protected VMs (the Domain Controllers, for example) becomes completely available before the other VMs are
brought online. You want to initiate the recovery of each group of VMs separately.

Here are the recovery plans:

vmw Live Site Recovery

Site Pair I—T"_L| Replications O Protection Groups D Recovery Plans

Q se Recovery Plans MEW RECOVERY PLAN  NEW FOLDER
Recovery Plans NEW RECOVERY PLAN
E] VIR-DCs-RP D MName T+ r Status T Protected Site T Recovery Site
F] VIR-SQL-RP [ | Bl vir-DcsRP » Ready TSA-VLR ISV-VLR
[ | B vir-saL-rP » Ready TSA-VLR ISV-VLR

We’ve mentioned that recovery plans are like a run book for BCDR projects in VMware Live Site Recovery. Next,
you’ll define the elements of the run book in each of the recovery plans.

Configure the actions for the Domain Controller VMs

First, you’ll configure the VMware Live Site Recovery Domain Controller recovery plan: VLSR-DCs-RP.
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1. Click on the name to select it.

vmw Live Site Recovery

Site Pair % Replications r\; Protection Groups E Recovery Plans

Q Recovery Plans MEW RECOVERY PLAN  NEW FOLDER
SRR HEDS NEW RECOVERY PLAN
[ Vir-DCsRP \:I Name T r Status 4 Protected Site T Recovery Site
[E] VLR-SQL-RP [ B vir-Desgpe > Ready TSA-VLR ISV-VLR
O | B vir-sd > Ready TSA-VLR ISV-WLR

2. Select the Virtual Machines tab to display the VMs covered by the plan.

vimw Live Site Recovery

Site Pair % Replications O Protection Groups |Z| Recovery Plans

Q 0 VLR-DCs-RP EDIT  MOVE DELETE  TEST RUN

Recovery Plans

Summary Recaovery Steps Issues History Permissions Protection Groups Virtual Machines
[] vLr-DCs-RP

Recovery Plan: VLR-DCs-RP

E] vir-saL-re
Protected Site: TSA-VLR
Recovery Site ISV-VLR
Description:

v Plan Status

3. Select the checkbox next to the VM you want to configure and click Configure Recovery.

vmw Live Site Recovery

Site Pair % Replications (\/‘ Protection Groups D Recovery Plans

O~ D VLR_DCS_RP EDIT MOVE DELETE TEST RUN

Recovery Plans

Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
] VLR-DCs-RP I
g CONFIGURg RECOVERY  PRIORITY GROUP~  STARTUP ACTION v
VLR-SOL-RP i
O irtual Machine T ¥ | Recovery Status v | StatusModifie ¥ | Protection Group T | Priority T | Dependencic v | Final PowerStat v | vMotion
» 1 VLR-DCO1 Q Ready for recovery VLR-DCs-PG 1(Highest) on Disabled
O » | @virbco2 @ Ready for recovery VLR-DCs-PG 1 (Highest) on Disabled

Recovery plans give you many configuration options and flexibility for controlling the desired outcomes for your
DR run book. As you’ll see, you can configure VMware Live Site Recovery to change the IP address and other
necessary |P configurations of the recovered VM.

A warning about the virtualized Domain Controller safety feature: One of the challenges to overcome in
recovering Domain Controllers is specifying the order for them to come up to ensure safeguards are correctly in
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place. Since restoring a Domain Controller from a backup copy forces the Domain Controller to discard its RID
pool, you are likely wondering, "Where does it get a new pool of RIDs if the RID Master is unavailable?" This is a
legitimate question in a disaster event where we assume everything in the protected site (including the RID
Master itself) is unavailable. Luckily, the Domain Controller safety feature accounts for this scenario by allowing
the restored/recovered Domain Controller to regain services after multiple reboots or by manually forcing the
Domain Controller’s NTDS to run restart-service NTDS-force if it can communicate with another Domain

Controller.

Start by ensuring that you’re recovering the Domain Controller holding the FSMO roles first—the other Domain
Controllers shouldn’t be recovered until this one has been fully recovered. This is done in VMware Live Site
Recovery by using the VM Dependencies option, which we’ll talk about later in this guide).

Here is how you do this for VLSR-DCO02, which depends on VLSR-DCO1 (the FSMO role holder).

4. Select VLSR-DCO2 and click Configure Recovery.

vmw Live Site Recovery

Site Pair % Replications O Protection Groups |:| Recovery Plans

Q, sea [ VLR-DCs-RP EDIT  MOVE DELETE  TEST RUN
Recovery Plans q P q 2 A
ummary ecovery Steps ssues istory ermissions rotection Groups irtual Machines
5i R Sis I Hists Pe Protection G Virtual Machi
[] VLR-DCsRP —_—
& CONFIGURE REIOVERY PRIORITY GROUP ~  STARTUP ACTION ~
VLR-5GL-RP
[:] i | Machine T v Recovery Status T Status Modifie 1 Protection Group T Priority T Dependencie T Final Power Stat 1 vMotion
D » 1 VLR-DCO1 ° Ready for recovery VLR-DCs-PG 1 (Highest) On Disabled
» 1 VLR-DCO2 Q Ready for recovery VLR-DCs-PG 1 (Highest) On Disabled

5. Expand VM Dependencies and select View all. This will show you all the VMs in the recovery plan.

6. Select the other VM you want this VM to depend (or wait) on and click OK.
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VM Recovery Properties - VLR-DCO02 X

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties IP Customization

1 (Highest)

Priority Group

~ VM Dependencies

View all o

Select the WMs which will be started before this VM: CLEAR SELECTION
Virtual Machine T r Status Priority Group T Protection Group T
9 1 VLR-DCO1 CK 1 (Highest) VLR-DCs-PG

1 ltems per page AUTO ~  1WVM(s)

VM dependencies are ignored if the VMs are not in the same priority group. If VM dependencies fail, a warning will be displayed, but the recovery plan will continue.

CANCEL

Next, you’ll add a Post Power On Step task to VLSR-DCO1 which calls a script to reboot the VM after it has been
fully recovered. This is a shutdown -r -t 0 command—nothing fancy. This reboot allows VLSR-DCOT1 to self-
heal and start its relevant services, which allows it to be available to heal VLSR-DCO02, which depends on it, and to
also provide Active Directory domain services to all the other domain-joined VMs to be recovered.

7. Select VLSR-DCO1 and click Configure Recovery.

vmw Live Site Recovery

Site Pair % Replications O Protection Groups E Recovery Plans

O, sea ] VLR_DCS_RP EDIT MOVE DELETE TEST RUN

Recovery Plans X o . X X
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines

[] VLR-DCs-RP
D CONFIGURE RECOVERY PRIORITY GROUP ~ STARTUP ACTION ~
VLR-SGL-RP
O Virtual Machine ™ v
B » @ wviroco

[J » | B1vLr-DCO2

8. Expand Post Power On Steps and click New.
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VM Recovery Properties - VLR-DCO1 X

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties IP Customization

1 {(Highest)

Priority Group

> Pre Power On Steps
~ Post Power On Steps

These steps run after the VM is powered on.

- NE\i
Name Type Timeout

O step(s)

9. Select Command on Recovered VM.
10. Give it a descriptive name.

1. Type in the command to run (in our case, we're calling a PowerShell Script named Run-Post-Script.psl,

located in the C:\Install-Files folder.

12. Click Add.
Add Post Power On Step r g
Type: O Command on VLSR Server

O Prompt (requires a user to acknowledge the prompt before the plan continues)

© Command on Recovered VM

Name: Pestar‘t FSMO Role-Holder Pose

42 characters remaining

Content:
powershell exe chinstall-files\Run-Post-Script ps1
4
4045 characters remaining
Timeout: 5 2 minutes © s seconds

This brings you back to the VM Recovery Properties menu.
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VM Recovery Properties - VLR-DCO1

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties IP Customization

vMotion Disabled (The protection group of the VM does not support vMotion
> Pre Power On Steps MNone
~ Post Power On Steps
These steps run after the VM is powered on.
+ MEW £ EDIT ¥ DELETE
Name Type Timeout
° Restart FSMO Role-Holder Post-Recovery Run on Recovered VM 5 min O sec

Here is the content Run-Post-Script.psl:

1step(s)

| install-files
Share View

« Local Disk (C:) » install-files 2 Search install-files

~

& Downloads # »
[‘E:] Documents

Name Date modified Type

|# Run-Post-Script 5/17/2022 5:13 PM Windows PowerS...

[&] Pictures g

install-files

E Windows PowerShell ISE
File Edit View Tools Debug Add-ons Help
0@ B & G 8|9 o

Run-Post-Scriptps1 X '
1 Write-Output "Rebooting W to complete recovery..." $(Get-Date) > c:\install-files\recovery.txt
2  shutdown -r -t 60

P = W | = | 8 Bloo| @& .

Change the recovered VMs’ |IP settings

Now, you’ll configure the TCP/IP settings for your protected VMs.

1. Go back to the VM Recovery Properties menu and click on the IP Customization tab.
2. Select the drop-down button in Select IP customization mode.

3. Select Manual IP customization.

vmware
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VM Recovery Properties - VLR-DCO1 X

Changes to these properties will apply to thiw all recovery plans.

Recovery Properties IP Customizatio
Select IP customization mode (3) 9
Auto

Auto

i e e e A LMapper,ei‘»‘utomatlcalh.r is set to True - VMware Live Site Recovery evaluates the IP subnet mapping rules during recovery to

Manual IP customization
k MapperAutomatically' is set to False - VMware Live Site Recovery does not evaluate the IP subnet mapping rules during

Mo IP customization

T

4. Click on IP Settings - NIC 1 and then Configure next to Protected Site.

VM Recovery Properties - VLR-DCO1 X

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties IP Customization

Select IP customization mode G)

Manual IP customization

vklp settings - NIC 1 o
Protected Site:  TSA-VLR  CONFIGURE 9

Recovery Site: ISV-VLR COMNFIGURE

Property Protected Site Recovery Site

5. Click on Use the following IPv4 address and click Retrieve. This auto-populates the fields with the VM’s
current IP address.
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Configure Protected Site IP Settings - NIC 1 X

IPv4 IPv6 DMNS WINS

IPv4 Address for Protected Site

° Use the following IPv4 address:

O Use DHCP to obtain an IP a(:lclres“)maticalI).r

IPv4 Address: 10.156.138.81
Subnet Mask: 2552552400
Default Gateway: 10.156.143.253

Alternate Gateway:

Retrieve the current IP settings from the protected VM (requires VMware Tools and ESX 4.1 or higher). Some settings may need to be entered

manually.

6. Repeat the process for the DNS information. Skip IPv6 and WINS for this exercise.
7. Click OK to complete the configuration.

Configure Protected Site IP Settings - NIC 1 X

IPv4 IPvE DNS WINS

DNS Server

O Use DHCF to obtain DMNS address automatically
° Use the following DMNS server addresses:

Preferred DNS Server: 10.156.138.82

Alternate DNS Server: 127.0.01

DNS Suffixes

For all connections with TCP/IP enabled, append these DNS suffixes (in order) to resolve unqualified names.

virdom.local

2

Retrieve the current IP settings from the protected WM (requires VMware Tools and ESX 4.1 or higher). Some settings may need to be entered

manually. e
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This brings you back to the VM Recovery Properties - IP Customization screen.

8. Next to Recovery Site, click on Configure to specify the IP address information you want to apply to the VM
upon recovery.

You’ll notice that the Retrieve option isn’t available on this screen—the values don’t currently exist on the VM.

9. Go through the same steps you did for the Protected Site values and click OK to complete the configuration.

VM Recovery Properties - VLR-DCO1 X
Changes to these properties will apply to this WM in all recovery plans.
Recovery Properties IP Customization

Select IP customization mode @

Manual IP customization

~ IP settings - NIC 1

Protected Site:  TSA-VLR CONFIGURE

Recovery Site: ISV-VLR CONFIGURE

Property Protected Site Recovery Site
IPv4 Configuration Static Static
IP address 10.156.138.81 10.156.139.81
Subnet mask 255.255.240.0 255.255.240.0
Default gateway 10.156.143.253 10.156.143.253

Alternate gateway

IPv6E Configuration DHCP DHCP
DNS Configuration Static Static
Preferred DNS 10.156.138.82 127.0.01

v

Atk ndn FURIE 1T AmACE 170 0N

10. Complete this process for all the VMs in all recovery groups unless you want them to:

e Get their IP address configuration information from a DHCP server/IPAM at the recovery site.

¢ Keep the same IP address because you’ve stretched the protected site's network segmentsto the recovery
site.
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vmw Live Site Recovery

: »] }
Site Pair % Replications r\/ Protection Groups D Recovery Plans

Q se 0 VLR-DCs-RP EDIT MOVE  DELETE  TEST RUN
Recovery Plans N L 3 a
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
E] vLR-DCs-RP —
A CONFIGURE RECOVERY  PRIORITY GROUP~  STARTUP ACTION v
VLR-SQL-RP
O Virtual *me T v | Recovery Status T | StatusModifie ¥ | Protection Group T | Priority Y | Dependencie v | Final PowerStat v | vMotion
O » 1 VLR-DCO1 @ Ready for recovery VLR-DCs-PG 1(Highest) on Disabled
» | (VLR-DCO2 & Ready for recovery VLR-DCs-PG 1 (Highest) VLR-DCO1 on Disabled

In this example, we create a recovery group for three SQL servers in a protection group. We create a
dependency among them such that Papilolo-02 and Papilolo-03 aren’t recovered and powered on before
Papilolo-01 is fully recovered.

NM Recovery Properties - Papilolo-02 X

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties IP Customization

2 (High)

Priority Group

“~ VM Dependencies

View VM dependencies ps D Recovery Plans
The following VMs will be started before this VM, B VLR‘SQL‘RP EDIT MOVE DELETE TEST RUN
Virtual Machine T T Status . o . )
- Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
I ¢ @ Papilolo-01 I Higher Priority ———
(] Virtual Machine T v  Recovery Status v | Status Modifie ¥ | Protection Group T | Priority T | Dependencie ¥ | Final Power St|

0 Ready for recovery VLR-5QL-PG 1 (Highest) Oon
Q Ready for recovery VLR-SQL-PG 2 (High) Papilolo-01 Oon
'VM dependencies are ignored if the VMs are not in the same priority g ° Ready for recovery VLR-SQL-PG 2 (High) Papilolo-01 on

Why create a dependency? This is so the other 2 SQL Server VMs aren’t recovered until the listener and cluster
virtual IP configurations are normalized after recovering the first SQL Server VM. The parameters for these two
Windows/SQL Server clustering configuration settings must be correct and available for the cluster and its
resources to become available after recovery.

The recovery process changes the IP address of the recovered VMs and connects them to a different network
segment in the recovery site. Consequently, the listener’s and cluster virtual IP's IP addresses must also change.
This is something that VMware Live Site Recovery can’t do natively because it’s application-agnostic.

1. Use VMware Live Site Recovery’s in-guest script initiation capability to make the changes, just as you did for
the operations master Domain Controller. You only need to do this once for the cluster, so only place the
script inside Papilolo-01. This ensures the Papilolo-01 VM is recovered first and its configuration changes are
completed before Papilolo-02 and Papilolo-03 are recovered.

Here’s what that configuration looks like on Papilolo-01:
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VM Recovery Properties - Papilolo-01 X

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties IP Customization

1 (Highest)

Priority Group

> Pre Power On Steps None
Vv Post Power On Steps
These steps run after the VM is powered on.

+ NEW £ EDIT X DELETE

Name Type Timeout

@ Reconfigure AG VIP Run on Recovered VM 5 min O sec

1 step(s)

Here’s the guest-side command that calls the in-guest PowerShell Script Change-Cluster-AG-VIP.psl, located
inthe E:\Install-Files folder on the Papilolo-01 VM.

Note: Please follow your internal corporate security practices for storing and running in-guest scripts when
deciding where to place these sample scripts.

Edit Post Power On Step X

Type: ( ! Command on SRM Server
( ! Prompt (requires a user to acknowledge the prompt before the plan continues)

° Command on Recovered VM

MName: Reconfigure-Cluster-AG-\

53 characters remaining

Content:
powershell.exe E\Install-Files\Change-Cluster-AG-VIP.ps1
P
4039 characters remaining
Timeout: 5 2~ minutes © ~  seconds

CANCEL SAVE

Here’s a screenshot of the script itself. You can find this sample script in the appendix: “Change-Cluster-AG-
VIP.psl1.”
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# Change-Cluster-AG-VIP.psl (For reconfiguring recovered MS SQL Server cluster properties)
Import-Module FailoverClusters

# Let's Force-Start our Cluster first
# Immediately post-recovery, the whole Cluster is down
Start-ClusterNode -FQ

# Let's define our new IP address and subnet mask for the Cluster IP Address
SnewClusIP = "10.156.139.87" # Replace with your new IP address
SnewClusMask = "255.255.240.0" # Replace with your subnet mask

# Get the IP Address of the Cluster resource
SsetNewClusIP = Get-ClusterResource -Name "SRM-AGO1_Clus_IP"

# Set the new IP address and subnet mask for the Cluster resource
SsetNewClusIP | Set-ClusterParameter -Name Address -Value SnewClusIP
SsetNewClusIP | Set-ClusterParameter -Name SubnetMask -Value SnewClusMask

BRRRBERZEZ Next, we modify the AG VIP

# Let's define our new IP address and subnet mask for the AG VIP Address
SnewAGIP = "10.156.139.88" # Replace with your new IP address
SnewAGMask = "255.255.240.0" # Replace with your subnet mask

# Get the IP Address of the AG resource
S$setNewAGIP = Get-ClusterResource -Name "SRM-AGO1-IP"™

# Set the new IP address and subnet mask for the AG resource
SsetNewAGIP | Set-ClusterParameter -Name Address -Value SnewAGIP
SsetNewAGIP | Set-ClusterParameter -Name SubnetMask -Value $newAGMask

# Bring the resources offline
Stop-ClusterResource "SRM-AGO1_Clus_IP"
Stop-ClusterResource "SRM-AGO1_SRM-AG-List"
Stop-ClusterResource "Cluster Name”
Stop-ClusterResource "SRM-AGO1"
Stop-ClusterResource "SRM-AGO1-IP"

# We now start up everything
Start-ClusterResource "SRM-AGO1"
Start-ClusterResource "SRM-AGO1-IP"
Start-ClusterResource “"SRM-AGO1_SRM-AG-List"”
Start-ClusterResource "SRM-AGO1_Clus_IP"
Start-ClusterResource "Cluster Name”

Test the disaster recovery plan

You have all the configuration pieces in place. Now you’re ready to test your disaster recovery plan. Testing is
essential because you don’t want to discover that your DR plan doesn’t do what you want during an actual
disaster.

1.  From the Recovery Plans tab, click on Test.

2. Notice that the Plan Status shows Ready. This indicates the recovery plan is ready to run.
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vmw Live Site Recovery

—
Site Pair % Replications r\/ Protection Groups E Recovery Plans

O\ = D VLR’DCS’RP EDIT MOVE DELETE TEST RUN
Recovery Plans . o . . )
summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
F] VLR-DCsRP —_—
] VLR-SaL-RP Recovery Plan: VLR-DCs-RP
Protected Site: TSA-VLR
Recovery Site: ISV-VLR
Description:
~ Plan Status
Plan Status: 3 Ready

This plan is ready for test or recovery

3. Confirm that "Replicate recent changes to recovery site" is checked, then click "Next"

Test - VLR-DCs-RP Confirmation options %

1 Confirmation options Test confirmation

2 Running this plan in test mode will recover the virtual machines in a test environment on the recovery site.

Protected site: TSA-VLR
Recovery site: ISV-VLR
Server connection: Connected
Number of VMs: 2

Storage options

Specify whether to replicate recent changes to the recovery site. This process might take several minutes and is only

available if the sites are connected.

Replicate recent changes to recovery site

4. Click Finish to begin the test recovery process.
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Test - VLR-DCs-RP Ready to complete X

Review your selected settings.

1 Confirmation options

Name VLR-DCs-RP
2 Ready to complete Protected site TSA-VLR
Recovery site ISV-VILR
Server connection Connected
Number of VMs 2
Storage synchronization Replicate recent changes to recovery site

CANCEL BACK m

Recovery Steps shows detailed information about actions taken during recovery. Also, notice that DCO2 was
powered on only after DCO1 was fully recovered and the in-guest script was run. This is the dependency you
previously configured in the recovery plan.

Vmwa l'e® Technical Paper | 69

by Broadcom



Protecting and Recovering Mission-Critical Applications in a VMware Hybrid Cloud
with VMware Live Site Recovery

S E Recovery Plans

Fe VLR-DCs-RP EDIT MOVE DELETE TEST CLEANUP RUN
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS TEST CLEANUP RUN REPROTECT CANCEL
Plan status: Q Test complete
Description: The virtual machines have been recovered in a test environment at the recovery site. Review the plan history ts
Recovery Step Status Step Started Step Completed
> 5 1. Synchronize storage + Success Wednesday, September 11, 2024 2:01.01 PM Wednesday, September 11, 2024 2:01:01 PM
E« 2. Restore recovery site hosts from standby +' Success Wednesday, September 11, 2024 2:01.01 PM Wednesday, September 11, 2024 2:01:01 PM
[0 3. Ssuspend non-critical VMs at recovery site
» {8} 4. Create writable storage snapshot + Success Wednesday, September 11, 2024 2:01:01 PM Wednesday, September 11, 2024 2:01:05 PM
> @ 5. Configure test networks +' Success Wednesday, September 11, 2024 2:01:.04 PM Wednesday, September 11, 2024 2:01:05 PM
+ [ 6. Power on priority 1 VMs + Success Wednesday, September 11, 2024 2:01:.04 PM Wednesday, September 11, 2024 2:04:50 PM
W +' Success Wednesday, September 11, 2024 2:01:04 PM Wednesday, September 11, 2024 2:04:50 PM
6.1.1. Guest startup +' Success Wednesday, September 11, 2024 2:01:.04 PM Wednesday, September 11, 2024 2:02:00 PM
6.1.2. Customize IP +' Success Wednesday, September 11, 2024 2:02:00 PM Wednesday, September 11, 2024 2:02:16 PM
6.1.3. Guest shutdown + Success Wednesday, September 11, 2024 2:02.16 PM Wednesday, September 11, 2024 2:02:30 PM
v 6.2 VLR-DCO1 +' Success Wednesday, September 11, 2024 2:01:05 PM Wednesday, September 11, 2024 2:03:51PM
6.2.1. Guest startup +' Success Wednesday, September 11, 2024 2:01:05 PM Wednesday, September 11, 2024 2:01:59 PM
6.2.2. Customize IP + Success Wednesday, September 11, 2024 2:01:59 PM Wednesday, September 11, 2024 2:02:28 PM
6.2.3. Guest shutdown + Success Wednesday, September 11, 2024 2:02:28 PM Wednesday, September 11, 2024 2:02:45 PM
6.2.4_ Power on +' Success Wednesday, September 11, 2024 2:02:49 PM Wednesday, September 11, 2024 2:02:53 PM
6.2.5. Wait for VMware tools + Success Wednesday, September 11, 2024 2:02:53 PM Wednesday, September 11, 2024 2:03:48 PM
B 6.2.6. Command: Restart FSMO Role-Holder Post-Recovery + Success Wednesday, September 11, 2024 2:03:48 PM Wednesday, September 11, 2024 2:03:51 PM

B 7. Power on pricrity 2 VMs
[3 8. Power on pricrity 3 VMs
B 5. Power on priority 4 VMs
B 10. Power on priority 5 VMs

Notice that the recovered Domain Controller VMs are powered on and running in the vCenter on the recovery
site.
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£ Live-Recovery ACTIONS
Summary Monitor Configure Permissions VMs Updates
Virtual Machines VM Templates vAppsS VM Folders
Quick Filter Enter value
|:| Name A State Status Provisioned Space Used Space Host CPU Host Mem
E] Lﬁ VLR-DCO2 Powered On ~ Normal 49289 GB 29.42 GB 107 MHz 1.84 GB
] £ VLR-DCO1 Powered On ~* MNormal 4929 GB 3298 GB 53 MHz 1.83 GB
] = Papilolo-03 Powered Off + Normal 18.24 GB 1.01 KB 0O Hz OB
[ =1 Papilolo-02 Powered Off +/ Normal 18.24 GB 1.01 KB 0O Hz 0B
O &P Papilolo-01 Powered Off +/ Normal 18.24 GB 1.O1KB O Hz oB
1 VLR-DCO2 02 @ @ I AcTIONS & VLR-DCO1 [ I ACTIONS
Configure Fermissions Datastores Networks Snapshots Updatas Confegure Penmissions Datastores Networks Snapshots Updates
Guest 05 Virtual Machine Details MG TIINS ~ Guest 05 Virtual Machine Details ACTIONS
Power Status £ Powersd On Power Status &% Powsred On
Guest G5 £ Microson Windows Server 2022 Guest 05 B Microsoft Windows Server 2022
= (B4-0it) [— (E4-bit)
WMware Teoks Running, version:12416 (Current) (3 Whware Taols Running, version 12418 (Current) ()
Managed By Aare rter Site Recawve ry Managed By YWilware wle ery
or Extension (3) Manager Extan: @
DS Nama (1) W e local OIMS Marne {1} CMvirdomulocal
LAUNCH REMOTE CoNsoLE | (1) P Addresses ) X [ LAUNCH REMOTE ConsoLE | ) IP Addresses (1) 3,81
_——— Encryption Mot encrypted - : Encryplion Mat sncrypred
LAIMEH WER G :‘ E U:l LAUNCH WE! :" r‘{f_}' I‘I'D

The same Domain Controller and SQL Server VMs are still running uninterrupted at the protected site.
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m =

Canfigurs

f ®

Permisgions

1oACTIONS

Dustastores

Mestwarks

Snapshots Updates

o2

# VLR-DCO2

Configura

@ ©

£ Live-Recovery | i acrions
Summary Monitor Configure Permissions VMs Updates
Virtual Machines VM Templates vApps VM Folders
Quick Filter ~ Enter value
[:] MName T State Status Provisioned Space Used Space Hast CPU Host Mem

{OACTIONS

Permissicns Datastores

Guest 05 Wirtual Machine Details ACTIONS + Guest OS5 Wirtuzl Machine Details ACTIONS
Power Status &Y Powared an Power Status 6N Powersd on
= Guest 0% B wicrasof Windows Server 2022 — Guest OF E¥  Microsoll Windows Server 2022
{G4-hit} (B4-bity
WMware Tools Running, versinnii2dis (Curranty (D) VHMware Took Runnirg, version 12416 (Current) ()
ONS Hame (1) WLR-DCOLvirdom bocal DHS Nama (1) WLR-DE02 irdam bacal
1P Addressas (1) 10.155.138 B1 1P Addresses (1) 10,156 138 A2
Encryptian Mot encrypted Encrypticn Mot encrypted
n
@ o @ W [orunchrewoT= consoie | D £y ig 0

Metworks Srapshats Lindates

5. Log into the protected and recovered VMs to verify they are both accessible.

This demonstrates the unparalleled on-demand DR plan verification capabilities of VMware Live Site Recovery.
You can leverage the test failover feature to satisfy internal and external regulatory compliance or SLA
conformance requirements without interrupting their production infrastructure or scheduling an outage.

vmware

by Broadcom

Technical Paper | 72



Protecting and Recovering Mission-Critical Applications in a VMware Hybrid Cloud
with VMware Live Site Recovery

Safe Active Directory Domain Controller recovery in action

Let’s take a look at what happened to our protected Active Directory infrastructure after a simulated disaster
recovery event completed using VMware Live Site Recover.

The first time the recovered Domain Controllers boot up, Windows automatically detects the change in their VM-
Generation ID.

The Windows Domain Controller safety feature immediately kicks in, and the recovered Domain Controller VMs
are taken through the remediation process. Among other effects discussed in previous sections, Netlogon, DNS,

and other services cannot start during this remediation process.
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The FSMO role holder (DCO1) isn’t considered a [working?] Domain Controller now.

TE By et 12 108Ghren ety T ——
fsagr i -
— i

" VLR-DCO1 - VMware Remote Console — m] X
wre x|~ 5 O = =
] Event Viewer = bed
File Action View Help
| n
vent Viewer (Local) Directory Serv fction
» [ Custom Views . .
N % Windows Logs Level Date and Time Source EventID  Task Category | | Directory Service -~
« [ Applications and Services Lo| | (i) Information 9/9/2024 11:30,06 AM ActiveDirectory_Dom... 1587 Replication % OpenSaved Log..
£2] Active Directory Web Ser || (D) Information 9/9/2024 11:30:06 AM ActiveDirectory_Dom... 1939 Replication F Create Custom View..
5] OFS Replication (@ Information 2/9/2024 11:30:06 AM ActiveDirectory_Dom... 1587 Replication Irmport Custor View..
£ Directory Service /i Warning 9/9/2024 11:30:02 AM ActiveDirectory_Dom... 2082 Replication
£ DNS Server /A Warning 9/9/2024 11:30:02 AM ActiveDirectory Dom... 2082 Replication Clear Log...
£ Hardware Events (@) Information 9/9/2024 11:28:39 AM ActiveDirectory_Dom... 1384 Service Control F Fiter Current Log..
] Internet Explorer /i Warning 9/9/2024 11:28:32 AM ActiveDircctory_Dom... 2092 Replication Properties
£ Key Management Service || ) £rror 9/9/2024 11:29:07 AM ActiveDirectory Dom 2087 DS RPC Client
> [ Microsoft r— @0 Find..
> [ Openssh Information ActiveDirectory Dom... 1000 Service Control v| |k Save All Events As.
5 [ PowerShellCare .
[] Windows Powershell Event 2002, ActiveDirectory DomainService x Attach a Task To this Log...
[ Subscriptions View 3
General Details
A Refresh
H Hep »
This server is the owner of the following FSMO role, but does not consider it valid. For the partition which contains the FSMO, this server has not replicated successfully with any of its partners
since this server has been restarted. Replication errors are preventing validation of this role. Event 2092, ActiveDirectory DomainService -
Operations which require contacting a FSMO operation master will fail until this condition is corrected. Event Properties
E] Attach Task To This Event...
FSMO Role: CN=RID Manager$, CN=System, DC=virdom, DC=local
55 Copy r
User Action: i Save Selected Events...
1. Initial synchronization is the first carly replications done by a system as it is starting. A failure to initially synchronize may explain why a FSMO role cannot be validated. This process is explained [d Refresh
in KB article 305476.
2. This server has one or more replication partners, and replication is failing for all of these partners, Use the command repadmin /showrepl to display the replication errors. Correct the error in H Hele 4
question. For example there maybe problems with IP connectivity, DNS name resolution, or security authentication that are preventing successful replication.
3. In the rare event that all replication partners are expected to be offline (for example, because of maintenance or disaster recovery), you can force the role to be validated. This can be done by
using NTDSUTILEXE to seize the role to the same server. This may be done using the steps provided in KB articles 255504 and 324801 on http://support microsoft.com.

After rebooting the FSMO role holder (DCO1) the second time with our in-guest script, things begin to look better.
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7" VLR-DCOT - VMware Remote Console - O x
wre~ | ||~ = O .
3] Event Viewer _
File Action View Help
| @ :
{2 Event Viewer (Local) Directory Service Actions
5 [5 Custom Views _ -
> % Windows Logs Level Date and Time Source EventID Task Category - Dl.lldmy Service -
v [ Applications and Services Lo| | (i) Infarmation 9/9/2024 11:28:22 AM ActiveDirectory_Dom 2172 Internal Configuration /= Open Saved Log...

[&] Active Directory Web Ser| ®|nformanon 9/9/2024 11:28:22 AM ActiveDirectory_Dol 2168 Internal Configuration

“F Create Custom View...

£] DFS Replication () Infermation 9/9/2024 11:28:22 AM ActiveDirectory_Dom... 2406 Internal Configuration
. ! Import Custom Vigw..
] Directory Service (D Information 9/9/2024 11:28:22 AM ActiveDirectory_Dom. 2406 Internal Configuration
f2] DNS Server (i) Information 9/9/2024 11 AM ActiveDirectory_Dor 2121 Internal Configuration Clear Log...
[ Hardware Events A\ Warning 9/9/2024 11:28:22 AM ActiveDirectory_Dor 3054 Security F Filter Current Log...
[&] Intemet Explorer i, Warnin 9/0/2024 11:28:22 AM ActiveDirectary_Dot 3051 Securi
E] . ty Properties
% Key Management Service () infarmation 9/9/2024 11:27:57 AM ActiveDirectary_Dar 2179 Internal Configuration & Fing
5 [ Microsoft ind...
4 g SF’E”S::‘""C (i) Information 9/0/2024 11:27:36 AM ActiveDirectory Dom... 1999 Replication v| | bl Save AllEvents As..
> owershellCore
[£] Windows Powershell Event 1394, ActiveDirectory_DomainService X Attach 2 Task To this Log...
= View »
53 Subscriptions General Details
|6 Refresh
[All prablems preventing updates to the Active Directory Domain Services database have been cleared. New updates to the Active Directory Domain Services database are succeeding. The Net H Hep »
Logon service has restarted.
Event 1334, ActiveDirectory_DomainService -

Event Properties
@1 Attach Task To This Event...

At this point, the Domain Controllers have discarded their old RID pools and obtained a new set, have a new
Invocation ID, and can begin to use the new batch of USNs.
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Windows has also accepted the new VM-Generation ID created for the VM by our VMware Live Site Recovery
Recovery exercise. Windows will now store this for subsequent comparison next time the VM is rebooted.

ﬂi' VLR-DCO1 - VMware Remote Console

wee- | ] - & T
Event Viewer
File Action View Help

L e AN

g Event Viewer (Local)
5 [ Custom Views

> [ PowerShellCore

=] Windows PowerShell

_E Subscriptions

N j; Windows Logs Level Date and Time Source Event|D Task Category
v B Applications and Services Lo| /A Warming 9/6/2024 11:27:34 AM ActiveDirectory_Dom... 2088 DSRPC Client
@ Active Directory Web Ser ® Information 9/9/2024 11:27:05 AM ActiveDirectory_Dom... 1000 Service Control
=] DFS Replication A Waming 9/8/2024 11: ActiveDirectory Dom... 3041 LDAP Interface
% Directory Service &Wammg 6/9/2024 11:, ActiveDirectory_Dom.. 2886 LDAP Interface
[=] DNS Server (i) Information 9/9/2024 11:26:55 AM ActiveDirectory_Dom... 2405 Internal Configuration
E Hardware Events ® Information 97672024 11:26:55 AM ActiveDirectory_Dom... 2405  Internal Configuration
[&] Internet Explorer (i) Information 9/9/2024 11:26:55 AM ActiveDirectory_Dom... 2120 Internal Configuration
@ Key Management Service ®Informat\on 9/9/2024 11:26:55 AM ActiveDirectory_Dom... Internal Configuration
¥ i‘l Microsoft z = o
> d OpensSH CD Infermation ActiveDirectory_Dom.. Replication

Event 2179, ActiveDirectory_DomainService

General

Details

The msD5-Generationld attribute of the Domain Controller's computer object has been set to the following parameter:

Generation|D attribute:

9853974567046190745
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DCO02 has also been successfully remediated. Because it’'s not the FSMO role holder, part of its healing process
(for example, obtaining a new RID pool) was supported by the availability of the Role holder.

TR ———

T

[Rs—
G Feen

I —

Recover the SQL Server availability group

Now that the Domain Controllers have been recovered, you’re ready to recover the SQL Server availability group
cluster. Remember that our objective here is to ensure that we don’t just recover the individual VMs. We also
want to recover the services they provide. This means that, upon recovery, the cluster service and resources
(databases, jobs, scripts) also must be available, accessible, and operational.

1. Start by following the same process you did above for the Domain Controller recovery plan.

Notice the startup sequence of the two VMs in your recovery plan. VMware Live Site Recovery doesn’t begin to
power on Papilolo-02 and Papilolo-03 until Papilolo-01 has completed bootup and the in-guest script has been
called. This is a combination of dependency and recovery priority at work.
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[z VLR-SQL-RP

MOVE

Summary Recovery Steps Issues History
Recovery Step
> 5 1. Synchronize storage
[& 2. Restore recovery site hosts from standby
[l 3. Suspend non-critical VMs at recovery site
> @ 4. Create writable storage snapshot
> @ 5. Configure test networks
+ [l 6. Power on priority 1 VMs
v 6.1. Papilolo-O1
6.1.1. Guest startup
6.1.2. Customize IP

6.1.3. Guest shutdown

Permissions

EST CLEAMNUP

Protection Groups

Status
+/ Success

+/ Success

+ Success
+/ Success
+ Success
+/ Success
+ Success
+/ Success

+' Success

Virtual Machines

Step Started
Wednesday, Septemibber 11,
Wednesday, September 11,

Wednesday, September 11,
Wednesday, Septemibber 11,
Wednesday, September 11,
Wednesday, Septemiber 11,
Wednesday, Septemier 11,
Wednesday, Septemier 11,

Wednesday, September 11,

2024 3.56:48 PM
2024 3:56:48 PM

2024 3:56:48 PM
2024 3.56.52 PM
2024 3:56:53 PM
2024 3:56:53 PM
2024 3.56.53 PM
2024 3.57.39 PM

2024 35743 PM

Step Completed
Wednesday, September 11,
Wednesday, September 11,

Wednesday, September 11,
Wednesday, September 11,
Wednesday, September 11,
‘Wednesday, September 11,
Wednesday, September 11,
Wednesday, September 11,

Wednesday, September 11,

2024 3.56.48 PM
2024 3:56:48 PM

2024 3:56:52 PM
2024 3.56.53 PM
2024 3:59:47 PM
2024 3:59:47 PM
2024 3.57.39 PM
2024 35743 PM

2024 3:5820 PM

6.1.4. Power on

+ Success

Wednesday, September 11,

2024 3:58:20 PM

Wednesday, September 11,

2024 3:58:22 PM

6.1.5. Wait for VMware tools
E 6.1.6. Command: Reconfigure AG VIP
w [H 7. Power on priority 2 VMs
- I
711, Guest startup
7.1.2. Customize IP
7.13. Guest shutdown

7.21 Guest startup
7.2.2. Customize IP
7.2.3. Guest shutdown

[B] 8. Power on priority 3 VMs
B 9. Power on priority 4 VMs
B 10. Power on pricrity 5 VMs

+ Success
+/ Success
+' Success
+ Success
+ Success
' Success

' Success

+/ Success

+/ Success
+ Success

+ Success

Wednesday, September 11,
Wednesday, Septemier 11,
Wednesday, September 11,
Wednesday, September 11,
Wednesday, September 11,
Wednesday, September 11,
Wednesday, September 11,

Wednesday, September 11,
Wednesday, September 11,
Wednesday, Septemiber 11,

Wednesday, September 11,

2024 3:58:22 PM
2024 3.59.089 PM
2024 35653 PM
2024 3:56:53 PM
2024 3:56:53 PM
2024 3:57:40 PM
2024 3:57:44 PM

2024 3:56:53 PM
2024 35653 PM
2024 3:57:40 PM
2024 3:57:44 PM

Wednesday, September 11,
Wednesday, September 11,
Wednesday, September 11,
‘Wednesday, September 11,
Woednesday, September 11,
Wednesday, September 11,
‘Wednesday, September 11,

Wednesday, September 11,
‘Wednesday, September 11,
‘Wednesday, September 11,
Wednesday, September 11,

2024 3.59:09 PM
2024 3.59:47 PM
2024 4:00:41 PM
2024 4:00:30 PM
2024 3:57:40 PM
2024 3:57:44 PM
2024 3:58:30 PM

2024 4:00:41 PM
2024 3:57:40 PM
2024 3:57:44 PM
2024 3:58:30 PM

The recovery is complete.

Site Pair Iﬁ Replications O Protection Groups D Recovery Plans
Q. search [z VLR-SQL-RP MOVE
Recovery Plans. .
Summary Recovery Steps Issues History
[3 VLRDCsRP ——
3 VLR-SOLRP EXPORT STEPS CLEANUP
Plan status:
Description:

Recovery Step

> %% 1. Synchronize storage

%2
=
>4
> @S
>He
>@zv.
Bs
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Restore recovery site hosts from standby
Suspend non-critical VMs at recovery site
Create writable storage snapshot
Configure test networks

Power on priority 1VMs

Power on priority 2 VMs

Power on priority 3 VMs

T CLEANUP

Permissions

Protection Groups

Virtual Machines

@ Test complete

Status
+ Success

+ Success

+ Success
+ Success
+/ Success

+ Success

Wednesday, September 11,

‘Wednesday, September 11,

‘Wednesday, September 11,
‘Wednesday, September 11,
‘Wednesday. September 11,
‘Wednesday, September 11,

The virtual machines have been recovered in a test environment at the recovery site. Revie

Step Started

2024 356:48 PM

2024 3.56:48 PM

2024 3.56:48 PM
2024 3:56:52 PM
2024 3:56:53 PM
2024 3:56:53 PM

Step Completed

‘Wednesday, September 11, 2024 3:56:48 PM

Wednesday, September 11, 2024 3:56:48 PM

‘Wednesday, September 11, 2024 3:56:52 PM
Wednesday, September 11, 2024 3:56:53 PM
Wednesday, September 11, 2024 3:59:47 PM
Wednesday, September 11, 2024 4:.00:41PM
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2. Loginto Windows and check the SQL Server availability group cluster.

The Windows Server Failover Cluster supporting the SQL Server availability group should be fully functional.

@ Failovt:?(:luster Manager
File Action View Help
| 5|

% Failover Cluster Manager Roles (1) Actions
v ) SAM-AG Clusd1 irdomloc -
Search | Queries w
s e el 2N o
%3 MNodes Name Status Type Cwner Node Priority Information % Configure Role...
> E Storage = SRM-AGO1 Runinin Cther Papilolo-01 Medium Virtual Machines...
= 1 a
Networks
Cluster Events % Create Empty Role
View
g Refresh
Help
SRM-AGO1
% StartRole
< >
i StopRole
v %SRM&M Prefemed Owners: Anynode | [ Move
% Change Startup Priori
Name Status Information = ange Startup Priority
Other R H Information Details...
if_}‘l SRM-AGOT @ Online Show Critical Events
5 M g Add Storage
= % Name: SRU-AG-List (@ Online # AddResource
% IP Address: 10.156.139.82 (®) Orline More Actions
x Remove
P
All the participating nodes should be up and operational.
@ Silover Cluster Manager
File Action View Help
= x5 HE
B4 Failover Cluster Manager Nodes (3) Actions
v & SRM-AG.Clusd1 vrdom.loc ;
- Search 1| Queries w Nodes
B Roles | Gueries ~ I ~ (v
=] Nodes ame tatus ign: ote ment Vote ite 3s5is
(5 Nod N 5 Assigned Vi Curert Vi 5 Rack ch " AddNode
» E Storage 2. Papilolo-01 @ Up 1 1 Site 10.156.128.0,/20 View
:iﬂ Metworks
; , Papilolo-02 U 1 1 Stte 10.156.128.0/20
£ Cluster Events 2 . @ . (G Refresh
£ Papiolo-03 @ Up 1 1 Stte 10.156.128.0/20 A Help
PM’ 1
< >
i, Pause
v i!ﬂ Papilolo-01 B Resume
B Remote Desktop
;éme SCt:)tus Type Priarity Information & |nformation Detail
SRM-AGD1 Rurnniin Other Medium ;
° . 4] Show Critical Even
¥ More Actinns

The Microsoft SQL Server listener resource should also be up and available.
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‘_,\; Microsoft SOL Server Management Studio
File Edit View Tools Window Help
SOl o ] BNy B R RS |9-c-|@| -|2 - mEpEE-,

| | Execute | | | ‘ | 2

Object Explorer v 31X

Connect = ?

I;Li Connect to Server

SQL Server

Login | Connection Properties  Always Encryoted  Additional Connection Parameters

Server

Servertype Database Engine

Server name: SRM-AG-ListhVCFAGINST

Authentication: Windows Authentication

ser name VLRDOM deji

3. Because this is a test recovery exercise, confirm that your production SQL Server cluster is still up and
functional at the protected site.

Here’s the production SQL Server instance and its recovered copy, side-by-side. They should both be operational
and processing queries.

sl e

CHP Ao A2525 X0 a » cRAEOD-.
- b beecte JESH FRF ABRD 1% S5 v,

e P, =

SELECT TP (100000, [Comment Acthor] | [Comment Test]. [Comment Timestews] [Updete Asthor]. [Updete Timestams] from dbo akcTable i

ot ok Wndow  elp
om BGEEE XD 8l -|# BP0
vESEIFEE BB sy SRe,

SELECT TP (100000 [Comment Author]  [Coment_Text] [Comsant Tiswstews] [Usdets Author]. [Usdete_Tisestaep) From dbe sksTeble;
e Test-Recovered
B B ... Papilolo-01

Production
BT Papilolo-01

In a test recovery exercise, the recovered workloads should not be able to communicate with the production
environment because they are recovered into the VMware Live Site Recovery test network we specified in
previous steps. However, all workloads recovered into this test network can communicate with each other. This
allows the admins and operators to more robustly test and verify the integrity of the recovery process and
ascertain the availability and accessibility of their services.

Admins can fail over a client VM to the test network in VMware Live Site Recovery, or they can connect a regular
client VM to the fenced-off port group in vCenter and connect to the recovered workloads to perform any
validation or integrity tests required for their disaster recovery plans.
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You have successfully performed test recovery of the recovery plan. If there were any failures, misconfigurations,
or unexpected behaviors, you could correct them by editing the plan and retesting the changes without
disrupting services in production.

vmw Live Site Recovery

EE Site Pair % Replications "\/ Protection Groups D Recovery Plans

Q Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
EEEIAER RS NEW RECOVERY PLAN
I-—Q‘ VLR-DCs-RP |:| Name T r Status T Protected Site T Recovery Site
[ vir-saL-rP [ E¢vLrR-DCs-RP @ Test complete TSA-VLR ISV-VLR
| EéviR-saL-RP @ Test complete TSA-VLR ISV-VLR

Clean up after the test recovery
Now that you’re done with the test recovery, you need to clean up the test environment.

1. Select each tested recovery plan and click Cleanup.

vmw Live Site Recovery

-
sitepair [ Replications ) Protection Groups || Recovery Plans

Q 2 VLR-DCs-RP wove
Recovery Plans y
summary Recovery Steps Issues History Permis3ts, Protection Groups Virtual Machines

[$ Vir-DCs-RP
[3 VLR SOL-RP . Recovery Plan: VLR-DCs-RP
. Protectea Site: TSAVIR
" Recovery Site ISV-VLR
" Description
[\ Test complete
~ Plan Status
Plan Status: @ Test complete
The virtual machines have been recovered in a test environment at the recovery site. Review the plan history to view any errors or warnings. When you are
ready to remove the test environment, run cleanup on this plan
 Recent History
Test Wednesday, September 11,2024 2:00:56 PM + Success

2. Click Next to confirm.
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Cleanup - VLR-DCs-RP Confirmation options X

1 Confirmation options Cleanup confirmation

2 Running a cleanup operation an this plan will remove the test environment and reset the plan to the Ready state.

Protected site TSA-VLR
Recovery site: ISV-VLR
Server connection: Connected
Number of VMs: 2

Cleanup options

If you are experiencing errors during cleanup, you can choose the Force Cleanup option to ignore all errors and return the
plan to the Ready state. If you use this option, you might need to clean up your storage manually, and you should run

another test as soon as possible.

Force cleanup

3. Click Finish to commit the changes.

Cleanup - VLR-DCs-RP Ready to complete X
Review your selected settings.

1 Confirmation options Name VLR-DCs-BP

2 Ready to complete Protected site TSA-VLR
Recovery site ISV-VLR
Server connection Connected
Number of VMs 2
Force cleanup Do not ignore cleanup warnings

CANCEL BACK FINISH

The recovery plans have returned to Ready for another test or invoke in an actual disaster event.
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vmw Live Site Recovery

Site Pair % Replications O Protection Groups D Recovery Plans

Q, search D VLR’DCS’RP EDIT MOVE DELETE TEST RUN
Recovery Plans - o N
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
[F] ViR-DCs-RP
E] VIR-SQL-RP Recovery Plan: VLR-DCs-RP
Protected Site: TSA-VLR
Recovery Site: ISV-VLR
Description:
v Plan Status
Plan Status: > Ready
This plan is ready for test or recovery
“ Recent History
Cleanup Wednesday, September 11, 2024 4:56:29 PM « Success
Test Wednesday, September 11, 2024 2:00:56 PM " Success

Also, the recovered VMs are powered off and restored to their previous placeholder states.

B Live-Recovery | | acrions

Summary Monitor Configure Permissions VMs Updates

WM Templates vApps VM Folders

Quick Filter Enter value
MName T State Status Provisioned Space Used Space Host CPU Host Mem

O
O 1 Papilolo-01 Powered Off +/ Normal 18.48 GB 244 MB OHz OB
O a1 Papilolo-02 Powered Off + Normal 18.49 GB 252 MB OHz 0B
O 1 Papilolo-03 Powered Off ~ Normal 18.48 GB 244 MB 0 Hz OB
O 1 VLR-DCO1 Powered Off ~/ Normal 14.48 GB 252 MB 0 Hz OB
O 1 VLR-DCO2 Powered Off ~/ Normal 14.48 GB 252 MB 0 Hz OB

Perform a real disaster recovery

Performing mocked-up or simulated disaster recovery exercises is one of the best features of VMware Live Site
Recovery. Knowing that you’re adequately prepared to recover an infrastructure in real disaster events gives you
peace of mind. It also helps your organization satisfy compliance, regulatory, and other legal requirements. A
simulated failure and recovery isn’t usually the desired outcome for investment in a robust BCDR solution like
VMware Live Site Recovery, though. What the solution can do for you in a real disaster event is always the end
goal. We’ll now demonstrate VMware Live Site Recovery's capabilities in a disaster event.

A disaster event is a catastrophic event that impacts IT services in a production environment. It implies that all
servers and services in that specific environment are unavailable and must be reinstantiated or reinstated in
another environment for business continuity.
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Except for a few considerations and cosmetic differences, the process of performing real disaster recovery
exercises is not much different from the test disaster recovery process you previously conducted. We’ll highlight
those differences in this section.

1. Select the recovery plan and click Run to initiate a disaster recovery exercise.

vmw Live Site Recovery

Site Pair La Replications O Protection Groups D Recovery Plans

Q. search B VLR-DCs-RP EDIT  MOVE  DELETE  TEST R
Recavery Plans N . i N N
Summary Recovery Steps Issues History Permissions =l ups Virtual Machines
[ vir-DEsRP —
] VIR-SQLRP Recovery Plan: VLR-DCs-RP

Protected Site: TSA-VLR

Recovery Site: ISV-VLR

Description:

“ Plan Status

Plan Status: > Ready

This plan is ready for test or recovery

v Recent History

Cleanup Wednesday, September 11, 2024 4:56:29 PM + Success

Test Wednesday, September 11, 2024 2:00:56 PM + Success

VMware Live Site Recovery provides two types of disaster recovery operations:

¢ Planned recovery: This is good for proactively relocating business-critical workloads from one datacenter to
another for any business reasons. For example, if a natural disaster event is predicted for the area where the
workloads are currently located, you can invoke the recovery plans to move them to another site in a
controlled fashion. In this mode, the recovery operation will (among other things) perform an up-to-date
synchronization between the two sites to ensure that changes in flight are committed to the replicated copies
of the workloads at the recovery site. The process will also attempt to power off the workloads at the
protected site to avoid service collision. If these attempts fail, the recovery will be stopped.

o Disaster recovery: This is for situations where the workloads at the protected sites are no longer available.
When this option is invoked, VMware Live Site Recovery attempts a last-minute replication and a controlled
power-off of the VMs at the protected site. The recovery continues even if VMware Live Site Recovery cannot
successfully perform these steps. When you indicate a disaster recovery, the system assumes an actual
disaster event makes the protected site unreachable, and the services or servers there are unavailable.

2. Select the checkbox to acknowledge you understand the action is disruptive. If you miss this checkbox, you're
prompted to acknowledge the disaster recovery to make sure you don’t accidentally initiate one.

@ Confirm that you understand that this process will permanently alter the virtual machines and infrastructure of X
both the protected and recovery datacenters.
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3. Select Disaster recovery.

4. Click Next.
Recovery - VLR-DCs-RP Confirmation options X
1 Confirmation options Recovery confirmation

o Running this plan in recovery mode will attempt to shut down the VMs at the protected site and recover the VMs at the recovery site.

Protected site TSA-VLR
Recovery site: ISV-VLR
Server connection: Connected
Number of VMs: 2

| understand that this process will permanently alter the virtual machines and infrastructure of both

the protected and recovery datacenters

Recovery type

() Planned migration

Replica cent changes to e and cancel recovery if errors are encountered. (Sites must be connected
and storage replication must b

@ Disaster recovery

Attempt to rep t changes to the recovery site, but otherwise use the most recent storage synchronization

data. Continue rec ven if errors are encountered.

5. Click Finish to begin the disaster recovery.

Recovery - VLR-DCs-RP Ready to complete X

Review your selected settings.

1 Confirmation options

Name VLR-DCs-RP
2 Ready to complete Protected site TSA-VLR
Recovery site ISWV-VLR
Server connecticn Connected
Number of VMs 2
Recovery type Disaster recovery
Forced recovery Do not force recovery

CANCEL BACK @

Here, you’ll see VMware Live Site Recovery powering off the protected VMs at the protected site before it starts
to recover them at the recovery site. The power-off and synchronization attempts succeeded because your
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protected site wasn’t offline. If it were, these tasks wouldn’t succeed, and the recovery process would continue.

vmw Live Site Recovery

()
Site Pair % Replications |/ Protection Groups D Recovery Plans

Q se i VLR-DCs-RP MOVE CANCEL

Recovery Plans.

summary ~ Recovery Steps  Issues  History  Permissions  Protection Groups  Virtual Machines
[}l VLR-DCsRP -
F] viz soLre EXPORT STEPS CANCEL
Plan status: Ik Recovery in progress
81%
Description: Recovery in progress
VM Templates | vApps | VM Folders
Recovery Step
[3 1. Restore hosts from standby for live migration Quick Filter Entervelue
[ 2. suspend non-critical VMs at recovery site for live migration OJ Name Ny State Status Provisioned Space Used Space
> G} 3. Prepare stretched storage consistency groups for VM migration at protecte. O & VLR-DCO2 Powered Off ~/ Normal 253.58 GB 3015 GB
> (5 4. Live migration of VMs O & VLR-DCO Powered Off ~/ Normal 2536 GB 31.08 GB
> % 5. Pre-synchronize storage O & Papilolo-03 Powered On ~/ Normal 204718 348.97 GB
+ M 6. Shut down VMs at protected site O &% Papilolo-02 Powered On ~/ Normal 204718 34828 GB|
6.1 Shut down the priority 5 VMs O &% Papilolo-01 Powered On ~/ Normal 204718 379.45 GB
6.2. Shut down the priority 4 VMs
6.3. Shut down the priority 3 VMs
6.4. Shut down the priority 2 VMs.
~ 6.5. Shut down the priority 1VMs + Success Thursday, September 12, 2024 8:36:04 AM Thursday, September 12, 2024 9:36:40 AM
> 6.5.1 VLR-DCOZ + Success Thursday, September 12, 2024 9:36:04 AM Thursday, September 12, 2024 8:36:20 AM
> 6.5.2. VLR-DCO1 + Success Thursday, September 12, 2024 9:36:20 AM Thursday, September 12, 2024 9:36:40 AM

The recovery was successfully completed.

R VLR_DCS_RP EDIT MOVE DELETE REPROTECT

Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS REPROTECT
Plan status: @ Recovery complete
Description: The recovery has completed. Review the plan history to view any errors or warnings.

virtual machines to the original site.

The Domain Controllers in your recovery plan are now running and providing services in the recovery site.
Business continuity is restored with just a few mouse clicks.
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F1 Live-Recovery | : acrions
Summary Monitor Configure Permissions VMs Updates
Virtual Machines VM Templates vApps VM Folders
Quick Filter Enter value
C] MNarme A State Status Provisioned Space Used Space Host CPU Host Mem
O &% VLR-DCO2 Powered On +/ Normal 25292 GB 29.41 GB 80 MHz 1.9 GB
O &% VLR-DCO1 Powered On +/ Normal 25293 GB 30.65GB 26 MHz 1.78 GB
B #P Papilolo-03 Powered Off ~/ Normal 18.48 GB 244 MB OHz OB
B = Papilola-02 Powered Off ~/ Normal 18.49 GB 252 MB OHz OB
B = Papilolo-01 FPowered Off +/ Normal 18.48 GB 244 MB OHz OB
6. Go ahead and invoke the rest of your recovery plans.
The VMs are now powered on at the recovery site and powered off at the protected site.
£ Live-Recovery i AcTioNs ) Live-Recovery I ACTIONS
Summary Monitor Configure Permissions VMs Updates Summary Monitor Configure Permissions VMs Updates
VM Templates | vApps | WM Foiders VM Templates | vApps | VM Folders Recovery Site
e o Protected Site )
ik Fittar Enter value Quick Filter Enter value
O [ | name o st Status Provsionedspace | UsedSpace | HostCPU | HostMem O Nome L sue status Provisonedspace | UsedSpace | HostCPU | HostMem
C] H & VLR-DCO2 Powered Off ~/ Normal 25358 GB 3015 GB OHz oB D E & VLR-DCO2 Powered On ~ Normal 252,94 GB 2946 GB 53 MHz 263GB
0 & @ VLR-DCO1 Powered Off +/ Normal 2536 GB 31.08 GB OHz oB O &4 VLR-DCO1 Powered On +/ Normal 252.93GB 30.68 GB 26 MHz 258GB
C] H @ Papilolo-03 Powered Off ~/ Normal 204TB 34912 GB OHz oB D i & Papilolo-03 Powered On ~ Normal 136 TB 347.7 GB 172 GHz 2nGB
0 & @ Papilolo-02 Powered Off /' Normal 204TB 34827 GB OHz 0B D i & Papilolo-02 Powered On ~ Normal 136 T8 347.48 GB 172 GHz 212GB
C] H & Papilolo-01 Powered Off ~/ Normal 204TB 379.42GB OHz oB O s & Papilolo-01 Powered On ~ Normal 136 TB 37873GB QHz 215GB

Reprotect business-critical applications after a disaster event

What is Reprotect needed as shown in the Recovery Plans tab?

vmw Live Site Recovery

Site Pair % Replications \/ Protection Groups D Recovery Plans @

Q, searc Recovery Plans NEW RECOVERY PLAN  NEW FOLDER

Recovery Plans NEW RECOVERY PLAN
I-—é VLR-DCs-RP C] Mame T v Status T Protected Site T Recovery Site
[g VIR-saL-RP

O g VLR-DCs-RP @ Recovery complete TSA-VLR ISV-VLR

J [ VLR-SQL-RP @ Recovery complete TSA-VLR ISV-VLR

VMware Live Site Recovery makes it easy to quickly configure protection for the VMs after a disaster recovery
operation. In the immediate aftermath of a real disaster event, the recovered VMs don’t have any protection

(because the original site is unavailable). After the disaster is over and you’re ready to resume operations at that
site, you simply reprotect the VMs.

7. Select the recovery plan containing the VMs you want to protect.

vmware
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8. Click on Reprotect.

vmw Live Site Recovery

o
Site Pair % Replications  \_/ Protection Groups D Recovery Plans @

Q se. s VLR-DCs-RP EDIT  MOVE  DELETE REPROTECT
Recovery Plans
Summary ~ Recovery Steps  Issues  History  Permissions  Protectigh Groups ktual Machines

[ VLR-DCs-RP. E—
F3 ViR S0LRP Recovery Plan:  VLR-DCs-RP

. Protected Site TSAVLR

= Recovery Site ISV-VIR

=

Description

£\ Your workioads are not protected. Run reprotect.

™ Plan Status

Plan Status: @ Recovery complete

The recovery has completed. Review the plan history to view any efrors or warnings. You can now press Reprotect to configure protection in the reverse direction.
Note that If you plan to failback the virtual machines to the original site, you must first run the plan in reprotect mode, then once protection is configured in

reverse, you can run the plan in recovery mode to failback the virtual machines to the original site.

You’ll notice that the source - target direction has now been automatically reversed. The original recovery site is
now the protected site (and vice versa) because the VMs are now running at the original recovery site.

9. Select | understand that this operation cannot be undone to signal that you understand the effects and
implications of the action you’re about to perform.

Reprotect - VLR-DCs-RP Confirmation options X

1 Confirmation options Reprotect confirmation

[_\ Running reprotect on this plan will commit the results of the recovery, and configure protection in the reverse direction.

Mew protected site: ISV-VLR
New recovery site: TSA-VLR &
Server connection: Connected

Number of VMs: 2

| understand that this operation cannot be undone.

rotect options

Reprotect operations include steps to clean up the original datastores and devices. If you are experiencing errors during
cleanup steps, you may choose the force cleanup option to ignore all errors and return the plan to the Ready state. If you

use this option, you may need to clean up your storage manually, and you should run a Test as soon as possible.

CANCEL NEXT

Force cleanup

10. Click Next and then Finish on the next screen.
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Reprotect - VLR-DCs-RP Ready to complete x

Review your selected settings.

1 Confirmation options

Name VLR-DCs-RP
2 Ready to complete New protected site ISV-VLR
New recovery site TSA-VLR
Server connection Connected
Number of VMs 2
Force cleanup Do not ignore cleanup warnings

CANCEL BACK q—

When the VMs are reprotected, they’re converted to placeholders at the new recovery site (formerly the
protected site).

F7 Live-Recovery = : acmions

Summary Monitor Configure Permissions VMs Updates

VM Templates vApps VM Folders

Quick Filter Enter value

D MName 4 State Status Provisioned Space Used Space Host CPU Host Mem
E] i = VLR-DCO2 Powered Off ~ Normal 14.48 GB 252 MB 0 Hz OB
E] i Z1 VLR-DCOI Powered Off ~ Normal 14.47 GB 244 MB 0 Hz OB
O ZB Papilolo-03 Powered Off ~ Normal 18.24 GB TN KB 0O Hz OB
O a1 Papilolo-02 Powered Off ~" Normal 18.24 GB TN KB 0O Hz OB
O a1 Papilolo-01 FPowered Off + Normal 18.49 GB 252 MB 0O Hz OB

Modify the in-guest script after a disaster recovery operation

You previously configured a Run Command on Recovered VM task in the Post Power On Steps section for the
Domain Controller and SQL Server recovery plans.

We called a script to reboot the Domain Controller recovery plan. No modification is necessary for this step when
we reprotect these VMs. However, the SQL Server recovery plan deserves some attention because the script
must make site/subnet-specific configuration changes to both the Windows cluster and SQL Server Always On.
Therefore, you need to modify the original script with the correct information:

¢ Now that the VM is running in the recovery site, you can log in and edit the script itself.

e Or, you can edit the recovery [lan and specify a different script to be used in the post power-on steps as you
did previously. You’ll do this process below.
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11. Connect and log into VMware Live Site Recovery on the new recovery site.

12. Select the recovery plan, click the Virtual Machines tab, and then select the VM with the recovery steps to
modify.

13. Click Configure Recovery.

vmw Live Site Recovery

. a
EE Site Pair I-|_'L_| Replications \) Protection Groups D Recovery Plans

O, sea B VLR-SQL-RP MOVE
Recovery Plans N L . a a
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
[ vir-DCs-RP —
D CONFIGURE COVERY PRIORITY GROUP ~ STARTUP ACTION ~
VLR-SQL-RP
O §| Machine 1 Recovery Stati T Status Modified T Protection Group T Priority 4 Dependencie T Final Power State
b apilolo-01 @ Unknown Unknown VLR-SQL-PG 1(Highest) ©on
O » 1 Papilolo-02 (2) Unknown Unknown VLR-5QL-PG 2 (High) Papilolo-01 on
O = 1 Papilolo-03 (2) Unknown Unknown VLR-5GL-PG 2 (High) Papilole-01 on

14. Select the step to modify (here, it’s Post Power On Steps), and then click Edit.

VM Recovery Properties - Papilolo-01 X

Changes to these properties will apply to this WM in all recovery plans.

Recovery Properties IF Customization

> Pre Power On Steps None
~ Post Power On Steps
These steps run after the VM is powered on.

+ MEW & EDT X DELETE

Name Type Timeout

@ Reconfigure AG VIP Run on Recovered VM 5 min O sec

1step(s)

15. Type in the command to run. In our case, we’re calling another scrip: Change-Cluster-AG-VIP-

Reverse.psl. Thisis also located in the VM.

16. Click Save.
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Edit Post Power On Step

X
Type: O Command on VLSR Server
O Prompt (requires a user to acknowledge the prompt before the plan continues)
© Command on Recovered VM
MName: Reconfigure AG VIP
62 characters remaining
Content:
Powershell exe C:\Install-FiIes\Change—CIuster-AG—VIP—Reversedes‘l
4
4030 characters remaining
Timeout: 5 2 minutes 0 2 seconds
CANCEL
17. Click OK to commit the changes.
VM Recovery Properties - Papilolo-01 X
Changes to these properties will apply to this WM in all recovery plans.
Recovery Properties IP Customization
1 (Highest)
Priority Group All virtual machine: The startup ord
machines within a pric N a pri C\'it'_-
> Pre Power On Steps None

~ Post Power On Steps
These steps run after the VM is powered on.

+ NEW yEDIT X DELETE
Name Type Timeout

° Reconfigure AG VIP Run on Recovered VM 5 min 0 sec

1 step(s)

Here’s the script we used for this exercise. It also appears in the appendix.

vmware
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| Change-Cluster-AG-VIP-Reversed.ps1 X
1 # Change-Cluster-AG-VIP.psl (For reconfiguring recovered MS SQL Server cluster properties)
2 Import-Module FailoverClusters
3
4 # Let's Force-Start our Cluster first
5
6 # Immediately post-recovery, the whole Cluster is down
7
8 Start-ClusterNode -FQ
9
10 # Let's define our new IP address and subnet mask for the Cluster IP Address
11 SnewClusIP = "10.156.138.87" # Replace with your new IP address
12 SnewClusMask = "255.255.240.0" # Replace with your subnet mask
13
14 # Get the IP Address of the Cluster resource
15  SsetNewClusIP = Get-ClusterResource -Name "SRM-AGO1_Clus_IP"
16
17 # Set the new IP address and subnet mask for the Cluster resource
18 SsetNewClusIP | Set-ClusterParameter -Name Address -Value SnewClusIP
19 SsetNewClusIP | Set-ClusterParameter -Name SubnetMask -Value SnewClusMask
20
21 ERFRSERXREE Next, we modify the AG VIP
22 # Let's define our new IP address and subnet mask for the AG VIP Address
23  S$newAGIP = "10.156.138.88" # Replace with your new IP address
24 S$SnewAGMask = "255.255.240.0" # Replace with your subnet mask
25
26 # Get the IP Address of the AG resource
27 $setNewAGIP = Get-ClusterResource -Name "SRM-AGO1-IP"
28
29 # Set the new IP address and subnet mask for the AG resource
30 S$setNewAGIP | Set-ClusterParameter -Name Address -Value $newAGIP
31 S$setNewAGIP | Set-ClusterParameter -Name SubnetMask -Value SnewAGMask
32
33 # Bring the resources offline
34 Stop-ClusterResource "SRM-AGO1_Clus_IP"
35 Stop-ClusterResource "SRM-AGO1_SRM-AG-List"
36 Stop-ClusterResource "Cluster Name"
37 Stop-ClusterResource "SRM-AGO1"
38 Stop-ClusterResource "SRM-AGO1-IP"
39
40 # we now start up everything
41 Start-ClusterResource "SRM-AGO1"
42 Start-ClusterResource "SRM-AGO1-IP"
43 Start-ClusterResource "SRM-AGO1_SRM-AG-List"
44  Start-ClusterResource "SRM-AGO1_Clus_IP"
45 Start-ClusterResource "Cluster Name"”
Conclusion

We’ve reached the end of our demonstration on how to prepare and configure a set of virtualized business-
critical application VMs in a vSphere-based infrastructure to be protected against a disaster event and recovered
with VMware Live Site Recovery to restore business continuity.

We showcased a multi-tiered application stack that required special considerations. We covered using in-guest
scripting to complement VMware Live Site Recovery’s automated workflow and capabilities.

We demonstrated how to use VMware Live Site Recovery to conduct:

e Test recovery operations for compliance purposes and verify our recovery plans’ reliability on demand.

e Arreal disaster recovery operation and reconfigure the recovered workloads to be protected again after we
achieved stability.

vmware
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We also provided the in-guest scripts used in these exercises in the appendix.

We hope you’ve found this comprehensive documentation useful for your own purposes. Thank you.

Appendix A: Sample scripts

We (Broadcom) provide the following sample scripts for illustration purposes only. We don’t assure, warranty, or
guarantee their suitability for your purposes and usage. We don’t provide support for these scripts. We disclaim
any responsibility for any adverse effect that might result from your use of these sample scripts.

Run-Post-Script.psl
This reboots the first Domain Controller that VMware Live Site Recovery recovers.

Write-Output "Rebooting VM to complete recovery..." $(Get-Date) > c:\install-files\recovery.txt
shutdown -r -t 60

Change-Cluster-AG-VIP.psi

This reconfigures the recovered SQL Server cluster properties.

Import-Module FailoverClusters

# Let's Force-Start our Cluster first

# Immediately post-recovery, the whole Cluster is down

Start-ClusterNode -FQ

# Let's define our new IP address and subnet mask for the Cluster IP Address
$newClusIP = "10.156.139.87" # Replace with your new IP address

$newClusMask = "255.255.240.0" # Replace with your subnet mask

# Get the IP Address of the Cluster resource
$setNewClusIP = Get-ClusterResource -Name "SRM—AGOl_Clus_IP"

# Set the new IP address and subnet mask for the Cluster resource
$setNewClusIP | Set-ClusterParameter -Name Address -Value $newClusIP
$setNewClusIP | Set-ClusterParameter -Name SubnetMask -Value $newClusMask

#########H Next, we modify the AG VIP

# Let's define our new IP address and subnet mask for the AG VIP Address
$newAGIP = "10.156.139.88" # Replace with your new IP address
$newAGMask = "255.255.240.0" # Replace with your subnet mask

# Get the IP Address of the AG resource
$setNewAGIP = Get-ClusterResource -Name "SRM-AGO1l-IP"

# Set the new IP address and subnet mask for the AG resource

$setNewAGIP | Set-ClusterParameter -Name Address -Value $newAGIP
$setNewAGIP | Set-ClusterParameter -Name SubnetMask -Value $newAGMask
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# Bring the resources offline
Stop-ClusterResource "SRM-AGOl_Clus_IP"
Stop-ClusterResource "SRM-AGOl_SRM-AG-List"
Stop-ClusterResource "Cluster Name"
Stop-ClusterResource "SRM-AGO1l"
Stop-ClusterResource "SRM-AGO1l-IP"

# We now start up everything
Start-ClusterResource "SRM-AGO1l"
Start-ClusterResource "SRM-AGO1l-IP"
Start-ClusterResource "SRM-AGOl_ SRM-AG-List"
Start-ClusterResource "SRM-AGOl Clus_IP"
Start-ClusterResource "Cluster Name"

Change-Cluster-AG-VIP-Reversed.psi

You’d use this when the recovered SQL Server VM is reprotected.
Import-Module FailoverClusters

# Let's Force-Start our Cluster first

# Immediately post-recovery, the whole Cluster is down
Start-ClusterNode -FQ

# Let's define our new IP address and subnet mask for the Cluster IP Address
$newClusIP = "10.156.138.87" # Replace with your new IP address
$newClusMask = "255.255.240.0" # Replace with your subnet mask

# Get the IP Address of the Cluster resource
$setNewClusIP = Get-ClusterResource -Name "SRM-AGO1_Clus_IP"

# Set the new IP address and subnet mask for the Cluster resource
$setNewClusIP | Set-ClusterParameter -Name Address -Value $newClusIP
$setNewClusIP | Set-ClusterParameter -Name SubnetMask -Value $newClusMask

########## Next, we modify the AG VIP

# Let's define our new IP address and subnet mask for the AG VIP Address
$newAGIP = "10.156.138.88" # Replace with your new IP address
$newAGMask = "255.255.240.0" # Replace with your subnet mask

# Get the IP Address of the AG resource
$setNewAGIP = Get-ClusterResource -Name "SRM-AGO1l-IP"

# Set the new IP address and subnet mask for the AG resource
$setNewAGIP | Set-ClusterParameter -Name Address -Value $newAGIP
$setNewAGIP | Set-ClusterParameter -Name SubnetMask -Value $newAGMask

# Bring the resources offline
Stop-ClusterResource "SRM-AGOl_Clus_IP"
Stop-ClusterResource "SRM-AGOl_SRM-AG-List"
Stop-ClusterResource "Cluster Name"
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Stop-ClusterResource "SRM-AGO1l"
Stop-ClusterResource "SRM-AGO1l-IP"

# We now start up everything
Start-ClusterResource "SRM-AGO1l"
Start-ClusterResource "SRM-AGO1l-IP"
Start-ClusterResource "SRM-AGOl_ SRM-AG-List"
Start-ClusterResource "SRM-AGOl Clus_IP"
Start-ClusterResource "Cluster Name"

References

e |nstallation, setup, configuration and/or administration of VMware vSphere infrastructure

e |nstallation, setup, configuration and/or administration of specific VMware vSphere-based cloud infrastructure

e |nstallation, setup, configuration and/or administration of VMware Live Site Recovery

e Virtualizing Active Directory Domain Services on VMware vSphere

e Architecting Microsoft SQL Server on VMware vSphere

e |nstallation, setup, configuration and/or administration of Microsoft Active Directory Domain Services or
Domain Controllers

e |nstallation, setup, configuration and/or administration of Microsoft SQL Server, Windows Failover Cluster or
Always On

¢ VMware vSphere Client
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