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Tanzu for Kubernetes Operations on VxRail

Executive Summary

In this era of modern app development, the complexity of multi-layer design and distributed architectures, drive the need
for the operations model to evolve. Kubernetes has emerged as the de facto container orchestration platform and the
number of containerized applications running in production continues to grow. As such, customers are increasingly
interested in a consistent runtime across their deployments regardless of where they reside. They are also looking for
consistent operations and management with fine grain visibility into their Kubernetes and application frameworks. They
want their environments to be secure, easy to deploy, manage and upgrade, while managing the application sprawl of
microservices

Cloud native application development leverages DevOps and CI/DC (Continuous Integration/Continuous Delivery)
practices that streamline the delivery of production ready microservice applications. Cloud native application model suits
many workloads, and an increasing number of companies are “born in the cloud” or migrating to the cloud. When
companies build and operate applications using a cloud native architecture, they bring new ideas to market and respond
to customer demands faster.

This reference architecture presents a design and implementation methodology to integrate on-premises private cloud
powered by Tanzu for Kubernetes Operations, running on Dell VxRail with Tanzu for Kubernetes Operations on VMware
Cloud on AWS. This integration is further extended to other Kubernetes cloud offerings, such as Amazon EKS, that bring
all Kubernetes clusters under a common management domain using Tanzu Mission Control.

On-demand, multi-cloud connectivity and management can be a challenge technically, as well as costly for most
customers. First, connections to the cloud providers must be established and maintained separately, which adds
complexity to an already complex paradigm. Second, when applications are spread over smaller clusters across clouds
to provide separate fault domains, management of these clusters on an ongoing basis is not trivial. In this reference
architecture we present a solution using a third-party cloud connectivity provider such as Equinix which can manage
connection enumeration to most major cloud providers simultaneously. Such a solution would be beneficial for customers
connecting to multiple cloud providers, however, is not a requirement for this reference architecture. With centralized
policy and cluster management, and fine grain insight into cluster operations, Tanzu Mission Control and Tanzu
Observability provide a common management methodology across all cloud instances.

For end-to-end connectivity, cross-site load balancing and ingress, NSX Advanced Load Balancer provides a robust
networking stack that can support global DNS services as Kubernetes deployment instances grow from on-premises
private cloud to multi-cloud environment. This reference architecture uses this NSX Advanced Load Balancer GSLB
(Global Server Load Balancing) capability to load balance application instances across clouds. AKO (NSX Advanced Load
Balancer Kubernetes Operator) and AMKO (Avi Multi-Cluster Operator) provides ingress services across Kubernetes
deployments.

For application security, NSX Advanced Load Balancer features an Intelligent Web Application Firewall (iWAF) that
covers OWASP CRS protection, support for compliance regulations such as PCI DSS, HIPAA, and GDPR, and signature -
based detection. It deploys positive security model and application learning to prevent web application attacks.
Additionally, built-in analytics provide actionable insights on performance, end-user interactions and security events in a
single dashboard (Avi App Insights) with end-to-end visibility.

Dell VxRail delivers a turnkey experience and is fully integrated, pre-configured, and pre-tested solution. Tanzu for
Kubernetes Operations on VxRail is a future proof solution that simplifies transformation journey to modern applications
for most customers. Whether its move from legacy to cloud native applications, repatriating cloud native applications to
on-premises private cloud, or architecting distributed application on multi-cloud environment, Tanzu Kubernetes on
VxRail is the all-encompassing solution.

Audience

This white paper is intended for architects, engineers, consultants, and IT administrators who design, implement, and
manage modern application environment on-premises or in the cloud. Readers with strong understanding of
technologies such as VMware NSX Advanced Load Balancer, vSphere with Tanzu, VMware vSAN, and cloud native
concepts will benefit from the content in this paper.

Vmwa reo MLTechnologies Reference Architecture

| 4



Tanzu for Kubernetes Operations on VxRail

Architecture Overview

The solution is built on multi-cloud architecture, including On-premises private cloud, Amazon EKS and VMware Cloud on
AWS, with the three site instances making up the global DNS namespace. Amazon EKS was included in the architecture
to demonstrate public cloud management and integration capabilities of Tanzu portfolio of products. Another public
cloud, such as Azure or Google (GCP) can also be integrated with relevant ease. NSX Advanced Load Balancer (formerly
known as Avi) manages the global DNS zone. User queries for applications to the corporate DNS are directed to the
appropriate site holding the application. Instances of the applications are installed on multiple sites for load balancing and
high availability. Load balancing based on geo-location or priority, provides improved performance by directing the user
to the nearest or highest priority site holding the desired application. In this architecture the primary site is the on-
premises private-cloud infrastructure and software built on Tanzu Kubernetes Grid service. This primary site holds the
Active directory domain infrastructure and corporate DNS services. This site also has the leader GSLB (Global Server
Load Balancing) service instance. Avi multi-cluster Kubernetes operator (AMKO) is installed here, which manages and
coordinates ingress and load balancing from Avi Kubernetes operators (AKO) from all sites. VMware Cloud on AWS
(VMC) and Amazon EKS makeup the other two GSLB follower instances. These follower sites only require AKO (Avi
Kubernetes operator) installation. Tanzu Service Mesh, a part of Tanzu for Kubernetes Operations provided end-to-end
connectivity, security, and insights for microservices running across clouds making up the global application namespace.

Figure 1: Logical Architecture Overview
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Tanzu Mission Control (Tanzu Mission Control) managed the complete lifecycle of Kubernetes clusters across sites
including Amazon EKS clusters. Tanzu Mission Control also provides centralized policy management and developer self-
service access to all three sites. Tanzu Observability now part of VMware Aria, provided fine grain insight and
observability for VMware Tanzu and Amazon EKS clusters. Tanzu Mission Control also provided data-protection through
Velero and Restic open-source software using S3 compatible storage, on-premises or in the cloud.

An intermediate site connecting the on-premises private cloud to multiple cloud providers is hosted at Equinix. On-
demand connections to multiple cloud providers are enumerated from Equinix, per customer performance and cost
requirements.

Note: An intermediate cloud services provider is not a requirement for this reference architecture. It is however an
option for customers who want to take advantage of these services for their multi-cloud connectivity. Alternatively,
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customers can connect to their cloud providers individually via VPN or direct connections. For more information on how
Equinix is configured to provide multi-cloud connectivity, please see Multi-Cloud Network Connectivity with Equinix
Overview.

Key Components

This solution is built upon a solid foundation using Dell VxRail cluster made up of four V570 model HCl nodes. When
configured with VMware vSAN and NSX Advanced Load Balancer, Dell VxRail provides an enterprise grade software
defined datacenter architecture that is agile, easy to manage and secure. vSphere with Tanzu enhances these underlying
qualities and delivers a developer-ready, modern application platform for upstream Kubernetes clusters. From a
manageability perspective, Tanzu Mission Control and Tanzu Observability provides a solution that is future-proof and
extensible from on-premises to the cloud. A description of the key components follows.

Dell VxRail
Whether accelerating data center modernization, deploying a hybrid cloud, or creating a developer-ready
Kubernetes platform, VxRail delivers a turnkey experience that enables customers to
continuously innovate. The only hyperconverged system jointly engineered by Dell Technologies and VMware,
it is fully integrated, pre-configured, and pre-tested, automating lifecycle management and simplifying
operations. Powered by VMware vSAN or VMware Cloud Foundation, VxRail transforms HCI networking and
simplifies VMware cloud adoption, while meeting any HCl use case - including support for the most demanding
workloads and applications. Learn more.

NSX Advanced Load Balancer
VMware NSX Advanced Load Balancer provides multi-cloud load balancing, web application firewall and
application analytics across on-premises data centers and any cloud. The software-defined platform delivers
applications consistently across bare metal servers, virtual machines, and containers to ensure a fast, scalable,
and secure application experience. Learn more.

Tanzu Mission Control
VMware Tanzu Mission Control is a centralized management hub, with a robust policy engine, which simplifies
multi-cloud and multi-cluster Kubernetes management. Whether you are new to Kubernetes, or quite
experienced, Tanzu Mission Control helps platform operators reduce complexity, increase consistency, and offer
a better developer experience. Learn more.

Tanzu Observability (Aria)
VMware Tanzu Observability by Wavefront now part of VMware Aria is an observability platform specifically
designed for enterprises needing monitoring, observability, and analytics for their cloud-native applications and
environments. DevOps, SRE and developer teams use Tanzu Observability to proactively alert on, rapidly
troubleshoot and optimize performance of their modern applications running on the enterprise multi-cloud.
Learn more.

Tanzu Kubernetes Grid
Tanzu Kubernetes Gid Standard has everything an enterprise needs to make best use of Kubernetes as part of
its vSphere-based infrastructure. Kubernetes is embedded in the vSphere control plane, addressing the needs
of both operators and developers. Operators can support virtual machines and containers side-by-side on a
unified platform, group these elements into applications and simplify management. Developers gain self-service
access to resources using Kubernetes APIs and speed development processes.

Tanzu Service Mesh
Tanzu Service Mesh provides advanced, end-to-end connectivity, security, and insights for modern
applications—across application end-users, microservices, APIs, and data—enabling compliance with Service
Level Objectives (SLOs) and data protection and privacy regulations. More information can be found at VMware
Tanzu Service Mesh.

vmmware' | D&AdLTechnologies
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Tanzu for Kubernetes Operations on VxRail

VMware Cloud on AWS
VMware Cloud on AWS is an integrated cloud offering jointly developed by Amazon Web Services (AWS) and
VMware. You can deliver a highly scalable and secure service by migrating and extending your on-premises
VMware vSphere-based environments to the AWS Cloud running on Amazon Elastic Compute Cloud (Amazon
EC2). Learn more.

Amazon Elastic Kubernetes Service

Amazon Elastic Kubernetes Service (Amazon EKS) is a managed service that you can use to run Kubernetes on AWS
without needing to install, operate, and maintain your own Kubernetes control plane or nodes.

Key Software Components
The following table shows key software component versions used in this reference architecture.

Vmwa reo MLTechnologies Reference Architecture
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Table 1: Key software components

* On VMware Cloud on AWS, Kubernetes version was upgraded from 1.5.3 to 1.6.0 to match latest available version at
the time of the release of this second version of the RA. This also validated the upgrade process without issue in the

Software Specifications ‘

On-Premises Component

Version

Notes

VxRail Manager

- 7.0.350-27409467

- VMware ESXi

- VMware ESXi, 7.0.3,19193900

4 x VxRail V570 nodes

- VMware vCenter Server

- vSphere Client version 7.0.3.00600

- NSX Advanced Load Balancer

- 20.1.7 Enterprise

3 x Avi appliances for HA

—  vSphere with Tanzu

- Tanzu Kubernetes Grid

K8s version v1.20.12+vmware.1

Pod Networking (CNI)

Antrea Advanced

1 Core

VMware Cloud on AWS

Version

Notes

- VMware ESXi

- VMware ESXi, 7.0.3, 19888012

3 x ESXi nodes

- VMware (SDDC) vCenter Server

- vSphere Client version
7.0.3.20000

- NSX Advanced Load Balancer

- 21.1.4 Enterprise

No orchestrator mode

—  Tanzu Kubernetes Grid

Multi-Cloud (TKGm) 1.5.3->1.6.0 *

K8s version v1.22.9 ->123.8 *

- Service Installer for VMware - 13
Tanzu
- Pod Networking (CNI) - Antrea Advanced 1 Core
Amazon EKS Version Notes
- Kubernetes version - v1229
- NSX Advanced Load Balancer - 2114 Enterprise license

- Pod Networking (CNI)

- Amazon Native VPC CNI

SaaS Services Version Notes
- Tanzu Mission Control - Advanced 1Core
— Tanzu Observability 20 PPS
— Tanzu Service Mesh Advanced

reference environment. Instructions to upgrade the management and workload clusters can be found here.

Solution Configuration

Any solution, especially a multi-cloud solution as complex as presented in this document can be configurated in multiple
ways depending on the requirements at hand. This document presents the solution configuration in a modular fashion
where each site configuration is independent of each other except for GSLB and Avi DNS service configuration which
depends on the number of sites configured. Distributed application functionality depends on these services across sites.
The flow chart below shows high-level workflow used to configure the sites in this reference architecture.

vmware
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Figure 2: Configuration workflow
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Solution Network Overview

As depicted in figure 2, the on-premises private cloud (datacenter) is connected to Equinix via VMware SD-WAN. As
compared to MPLS circuits which are expensive, VMware SD-WAN (formerly known as VeloCloud) provides a cost
effective, secure, and zero-touch deployment option for WAN (Wide-Area-Network). Connections to AWS VPC and
VMware Cloud on AWS are configured via AWS DirectConnect. DirectConnect bandwidth can be configured per

customer requirements from 50Mbps to 10 Gbps. For this reference architecture 500 Mbps was configured for these
connections.

Figure 3: Logical Lab Network
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Note: An intermediate cloud services provider is not a requirement for this reference architecture. It is however an
option for customers who want to take advantage of these services for their multi-cloud connectivity. Alternatively,
customers can connect to their cloud providers individually via VPN or direct connections. For more information on how
Equinix is configured to provide multi-cloud connectivity, please see Multi-Cloud Network Connectivity with Equinix
Overview.

NSX Advanced Load Balancer provide GSLB functionality in this reference architecture. Global server loading balancing
(GSLB) is the process of balancing an application’s load across instances of the application that have been deployed to
multiple locations. Load balancing can be performed based on user’s geo-location or round-robin algorithms. With GSLB,
when a Kubernetes application is installed, a virtual service is created with application’s URL. Users access the application
using its URL. The user is directed to the appropriate site based on algorithm and preference set by the GSLB
administrator. Figure 4 below shows the GSLB workflow.

Figure 4: Global server load balancing
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In instances when an application or site is unavailable the requests are serviced by the active sites. For this reference
architecture the authoritative DNS sever was in the on-prem datacenter. For redundancy, secondary DNS servers were
also installed on the Equinix site. If desired, the corporate DNS server or DNS zones can also be hosted on Amazon
Route53. Figure 5 shows the workflow when a site is not available in GSLB environment.

Figure 5: Site failure in GSLB
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On-Premises Private Cloud
A four node Dell VxRail V570 cluster makes up the infrastructure foundation of this on-premises modern application

solution. vSphere with Tanzu provides the capability to run Kubernetes workloads natively on the ESXi hypervisor and
create upstream compliant Kubernetes clusters on demand. The NSX Advanced Load Balancer provides dynamically
scaling load balancing endpoints for Tanzu Kubernetes clusters provisioned by the Tanzu Kubernetes Grid Service. Along
with its Avi Kubernetes Operator and Avi Multi-Cluster Kubernetes Operator, NSX Advanced Load Balancer provides L4
and L7 ingress and load balancing to the deployed workloads. This site also serves as the “leader” GSLB site. VMware
vCenter Server along with Dell VxRail Manager makes up the local infrastructure management domain. Harbor is used as
the local registry and can be installed manually or via Tanzu Mission Control. In addition to Tanzu Observability, local

monitoring and diagnostic, tools such as, Prometheus, Grafana, Fluent are also installed.

VMware VSAN provides enterprise class hyperconverged storage, which is consistent across deployments and
integrates fully with VMware Tanzu. From a storage perspective vSAN future-proofs the solution with its integration with

object storage types such as Dell ECS, Dell ObjectScale and others.

Figure 6: On-premises private cloud architecture
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On-premises network overview

Dell VxRail deployment creates the Virtual Distributed Switch with minimum required port groups, such as vCenter and
VxRail Management. Additional port groups for vSphere with Tanzu were created for NSX ALB and supervisor node
management, front-end, and workload networks. Placing these networks on separate port groups provides isolation and
enables application of granular security\firewall policies. Figure 7 depicts the high-level logical diagram of the network

stack configured in the lab.

Figure 7: Logical Network Architecture
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Note: The VIP and workload network should be routable. NSX Advanced Load Balancer management and vCenter
Server management networks should also be able to communicate with each other.

In addition to networks provisioned with Dell VxRail deployment additional network were created for traffic
segmentation. Table 3 lists these additional required network\port groups with a brief description.

Table 3: Tanzu Kubernetes networks

NSX ALB Management NSX Advanced Load Balancer controllers and Service Engines connect to this network
Supervisor Management TKGs Supervisor nodes are placed on this network
Front End This is where the users connect to and holds the virtual services and VIPs
Workload TKG workload cluster control plane and worker nodes connect here
Dell VxRail

Joint engineering between Dell and VMware leads to a curated and optimized VxRail hyperconverged experience. This
deep integration combined with the simplicity of the VxRail HCI System Software enables seamless adoption of new
technology and features, and provides an ideal platform across core, edge, and cloud.

v' Consistent ease of use with automated full stack lifecycle management
v Simplify with a consistent operational model across your infrastructure landscape.
v' Single point of support with 97% of all cases resolved in house.

Installation

Note: Prior to starting VxRail cluster installation, ensure that hardware is setup properly including Top-Of-Rack switches,
and that the nodes are imaged with the desired VxRail version specific image. This image includes ESXi, vSAN, hardware
firmware/drivers, and VxRail HCI System Software that will be deployed and configured automatically based on the

Vmwa reo MLTechnologies Reference Architecture
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desired VxRail cluster JSON file configuration parameters. Please consult Dell VxRail support documentation for more
details.

= Once the VxRail nodes are powered on, from your jump host, go to https://192.168.10.200 to connect to the
VxRail Manager. The VxRail Deployment Wizard welcome screen displays, as shown in figure below. Click GET
STARTED on the welcome screen. (NOTE: The following screenshot instructions may vary from the actual
deployment configuration used in this reference architecture. These deployment images are shown for general

awareness purposes only.)

Figure 8: VxRail Installation.

Dell EMC VxRail Deployment Wizard
English

Welcome to VxRail

We will guide you through the steps to set up your Software-Defined Data Center based on how you designed your

environment. @

Configure VxRail

Migure the VxRal ch

GET STARTED

= Onthe EULA page, review the terms provided, and if you agree, click ACCEPT.

Figure 9: Accept EULA.

| Dell EMC VxRail Deployment Wizard =

| End User License Agreement
1 Welcome

2 End User License Agreement

DELL EMC SOFTWARE LICENSE AND MAINTENANCE AGREEMENT

“** IMPORTANT INFORMATION - PLEASE READ CAREFULLY ***

Congratulations on your new Dell EMC purchase!

fically applies to your

ns of Sale, unless you have a sepa:

that corresponds to the country in which this product was purchased

any Dell Inc.'s direct or indirec is deemed under

n submitted by you in

nay be n any purchase order or other

onditions shall exclusively control
IF YOU DO NOT AGREE WITH THESE TERMS, DO NOT USE THIS PRODUCT AND CONTACT YOUR DELL REPRESENTATIVE WITHIN FIVE BUSINESS DAYS TO ARRANGE A RETURN.

COMMERCIAL TERMS OF SALE

(United States)

ect commercial and public sector purchasers of hardware, software and services and commercial

The term "Suppliers” means, as applicable

Accept

CANCEL

=  The VxRail cluster type page displays. Select Standard Cluster. This will deploy a VxRail with vSAN HCI cluster
deployment type which is what we are using in this reference architecture.
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Figure 10: Select cluster type.

\ Dell EMC VxRail Deployment Wizard

Cluster Type
1 Welcome ypP
Specify the type of VxRail cluster that is being configured
2 End User License Agreement
3 Cluster Type VxRail Cluster Type

(@ Standard Cluster (3 or more hosts) (@
VSAN 2-Node Cluster (2 hosts only) @)

When all VxRail nodes are discovered click NEXT.

Figure 10: VxRail nodes discovered.

g@ Dell EMC VxRail Deployment Wizard
¥ ko Discover Resources
ser License Agreement een d - -
o Type Hos!

)
Sariat Mmber (Sernce Tag) Appsance 0 Mo ORAC 1 Adaress
=k
“ "
) 0. ‘; 087
Top-of-Rack (TOR) Switch
TOR switch for configuration. @ o

Swicn Protie

Acknowledge that network is configured per best practices, by checking the two boxes.
Figure 11: VxRail network confirmation.

vmmware' | D&AdLTechnologies

Reference Architecture
15



Tanzu for Kubernetes Operations on VxRail

Dell EMC VxRail Deployment Wizard

Network Confirmation ViRail Chister Type: Standird (3 hosts
1 Welcome

2 End User License Agreement The VxRail Top-of-Rack (TOR) switch and management VLAN must be set-up and be configured according to be best practices before configuring the VxRail Cluster. LEARN MORE
3 Cluster Type

] The ViRail TOR switches are set-up and configured according to best practices

4 Discover Resources The VxRail management VLAN is configured on the TOR switches and ESXi hosts according to best practices.

5  Network Confirmation

CANCEL | BACK

=  There are two configuration methods. Users can choose to provide inputs for each step of the process or use a
preconfigured JSON file. A JSON file with preconfigured cluster configuration parameters was used for this
reference architecture. Click upload.

Figure 12: VVxRail configuration methods.

Dell EMC VxRail Deployment Wizard =

Configuration Method VxRail Cluster Type: Standrd (3 1

1 Welcome

A configuration file can be

uploaded to provide the wizard with VxRail cluster co

2 End User License Agreement

Method
3 Cluster Type
4 Discover Resources Step-by-step user input

© Upioaa 2 configuraton fie @
5 Network Confirmation

6 Coniuration Method

cancer. [ |

=  Browse and select the preconfigured JSON file. Click “Open” to upload VxRail configuration file.

Figure 13: VxRail configuration file.
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@ Open X
« ~ 4 B> ThisPC » Desktop v O Search Desktop
Organize v New folder v ™M @
A Name Date modified Trpe Size
v s Quick access 7k
& VcRail Configuration 8/31/2020 1:02 AM JSON File 5KB

™ VxReil Config #
e CDrive(C) #
[ Desktop  #
& Downloads
[5] Documents #
D Music
& Pictures.
B Videos

* VxRail-upgrade-

jon settings

» @ OneDrive

v 8 This PC
> 1 3D Objects

File name: | [1s0NFie v

e

= All required cluster configuration parameters have now automatically populated. Validate and confirm the global
settings and click NEXT.

Figure 14: VxRail global settings.

& Dell EMC VxRail Deployment Wizard J

Global Settings VRail Cluster Type: Standard (3 host
1 Welcome
Provide the global configuration settings for the VxRail cluster
2 End User License Agreement
General
3 Cluster Type
4 Discover Resources Top Level Domain * @) row34local
5 Network Confirmation vCenter Server * (D) © Use the VxRail vCenter Server () Join an existing vCenter Server
fi Meths
8 Configyration Method DNS Server * @ Internal (VxRail Manager Service) @ External
7 Global Settings
DNS Server IP Address(es) * (D) 17219.200.239
8 vCenter Server Settings
NTP Server(s) (D) 17219200239
9 Host Settings
Syslog Server IP Address(es) (D)
10 VxRail Manager Settings
NIC Configuration * @) 2X10GDE or 2x25GbE
1 Virtual Network Settings
12 Validate Configuration

= Validate and confirm the vCenter settings and click NEXT.

Figure 15: VxRail vCenter settings.
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Dell EMC VxRail Deployment Wizard

vCenter Server Settings

1 Wekome

2 End User License Agreement
vCenter Server

3 Custer Type

4 Discover Resources

vCenter Server ()
5 Network Confirmation

vCenter Server Hostname * 34v-20002-vCO1
6  Configuration Method

Preven
7 Global Settings

VCenter Server P Acdress 729 eIn
8  vCenter Server Settings
9 Host Settings

Joun an existing vCenter Single Sign On Domain Yes @ No
0 VaRal Manager Settings

Same Password For All Accounts ves @ N0

Virtual Network Settings

vCenter Server Root Username
2 Valdate Configuration

vCenter Server RootPassword * s

Re-enter vCenter Server Root Password * s

vCenter Server Administrator Username
vConter Sorver Administrator Password © e z

Re-enter vCenter Server Adménistrator Password ©  sssssesene

= Validate and confirm the individual ESXi hosts settings and click NEXT.

Figure 16: VxRail host settings.

Dell EMC VxRail Deployment Wizard

Host Settings Vata Chuster Type
weicome
Same Rack For Al Hosts ves @ No
2 End User License Agreement
Same Credentiats For Al Hosts s @ No
3 Cluster Type
Hosts
4 Discover Resources
Serlal Number (Service Tag) VXTMOSR fy
5 Network Confirmation
Apphance 10 DE 300100000823
6 Configuration Method
£5X0 Hostname 34v-20002-03x01
7 Gloal Settings
Preview 34v-app02-esx01 row34 Jocal
8 VCenter Server Settings
ESX 1P Acdress nawra
9 Host Settings
Rack Name 34y
10 VxRal Manager Settings
Rack Position 3
N Virtusl Network Settings
E5X Management Username vESamIn
12 Validate Configuration
£50 Mansgement Password © ceeeesseene o

Re-enter ESX) Maragement Password

ESKRoOtPassword © sussseseses B

Re-enter ESXi Root Password © sseeseeeese

SN [ Sach n

= Validate and confirm the VxRail Manager settings and click NEXT.

Figure 17: VxRail Manager settings.
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Welcome

Network Confirmation

Dell EMC VxRail Deployment Wizard

VxRail Manager Settings

Provide the V configurat

2 End User License Agreement

VxRail Manager
3 Cluster Type 9
4 Discover Resources

VxRail Manager Hostname * ()

Preview

VxRail Cluster Type: Standard (3 host

ttings for the VxRail cluster

34v-app02-vxrmO1

6 Configuration Method VARAR Matager 1P Addraas ® 7210127.33
7 Global Settings
VxRail Manager Root Username
8 vCenter Server Settings
VxRallManagerRootPassword * @ e ®
9 Host Settings
; Re-enter VxRail Manager RootPassword * e
10 VxRail Manager Settings SRR S
N Virtual Network Settings
VxRall Manager Service Account Username
12 Validate Configuration
VxRail Manager Service Account Password * @ ............ @

Re-enter VxRall Manager Service Account Password *

CANCEL l BACK 1 NEXT

=  Validate and confirm the virtual network settings. Click NEXT.

Figure 18: VxRail virtual network settings.

Dell EMC VxRail Deployment Wizard

ey Virtual Network Settings ViRail Chuster Type: Standsrd (
S T — Provide the virtual network configuration settings for the VxRail cluster i
R VxRail Management Network
4 Discover Resources Management Subnet Mask * 255.255.255.0
5 Network Confirmation Management Gateway * 172191271
6 Configuration Method Managemant VLAN ID * o
7 Global Settings
VSAN

8  vCenter Server Settings
9 Host Settings VSAN Configuration Method Autofil @ Advanced
10 VxRall Manager Settings. T 34u-app0Z-esx0
1 Virtual Network Settings VSAN IP Agdress 192168121
12 Validate Configuration

ESXI Hostname

VSAN IP Address 192168122

ESXi Hostname 34v-2pp02-25403

VSAN IP Address * 192168123

VSAN Subnet Mask *

2552552550

CANCEL | BACK NEXT

Next, execute an automated VxRail Manager cluster configuration validation check to ensure all parameters have

been entered correctly. Click on the Validate Configuration button.

Figure 19: VxRail validate settings.
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8@ \ Dell EMC VxRail Deployment Wizard =

Validate Configuration ViRail Cluster Type: Stondard (3 hosis)

1 Welcome

Validation may require several minutes or longer depending upon the size and type of cluster configuration. Review settings on the back button or directly on the left navigation

2 End User License Agreement

3 Cluster Type

4 Discover Resources
VALIDATE CONFIGURATION

5 Network Confirmation

6 Configuration Method

7 Global Settings

8 vCenter Server Settings

9 Host Settings

-]

VxRail Manager Settings

Virtual Network Settings

B

Validate Configuration

CANCEL | BACK

= VxRail Manager will automatically validate the configuration input provided on previous screens.
Figure 20: VxRail validation process.

© DelEMC Vosi x + - 8 x

Dell EMC VxRail Deployment Wizard

Validate Configuration VxRail Cluster Type: Standard (3 host

Validation may require several minutes or longer depending upon the size and type of cluster configuration

Validation Configuration
Network Compatibility Live Validator

Show Details ¥

=  The configuration JSON file can be downloaded once the validation has completed.

Figure 21: VxRail validation complete.
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89 \ Dell EMC VxRail Deployment Wizard =

Validate Configuration ViRail Cluster Type: Standard (3 hosts)

Welcome

Validation may require several minutes or longer d

upon the size and type of cluster configuration. Review settings on the back button or directly on the left navigation

2 End User License Agreement
© Validation was successtul Click Next to continue o the final step of the Configuration Wizard
3 Cluster Type
4 Discover Resources DOWNLOAD CONFIGURATION FILE
5 Network Confirmation

o

Configuration Method

Global Settings

©

vCenter Server Settings

©

Host Settings

3

VxRail Manager Settings

Virtual Network Settings

s

Validate Configuration

el - |

= Once the configuration validation has completed successfully, the cluster configuration can be used to
automatically create the cluster.

Figure 22: VxRail apply configuration.

\ Dell EMC VxRail Deployment Wizard =

Apply Configuration VxRail Cluster Type: Standard (3 hosts)

Welcome

After the configuration is completed you will navigate to the vCenter IP address that v ified in this wizard.

2 End User License Agresment
vCenter IP Address: 17219.127.31

3 Cluster Type

4 Discover Resources

el

Network Confirmation

o

Configuration Method

<

Global Settings

8  vCenter Server Settings

9 Host Settings

10 VxRall Manager Settings

Virtual Network Settings

5

Validate Configuration

7

Apply Configuration

CANCEL BACK APPLY CONFIGURATION

=  The process will take a few minutes to complete.

Figure 23: VxRail applying configuration.
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© DelEMC VaRail x o+ - 8 X

<« c O Guest

\ Dell EMC VxRail Deployment Wizard

Applying Configuration

ing the foundation for your VxRail cluster
3a%

= After a few minutes, the VxRail Installation completes and vCenter (configured with the VxRail Manager vCenter
Plugin) can be accessed by clicking “LAUNCH VCENTER” button.

Figure 24: VxRail Installation complete.

\ Dell EMC VxRail Deployment Wizard

@ VxRail Cluster Successfully Configured

The vSAN evaluation license will expire in 60 days. Be sure to upgrade the license

‘ DOWNLOAD CONFIGURATION FILE ‘

LAUNCH VCENTER

vCenter IP Address: 172.19.127.31

VMware NSX Advanced Load Balancer

NSX Advanced Load Balancer (formerly known as Avi) comes in two editions, Essentials, and Enterprise. To use L7 load
balancing with NSX Advanced Load Balancer, the Enterprise edition is required and was used for this reference
architecture. The NSX Advanced Load Balancer provides dynamically scaling load balancing endpoints for Tanzu
Kubernetes clusters provisioned by the Tanzu Kubernetes Grid Service. Once you have configured the Controller, it
automatically provisions load balancing endpoints for you. The Controller creates a virtual service and deploys Service
Engine VMs to host that service. This virtual service provides load balancing for the Kubernetes control plane. NSX
Advanced Load Balancer has some key components that are explained below.

NSX Advanced Load Balancer Controller: As the name suggests, NSX Advanced Load Balancer Controller controls and
manages the provisioning of service engines, coordinating resources across service engines, and aggregating service

vmmware' | D&AdLTechnologies
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engine metrics and logging. It interacts with vCenter Server to automate the load balancing for Kubernetes clusters. It is
deployed as an OVA and provides a Web interface and CLI.

NSX Advanced Load Balancer Service Engine: Service Engine runs one or more virtual services and is a data plane
component and runs as a virtual machine. Service engines are provisioned and controlled by the controller. The service
engines have two interfaces. One connects to the NSX Advanced Load Balancer Controller management network and
the second connects to the front-end network from where virtual services are accessed. For service engine sizing
guidance, see Sizing Service Engines.

Avi Kubernetes Operator (AKO): Avi Kubernetes Operator runs as a Kubernetes POD in the Supervisor, management,
and workload clusters to provide ingress and load balancing.

Avi Multi-Cluster Kubernetes Operator (AMKO): Avi Multi-Cluster Kubernetes Operator runs in a pod in the Tanzu GSLB
leader cluster. In conjunction with Avi Kubernetes Operator, Avi Multi-Cluster Kubernetes Operator facilitates multi-
cluster application deployment. It maps the same application deployed on multiple clusters to a single GSLB service,
extending application ingresses across multi-region and multi-availability zone deployments.

Steps to configure NSX Advanced Load Balancer

NSX Advanced Load Balancer Controller is deployed as VM using the OV A that can be downloaded from
https://customerconnect.vmware.com/ using an account that has access to downloading software packages. Once the
OVA is downloaded import it to vCenter. For this reference architecture version 20.1.7 was used with Enterprise license.
The process of deploying and configuring NSX Advanced Load Balancer follows. Screenshots are used where necessary
to emphasize specific configurations.

Prerequisites:
- VxRail cluster is already installed and configured.

- vSphere distributed switch port groups for required networks are created as described in network overview
section previously.

- Aresource pool is created in vCenter that will hold the NSX Advanced Load Balancer virtual machines.
Controller Deployment: On-Premises

1. Import controller OVA and provide a name for the controller.

Figure 25: Import OVA
Deploy OVF Template Select a name and folder X

Specify a unigue name and target location
Virtual machine name: Avi-controller

| 1 Select an OVF template

2 Select a name and folder
Select a location for the virtual machine.

v ve-v570 sc.dts lab

B [ vxRail-Datacenter

CANCEL BACK NEXT
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2. Select the resource pool for the controllers.

Figure 26: Select resource pool

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource

Figure 27: Select storage
Deploy OVF Template
1 Select an OVF template
2 Select a name and folder
3 Select a compute resource

4 Review details

5 Select storage

vmware

Select a compute resource

Select the destination compute resource for this cperation

~ [1] VxRail-Datacenter
v [ bb-cluster
[] nodel-vs70sc.dtslab
[l node2-v570.5c.dts lab
[ noded-v570.sc dtslab

VI-Cluster
> (2 Management-VMs

» (& Namespaces

‘Compatibility

+~ Compatibility checks succeeded.

Select storage
Select the storage for the configuration and disk files

Encrypt this virtual machine (Requires Key Management Server)
Select virtual disk format

CANCEL BACK NEXT

3. For storage, select vSAN datastore that was created during VxRail deployment.

VM Storage Policy Datastore Default

D Disable Storage DRS for this virtual machine

Name
O'| 3 DE300181701836-01-Ot-service-datastorel
C'| 3 DE300181701837-01-01-service-datastorel
C'| 3 DE300181701838-01-Ol-service-datastarel

T

Storage Con ¥

Capacity
1935 G2
1935 GB
1935 GB
3275TB

T P|

‘ B vxRail-Virtual-SAN-Datastore-Obe0ce65-6a2e-4beb-93ab-73d

<
m

Compatibility

4items

. Compatibility checks succeeded

D<A L Technologies

CANCEL BACK NEXT

4. Select VDS port group that is designated for NSX Advanced Load Balancer management interface. Ensure that
the port group to which NSX Advanced Load Balancer is attached, can communicate with port group to which
vCenter Server management network resides.
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Fiaure 28: Select management interface
Deploy OVF Template Select networks X

Select a destination network for each source network

1 Select an OVF template

Source Network Destination Network
2 Select a name and folder
Management DVS-Avi-Management v
3 Select a compute resource m 1item

4 Review details
IP Allocation Settings

5 Select storage
IP allocation: Static - Manual

6 Select networks IP protocol: Pyd

CANCEL NEXT

5. Onthe next screen enter the required information and proceed to finish on the next screen.

Figure 29: Required information

x]

Management Interface IP Address

Management Interface Subnet Mask S he L t e blank if using

wn

6

7 Customize template

Default Gateway

Sysadmin login authentication key

NSX-T Node ID

NSX-T IP Address

hould not be filled in or

Authentication token of NSX-T

Figure 30: Complete OVF deployment
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Ready to complete

controller
controller

386GB

1280GB
VxRail-Datacenter
bo-cluster

1

Datastore: VxRail-Virtual-SAN-Datastore-ObeOce65-6a2e-4beb-93ab-73d8895€4571; Format: As
defined in the VM storage policy

Deploy OVF Template
Click Finish to start creation
1 Select an OVF template
Name
2 Select a name and folder
Template name
3 Select a compute resource Download size
4 Review details size on disk
Folder
5 Select storage
Resource
6 Select networks Storage mapping
7 Customize template Al
8 Ready to complete Network mapping

1

1P allocation settings
1P protocol
1P allocation

Properties

Login and Initial Configuration

Dvs

Pya
Static - Manual

Management Interface P Address =
Management Interface Subnet Mask =

Default Gateway =

Sysadmin login authentication key =

NSX-T Node ID =

NSX-T |P Address =

Authentication token of NSX-T =

NSX-T thumbprint =

Hostname of Avi Controller = avi-tko-controller!

CANCEL BACK FINISH

Once the controller is deployed and ready, access the admin portal from a browser using the previously configured
hostname or IP address. Please note that it takes a few minutes for the controller to be available for login.

1. Onthe login screen create a new password and create the admin account

2. Onthe next screen fill in the system settings including choosing a passphrase, DNS, domain, and SMTP
information. Choose your multi-tenant settings and click save. Figure 9 depicts this screen.

Figure 31: Initial login setup

>  System Settings Let's get started with some basic questions
@

DNS Resolven(s) (@
T72151.29.144,10.173.196.19

DNS Search Domain (D
scdislab

HEXT

> EmaiySMTP

nNone ) Local Host SMTP Server AnChymous Server

From Address” ()
adminavicontroller.net

HEXT

» Muiti-Tenant

1P Route Domain (@1
Per tenant 1P route domain (@ Share IP route domain across tenants

Service Engines are managed within the (@)
Tenant (Mot shared across tenants) o Provider (Shared across tenants)

Tenant Access to Service Engine
@ Read Access () No Access

Controller Configuration

vmware
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Once the controller is deployed, several tasks need to be performed for NSX Advanced Load Balancer to work with
Tanzu Kubernetes Grid Service. These tasks are summarized below.

1. Configure the default cloud instance.

2. Configure settings for system access.

3. Configure Service Engine group.

4. Configure the VIP network.

5. Create IPAM Profile

6. Add IPAM to Default-Cloud instance.

7. Create DNS service.

8. Add IPAM and DNS Profile to the default cloud instance.

9. Export the SSL/TLS certificate.

10. Create route between workload and front-end networks.
Configure default cloud instance.

Currently only Default-Cloud instance is supported on vSphere with Tanzu. Access the Default-Cloud settings via
Infrastructure ->Clouds and click the pencil icon to edit the cloud configuration.

1. Onthe Infrastructure tab, fill in the IP address, username, and password for vCenter Server. Ensure that under
access permissions “Write” is selected. NSX Advanced Load Balancer requires write permissions to vCenter to
creating, modifying, and removing Service Engines or other resources automatically as requirements change.

Figure 32: Add vCenter.

Edit Cloud: Default-Cloud
Infrastructure

Name*

Default-Cloud ‘

+ vCenter / vSphere Login
Username* vCenter Address*

administrator@vsphere.local 17 20—

Password* Access Permission

...........

« License Model «

License Type

Cores ~

- IPAM/DNS -

IPAM Profile
Avi-TKO-FE-IPAM x v 7

DNS Profile
avi-tko-op-dns-profile x v 2

[ stste Based DNS Registration

Cancel E

2. Onthe Data Center tab select your data center.

Figure 33: Select Data Center
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Data Center

+ Select a Data Center »

Data Center
VxRail-Datacenter ~

« System IP Address Management Setting «

Default Network IP Address Management
[ ] DHCP Enabled @ [ IPv6 Auto Configuration

« Virtual Service Placement Settings «

Prefer Static Routes vs Directly Connected Network Use Static Routes for Network Resolution of VIP

3. Onthe Network tab, select network designated for NSX Advanced Load Balancer management network, IP
subnet, default gateway and an IP range for the static pool.

Figure 34: Select network.

+ Select Management Network «

Management Network *

DWS-NSXLB-Management e

« Service Engine »

Template Service Engine Group

Default-Group x v 7

+ I[P Address Management for Management Network «

[ ] DHCP Enabled @ [_] IPv6 Auto Configuration
IP Subnet * Add Static IP Address Pool*
1721 122 172| 172

Default Gateway
172! Al

Configure settings for system access.

1. Basic authentication can be set using the following process. Navigate to Administrator > Settings > Access
Settings and check “Allow Basic Authentication.”

Figure 35: Set basic authentication.

vmware  D&lLTechnologies

Reference Architecture
| 28



Tanzu for Kubernetes Operations on VxRail

Update System Access Settings

« System Access Settings «

HTTPS Port *

HTTPS Access to System HTTP Access to System

a Redirect HTTP to HTTPS Allow Basic Authentication
Staying on the same screen delete the existing SSL\TLS certificate and create a new one with your specific organization
information. The Controller has a default self-signed certificate. But this certificate does not have the correct SAN
(Subject Alternate Name). Certificate must be replaced with a valid external or self-signed certificate that has the
correct SAN. Step-by-step instructions visit NSX Advanced Load Balancer documentation page.

Figure 36: Create certificate.

« Systern Access Settings «

HTTPS Port *
B3 HTTPS Access to System

2 Redirect HTTP to HTTPS

SSL Profile

HTTP Port *
HTTP Access to System

* IFmodified, please re-login at the new port number.
Allow Basic Authentication

Allowed Ciphers

System-Standard-Portal v aes128-ctr, aes256-ctr

SSL/TLS Certificate Allowed HMACs
v hmac-sha2-51 hrac-sha2-25 hmac-sha2-512

Secure Channel SSL/TLS Certificate

System-Default-Secure-Channel-Cert % hard

Configure Service Engine group.

1. From Infrastructure > Service Engine Group > Basic Settings, ensure that N+M (buffer) is selected under elastic
HA. This is the default mode, where “N” is the minimum number of Service Engines required to place virtual
services in a SE group and “M” is the additional Service Engines that the controller spins up to manage Service
Engine failures without reducing the capacity of the group.

Figure 37: Create service engine group.

Edit Service Engine Group: Default-Group

Basic Settings

Service Engine Group Name™® Metric Update Frequency

Default-Group ‘ [ Real-Time Metrics

= High Availability & Placement Settings «

High Availability Mode VS Placement across SEs

Legacy HA Flastic Ha .

(O Activeitandby || () ActiveiActive | (8) N + M. (buffer) ® compact (O Distributed
Virtual Services per Service Engine

10 Masimum
[ SE Self-Election

2. Inthe “Advanced” tab select your cluster and vSAN datastore

Figure 38: Select cluster and vSAN datastore.
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Edit Service Engine Group: Default-Group

Service Engine Name Prefix
Avi
Service Engine Folder

AviSeFolder

» Host & Data 51

Cluster

@ Include ':' Exclude
bb-cluster % R

Host

@ Include ':' Exclude
~
Diata Store Scope for Service Engine Virtual Machine
Any | Local ESIETEL]
Data Store .
@ Include '::___::' Exclude
WxRail-Virtual-SAM-Datastore-Obe0cet5-6a2e-4beb-93ab-73dBE9 524571 X R

Configure the VIP network.

This network is where various Kubernetes control plane and Kubernetes applications require load balancing services. In
this case the VIPs reside on the front-end network.

Figure 39: Configure VIP network.

= Infrastructure

Default-Cloud

Q

Name * Discovered Subnets Configured Subnets Static IP Pools
Avilnternal None None 0
DVS-AVi-Management 172 172 [43/44) 1
DVS-Frontend-Network None 172 24 [32/41)] 1

1P Subnet (Configured) 172 (32141 Static IP Pools (Type) 172 -172 (SE,VIP)

Create IPAM Profile

Create IPAM for the VIP network created earlier to assign IPs to the virtual services. This can be accessed via Templates
> Profiles > IPAM/DNS Profiles.

1. Create a new IPAM Profile by using the Create button on the top right-hand side of the screen.

Figure 40: Create IPAM
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(L]

Q

CREATE..

IPam Profile

admin

T

=

COMNS Profile

Enter a name. In the Type field, select Avi Vantage IPAM, and add a usable network which will be your VIP

2.
network.

Figure 41: Create IPAM
Edit IPAM/DNS Profile: Tanzu-IPAM

Name *
Tanzu-IPAM|

Type *

Vantage |[PAM

[ ] Allocate IP in VRF

Avi Vantage IPAM Configuration

Cloud for Usable Network

Usable Metwork *

NOKE

DWS-Frontend

Add IPAM to Default-Cloud instance
The new IPAM needs to be added to the default-cloud instance.
Navigate to Infrastructure > Default-Cloud and edit. Select the newly created IPAM profile from the dropdown

1.
list.

Figure 42: Add IPAM to Default-Cloud
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Create DNS Profile
Create DNS profile via Templates > Profiles > IPAM/DNS Profiles.

3. Create a new DNS Profile by using the Create button on the top right-hand side of the screen.

Figure 43: Create DNS profile.

admin w1 @

CREATE_.

P&M Profile
CMS Profile

4. Enter a name. In the “Type” field, select Avi Vantage DNS, and add the desired sub-domain. This subdomain will
be delegated to NSX Advanced Load Balancer.

Figure 44: Create DNS profile.
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Edit IPAM/DNS Profile: avi-tko-op-dns-profile

Name *

avi-tko»op—dns—proﬁle|

Type *

Avi Vantage DNS V

Avi Vantage DNS Configuration

Default Record TTL for all domains

30 Sec

Domain Name * Override Record TTL for this domain

avitko.pse.lab

+ Add DNS Service Domain

Add IPAM and DNS profile to Default-Cloud instance.

The new IPAM and DNS profile needs to be added to the default-cloud instance.

2. Navigate to Infrastructure > Default-Cloud and edit. Select the newly created IPAM and DNS profile from the

dropdown list.

Figure 45: Add IPAM and DNS profiles to Default-Cloud

Edit Cloud: Default-Cloud
Infrastructure

MName*®

Default-Cloud

Username®

administrator@vsphere.local

Password®

License Type

Cores

IPAM Profile
Avi-TKO-FE-IPAM

DNS Profile

avi-tko-op-dns-profile

n State Based DNS Registration
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Create DNS service.

NSX Advanced Load Balancer provides generic DNS virtual services that can be implemented with various functionalities
to meet different requirements. The DNS virtual service can be used to load balance DNS servers, hosting static DNS
entries, virtual service IP address DNS hosting or hosting GSLB service DNS entries. For more information on NSX
Advanced Load Balancer features please visit NSX Advanced Load Balancer features.

For this reference architecture a DNS virtual service was created that served as DNS sever for a subdomain of the
primary Active Directory domain via DNS delegation. This generic process is outlined below. With this DNS configuration
along with IPAM, a DNS entry will be created for services. Delegation of DNS domain will depend on your Active
Directory architecture. The domain delegation process for this reference architecture is described later in this document
under DNS Domain Delegation.

1. Create DNS virtual service.

To create DNS virtual service, navigate to Applications > Virtual Services > Create Virtual Service. Give the

service a name and select TCP/UDP and application profile. Application profile is of type “System DNS.” Click
save.

Figure 46: Create DNS service.

~
T a»
- VIP Address » « Profiles «

[ Auto Allocate TCR/UDP Profile*

System-UDP-Per-Pkt v s
1Pv4 VIP Address
172.29.250.23 Application Profile*

System-DNS v s
Ly Floating IPv4.

[ Aute Allocate Error Page Profile
v
1Pv6 VIP Address
Agpplication Domain Name*
opdnssve avitke.pselab ~ W
« Service Port « « Pool «
Switeh to Basic
Services
v @ Pool () Pool Group
53 TO 53 Ty
Pool
s [] Override TCPIUDP dnsve-pool x v | 2
53 T 53 o} [ 1gnore network reachability constraints for the server paol
s [ Override TCPIUDP
System-TCP-Proxy v 7

v
Cancel Save

2. Add DNS virtual service to Default-Cloud instance.

Navigate to Administrator > Settings > DNS Service and select virtual DNS service.
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= Administration Accounts = Settings Controller

Authentication/Authorization  Access Settings  DNS/NTP  Licensing Email/SMTP  Tenant Settings  Upload HSM Packages DNS Service  Pulse

DNS Virtual Services

Virtual Service

opdnssve v @'

+ Add Virtual Service

Export the SSL/TLS certificate.

The certificate created in the earlier steps will be needed during Tanzu Workload Management deployment. Following
these steps, export the certificate to be used later.

1. Go to Templates > Security and select the certificate created earlier.
2. Click the down arrow on the right-hand side to export the certificate.

Figure 48: Export certificate

Self Signed Walid Until
Yes 2023-01-20 15:19:38 ® *
Yes 2032-01-17 23:48:45 @
Yes 2032-01-17 23:48:45 @
Yes 2032-01-17 23:48:46 @
Yes 2032-0-17 23:48:46 @
Mo 2032-M-17 23:48:40 ® &
3. Copy the certificate to clipboard.
Figure 49: Copy certificate
Export Certificate: AVI-Ballybunion-Cert X

Configuration

Key

~~-BEGIN PRIVATE KEY——-— s

WI|EvgIBAD: QEFAASC IBAQCaR6ijqKaUBAGO

uZNouXP48TcCRWHvipP4Xk+ltbn5+4nheOxsZ0hXGdReENGjwqV4alHKVWMKVSNY

94CevapNGUEWTPrE] q 1q3NCSch

QELHSUGTXiNfmR3BIEALtiop3b6Y7DD2iQyQOd80YwuaVNUVE2jdqil4ZGdgxeil

3dkXLkO7! 132gnoWg ¥2QDIF+gh5A M
vom i Mo/tDyvare9aAm/] )

Copy to clipboard
Certificate

-—-BEGIN CERTIFICATE-—-— 2

MIDECCAR +gAwIBAGIURLIFIBQEX + AOYopINTCif¥hudBAWDQYIKaZIhveNAGEL
BQAwgYoxDJAMBgNVEAGMBVRIeGFzMQBWDQYDYQQHDAZTCH JpbmexEzARBGNVBAGM
CkFy¥2hpdGVjdHMxDDAKBGNVBASMAORUUzEJMCEGATUE AwwsYXZpLm JhbGx S YrVis
aWSuLnNjLmROcySsY i 2GVyQHNL: Wi
HheNMjhwMThwMTUxOTMAWhcNMiMwMTIw MTUXOTMAWCBIEOMANGAILECAWFVGY4

TMBEGAIUECamKOX. E /
Copy to clipboard

R <

Create route between workload and front-end networks.

If the VIP and workloads are on separate networks, as in the case here, a route needs to be created between the front -
end and workload networks.
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1. Navigate to Infrastructure > Routing > Static Route tab.
2. Create a new static route.

Figure 50: Create route.

Edit Static Route: 1

Gateway Subnet ¥

Workload network subnet |

MNext Hop *

Front-end gateway address |

Enable vSphere with Tanzu Workload Management

Once NSX Advanced Load Balancer has been successfully deployed, vSphere with Tanzu Workload Management can be
enabled. As a best practice, a Tanzu specific storage policy needs to be defined and storage tagged prior to enabling
Workload Management. This storage policy should be different than the default vSAN storage policy that is initially
configured by the VxRail HCI System software during initial VxRail cluster creation. For vSphere with Tanzu use cases,
storage policies and tags are used to assign storage to Kubernetes cluster nodes and persistent volumes. Using a
separate and dedicated storage policy ensures that Tanzu workloads are placed on the desired storage pool, separate
from other vSphere workloads. The process for doing this is described below.

Note: Dell VxRail provides options for cluster vCenter Server deployment configurations. VxRail can deploy a vCenter
Server that is hosted on the deployed cluster and managed by VxRail HCI System Software as part of Its cluster lifecycle
management capabilities. This Is referred to as a VxRail managed vCenter on cluster deployment configuration. The
other option that is available is to use an existing, customer managed vCenter Server that can be used to manage the
Dell VxRail cluster deployment. In this configuration, vCenter server lifecycle management would be the responsibility of
the customer to manage. Please consult VxRail documentation for more info. For this reference architecture document, a
VxRail managed on cluster vCenter Server deployment configuration was used.

Create storage tag and policy.

1. Select your cluster in vCenter Server and go to Datastores. Select the Datastore to be used for Workload
Management.

2. Under “Tags” click “Assign.”

Figure 51: Create tag

Tags Pt
Assigned Tag Category Description
-~
w
2 items
AsEign

3. Onthe next screen click “ADD TAG” and Create Tag dialog opens. Enter a name for the tag and select a category. If desired a new
category can be created. Click CREATE to create the tag.

Figure 52: Create tag.
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Create Tag X
Name: tkgstag
Description:

Storage for TKGs workloads|

Category: tkgsstoragecat w

Create Mew Category

CAMNCEL CREATE

4. InvCenter Server navigate to Menu > Policies and Profiles > VM Storage Policies and select CREATE. On the next
screen give the policy a name and click NEXT.

5. For Policy Structure, check the “Enable tag-based placement rules” and click NEXT.
Figure 53: Placement Rules

Create VM Storage Policy Policy structure X

1 Mame and description .
Host based services

2 Policy structure Create rules for data services provided by hosts. Available data services could include encryption, If0 control, caching, etc.

Host based services will be applied in addition to any datastore specific rules.
[C) Enable host based rules

Datastore specific rules

Create rules for a specific storage type to configure data services provided by the datastores. The rules will be applied when
WMs are placed on the specific storage type.
[C) Enable rules for "vSAN" storage

[C) Enable rules for "vSANDirect" storage
Enable tag based placement rules

CANCEL BACK NEXT

6. Create arule by selecting the tag category, and “Use storage tagged with” as usage option. Browse and select
the tag created earlier. Click NEXT.
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Fiaure 54: Create rule

Tag based placement ®

Add tag rules to filter datastores to be used for placement of YMs.

ke 1 REMOVE
Tag category tkgsstoragecat "
Usage option Use storage tagged with w

TEQS BEROWSE TAGS

ADD TAG RULE

7. Select storage and click next and finish the policy creation.

Figure 55: Select storage

Storage compatibility X

COMPATIBLE INCOMPATIELE

C] Expand datastore clusters Compatible storage 32.75 TB (2913 TB free)
T Filter
Mame Datacenter Type Fred
B vxRrail-Virtual-SAN-Datastore-0be0cef5-6a2e-4beb-93ab-7308895e45. VxRail-Datacent.. vEAN 297
< >
m 1item

CAMNCEL BACK NEXT

Create content library.
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A content library is required by Tanzu Kubernetes Grid Service that will hold the images required by vSphere to deploy
Supervisor and workload clusters. The subscription URL used for this content library is https://wp-
content.vmware.com/v2/latest/lib.json. Create a content library with the given subscription URL. Please note that it will

take some time before content is downloaded and available in the library.

Enable Workload Management

1. Navigate to Menu > Workload Management. Review the prerequisites for setting up Supervisor cluster and
ensure that they are met before proceeding. Click “Get Started.”

Figure 56: Enable Workload Management
Workload Management

‘Workload Management enables deploying and managing Kubernetes workloads in wSphere. By using Workload Management, you can leverage both Kubernetes
and vSphere functionality. Once you configure a vSphere cluster for Workload Management and it becomes a Supervisor Cluster, you can create namespaces
that provide compute, networking, and storage resources for running your Kubernetes applications. You can also configure Supervisor Clusters with policies for

resource consumption.
Learn more about Workload Management [

GET STARTED

Prerequisites for setting up a Supervisor Cluster

Metwork Support

‘ou can select between two networking stacks when setting up

a vSphere cluster as a Supervisor Cluster,

NSX: Supports vSphere Pods and Tanzu Kubernetes clusters.

vSphere Distributed Switch (VDS): Supports Tanzu Kubemnetes

clusters.

DOWMNLOAD CHECKLIST .l

Load Balancer

If you use the vSphere Distributed Switch (VDS) network, you
must configure a load balancer to support the network
connectivity to workloads from client networks and to load
balance traffic between Tanzu Kubernetes clusters. You can

HA and DRS Support

You must enable vSphere HA and CRS in fully-automated mode
on the vSphere cluster that you set up as a Supervisor Cluster.

VIEW DRS/HA DOCUMENTATION

Tanzu Kubernetes Grid Service

You must create a published content library on the selected
wiZenter Server system. The WM image that is used for creating
the nodes of Tanzu Kubernetes clusters is pulled from that
library.

2. Select vSphere Distributed Switch and click next.

Figure 57: vCenter Server and Network

vmware

D<A LTechnologies

Storage Policy

You must create storage policies or use existing policies that
will determine the datastore placement of the Kubernetes
control plane WMs, containers, and images. You can create
storage pelicies associated with different storage classes.

VIEW STORAGE POLICIES
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vCenter Server and Network Select a vCenter Server system and a network to set up a Supervisor Cluster.

r Cluster

Select the vCenter Server syste

Select a wCenter Server system

Select the networking stack that will provide connectivity to this Supervisor Cluster
Select a networking stack O NSX
Supports vSphere Pods and Tanzu Kubemetas clusters.

© vSphere Distributed Switch (WDS)

Supports Tanzu Kuber

3. Select the cluster.

Figure 58: Select cluster.

Select a vSphere duster to set up as a Supervisor Cluster.

10 support your Kubemet

Cluster Mame T Mumber of Hosts

4. Select the storage policy created previously.

Figure 59: Storage Policy

Select the storage policy for the Kubernetes control plane YMs on this Supervisor Cluster.

cy to be used for datastore placement of Kubernetes control plane WMs. The policy is associated with one or more datast:

Contrel Plane Storage Policy tkgs-default-storage w

5. Onthe next screen fill out the NSX Advanced Load Balancer details and copy and paste the certificate exported
earlier. Ensure to use “< IP address>:443 “ format when entering the IP address for the controller. Click NEXT.
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Figure 60: NSX Advanced Load Balancer details

Load Balancer Configure load balancer for workloads created on this Supervisor Cluster.

A load balancer is required to reach the endpaints of the Kubernetes control plane VMs and Tanzu Kubermetes clusters from the Workload Networks. This load balancer also handles requests for Kubt

VIEW NETWORK TOPOLOGY

Name (@) NSXALE

Load Balancer Type (@)

NSX Advanced Load Balancer Controller IP () 443

Username (O admin

Password @  awew o©

Server Certificate (@)

6. Fillin the management network details. Either DHCP or Static assignment can be used. When using static IP
address assignment, ensure to reserve a block of five IP addresses for control plane VMs in the Supervisor
cluster. When using DHCP, ensure that the DHCP server in your environment supports client identifiers to
provide IP addresses for Supervisor Cluster control plane VMs and floating IP. The DHCP server must also be
configured with compatible DNS server(s), NTP server(s), and DNS search domain(s). Click NEXT.

Figure 61: Configure management network.
5. Management Network Configure networking for the Kubernetes control plane VMs on this Supervisor Cluster.

ASu u t hree Kubemetes | ph Each Suj Cluster management netw h raffic to n
Network Mode (@) Static

Network (D) DVS-M art-h

Starting IP Address (D 172

Subnet Mask @ 2552552540

Gateway (D 172

DNS Server(s) @

DNS Search Domain(s) (@

NTP Server(s) @ 172

7. vSphere namespaces on this Supervisor Cluster require Workload Networks to provide connectivity to the
nodes of Tanzu Kubernetes clusters and the workloads that run inside them. Internal IP addresses are used to
allocate Kubernetes services of type ClusterlP. These IP addresses are internal to the cluster but should not
conflict with any other IP range. Configure the workload network information page for your specific network.
Click NEXT.
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Figure 62: Configure workload network

6. Workioad Network Configure networking to support traffic to the Kubernetes APT and to worldoads and services.

Network Mode (D

. 10 O& O B/
Internal Network for Kubernetes Services () 0.90.0.0/2

Port Group (L) ' ) A 4

Network Name (D)

Layer 3 Routing Configuration

1P Address Range(s) () 72 172
Subnet Mask (D 2552552540
cateway D "

DNS Server(s) () 100

NTP Serverts) (D 72

=)

8. Add content library.

Figure 63: Add content library

7. Tanzu Kubemetes Grid Service Set up the Tanzu Kubernetes Grid Service to enable self-service of Tanzu Kubemetes clusters

for your developers.

Set up the Tanzu Kubernetes Grid Service oy subscrib ng to a remote content |I:r5r-,-. The library will contain a distribution of Kubemetes and an accompanying 05

Content Library Test content Lib EDIT

9. Select the size of the control plane VM per your requirements and optionally enter DNS name designated for
Kubernetes API server. For production deployments with Tanzu Mission Control integration, a large form factor is
recommended for Supervisory control plane nodes. Click Finish to start the configuration process.
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Review and confirm all details and default settings to start this Supe: luster setup

Advanced Settings

Control Plane Size (T)

a

4 viou will mot be able to scale down to 2 smaller size after making this change.

AP Server DNS Mame(s) (L)

Review and confirm the steps above. Click Finish to start setting up vPLC as a Supervisor Cluster

You can view these configuration details in the cluster view under the Configure tab

FIMISH

Authentication and access

Authentication to Tanzu Kubernetes clusters can be accomplished in different ways depending on your architecture, user
authentication and access requirements. In an on-premises environment the simple and reliable method is to use vCenter
SSO to authenticate users or to add a local identity source such as Active Directory over LDAPS. For this reference
architecture Active Directory authentication with LDAPS was used to authenticate users. The domain controller was
configured with Certificate Authority and the controller certificate was exported to be used in the identity source
configuration process. In a multi-cloud environment, an external identity source such as Azure Active Directory or Okta
can be incorporated for user authentication. VMware cloud services also provide a way to authenticate via federated
domains. For more information visit VMware Cloud Services Enterprise Federation page.

What follows are some steps that the vSphere administrator will perform to give access to the domain users in the
namespace created for initial workload cluster deployment.

vSphere Administrator Tasks.

Add Active Directory as identity source to vCenter Server.

Create namespace for DevOps admins and developers to deploy clusters to.
Assign permissions to DevOps engineers in the namespace.

Assign storage policies, virtual machine classes and quotas to namespace.
Provide namespace access information to DevOps and/or Developers.

aoswN e

Add Active Directory as identity source to vCenter.

1. vSphere menu > Administration > Single Sign On > Configuration > Identity Provide > Identity Sources and click
ADD.

2. Fillin the required information for the domain, upload the domain controller certificate and connect to the
domain controller using port LDAPS port (636)

Note: Use of domain names with “. Local” is not supported. Please see KB article. For information on configuring LDAPS
in your environment please see Microsoft Documentation.

Figure 65: Configure identity source.
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Edit Identity Source X
ldentity Source Type Active Directory over LDAP v
|dentity source name * pse-dcl pselab

Base distinguished name for users * DC=pse, DC=lab

Base distinguished name for groups * DiZ=pse, DC=lab

Domain name * (1) pse lab

Domain alias (1) PSE

Username * (1) administrator@pse lab

Password *

Connect to © () Any domain controller in the domain

@ Specific domain controllers

Primary server URL * (T) Idaps:{pse-dcl pse lab:e3g

Secondary senver URL

Certificates (for LDAPS) (D)

Add more certificates.

CANCEL

3. To verify the Active Directory integration was successful, navigate to Users and Groups. The domain now should
be visible in the drop-down list and query to find a user should be successful.

Figure 66: Validate AD integration.
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Users and Groups

Users Groups
Domain
Find
Username
O atherj

Create namespace.

pselab

atherj

T First Name

Ather

h ¢

Last Name

Jamil

Tanzu Kubernetes Grid Service uses namespaces to provide tenant separation and isolation. Namespaces are defined on
the Supervisor cluster and can be configured with user permissions, resource quotas and storage policies. Depending on
requirements you assign VM classes and content libraries to the namespaces to download latest Tanzu Kubernetes
releases and VM images. The number of namespaces created depends on organizational requirements. For this
reference architecture a single namespace was created.

Figure 67: Namespace configuration

Summary Monitor Configure

Status

Created 2/23/22

Config Status (D)

@ Running
Kubernetes Status (D)
@ Active
Location

[ bb-cluster

5 ve-v570.5¢.dts.lab

Link to CLI Tools
Copy link § Open 7

Metwork

Storage

3

Persistent Volume Claims

Storage Policies @
tkgs-default-storage No limit

EDIT STORAGE

Provide namespace and login information to users.

Capacity and Usage

cPU o limit
O MHz

Memory o limit
338

Storage No limit
154 ¢

EDIT LIMITS

Tanzu Kubernetes Grid
Service

3

Tanzu Kubernetes clusters

Content Library eoim
Tanzu-Content

Control Plane Nodes €
@ Unhealthy Nodes (0}
@ Healthy Nodes ()

VIEW ALL

VM Service @

10

Associated VM Classes

MANAGE VM CLASSES

1

Associated Content Libraries

MANAGE CONTENT LISRARIES

GO TO VM SERVICE

Once the namespace is configured, the administrator needs to provide the DevOps team with relevant information such
as username and password, vCenter Server certificate, as well as the namespace URL, so they can begin to create
clusters and deploy workloads on them. The user will install the certificate on the access machine where he or she intend
to run Kubernetes commands. The namespace URL can be obtained from the namespace configuration status page as

show in figure 43.

vmware
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Fiaure 68: Access URL
Status
Created 2/23/22

Config Status (1)

@ Running

Kubernetes Status (1)

@ Active

Location
[ bb-cluster

ve-vET70 sc.dis lab

Link to CLI Tools
Copy link & Cpen =2

The URL provides instructions to the user to download vSphere CLI tools to access the namespace.

Figure 69: Kubernetes CLI tools

Kubernetes CLI Tools
Kubectl + vSphere plugin

Download the CLI tools package to view and control namespaces

in vSphere. LearN More [

SELECT OPERATING SYSTEM ~

DOWNLOAD CLI PLUGIN WINDOWS -

Checksum CLI plugin Windows ..

Get started with CLI Plugin for vSphere

Kubernetes CLI tool lets you manage your namespaces. Below are a few steps that will help you get started.

1. Verify that the SHA256 checksum of vsphere*-plugin. zip matches the checksum in the provided file
sha256sum.txt. In Powershell run command Get-FileHash -Algorithm SHA256 -Path vsphere*-plugin.zip to
display the checksum

2. Put the contents of the zip file in your O5's executable search path
3. Run command kubectl wvsphere login --server=<IP or master hostname> to log in to server
4. Run command kubectl config get-contexts to view a list of your Namespaces

5. Run command kubectl config nse-context <context> fo choose your default context

VMware Cloud (VMC) on AWS

VMware Cloud on AWS is an integrated cloud offering jointly developed by Amazon Web Services (AWS) and VMware.
You can deliver a highly scalable and secure service by migrating and extending your on-premises VMware vSphere-
based environments to the AWS Cloud running on Amazon Elastic Compute Cloud (Amazon EC2).

Figure 70: VMware cloud on AWS
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- @

PRIVATE CLOUD PUBLIC CLOUD
VMWARE CLOUD VMWARE CLOUD ON AWS AWS SERVICES
INFRASTRUCTURE VMWARE CLOUD INFRASTRUCTURE
b &
VCENTER 4 G2 r VCENTER
‘ .
COMPUTE STORAGE NETWORK COMPUTE STORAGE NETWORK o

PSE.LAB DATACENTER AWS GLOBAL INFRASTRUCTURE

Note: This document does not discuss provisioning VMware Cloud on AWS. For on-boarding SDDC clusters on AWS
please refer to the VMware Cloud on AWS On-Boarding Guide

Note: At the time of writing of this paper, VMC only supports deployment of vSphere with Tanzu with NSX-T.
Deployment with NSX Advanced load balancer only is not supported. It can however still be used as a load balancer
along with NSX-T.

Installing Tanzu for Kubernetes Operations on VMC

Installation of Tanzu Kubernetes Grid clusters is now made easy by Service Installer for Tanzu. For this reference
architecture, Service installer for Tanzu (SIVT) version 1.3 was used to deploy Tanzu Kubernetes Grid (multi-cloud)
clusters on VMC. Service installer for Tanzu documentation has step by step deployments guides that can be used to
deploy Tanzu Kubernetes Grid on vSphere as well as on VMC. For detailed step by step process, please refer to Service
Installer for Tanzu deployment guide for VMC.

For this reference architecture Service Installer for Tanzu (SVIT) version 1.3 was installed on the VMC cluster. SVIT only
requires a single segment to be created to be used for Tanzu Kubernetes Grid management. SVIT creates the remaining
segments based on SVIT reference design for deploying Tanzu Kubernetes Grid on VMC.

For example, in the below snapshot, segment “tko-tkgm-mgmt-seg” was manually created for Tanzu for Kubernetes
Operations (TKO) management traffic. The remaining segment are created by SVIT based on the input provided during
the deployment process.

Figure 71: VMC network segment creation
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ﬁ‘)) PSE-VMC | WMC on AWS SDOC (@) LS East (N, Virginia)

Summary Metwerking & Security

Add Cns Maintenance Treukleshooting

Gverview Segments
Metwork Segment List Segment Profiles
Segments

VRN ADD BEGMENT

MAT
Tier-1 Gateways
Transit Connect

Security
Gateway Firewall
Distributed Firewall
Distributed IDS/APS

Inventory
Groups
Services
Wirtual Machines
Context Profiles

Tools

SVIT will also create groups, Gateway Firewall rules and assign them to the groups.

Figure 72: Groups

Groups

Management Groups Compute Grougs

ADD GROURP

Neme

> B3 SVOINS

> 23 tkgvme-avimamt

> 23 tkgvme-infra-dns-ips

> 23 tkgvme-infra-ntp-ips

> 23 tkgvrnc-infra-voenter-ip
> 44 tkgvmc-shared-service
> 23 tegvmnc-thg-workload
> 23 tkgvme-tkaclustervip
> £ tkgvmc-tkgmgmt

> 23 tko-tkgm-mgmt-se9

Figure 73: Firewall rules
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& tkovmc-workload-data-segmentCl
=] thovme-workload-segmentCl

@ tko-tkom-mormt-Sede

Comp ute Members

View Members
Wiew Members
Wiew Members
Wiew Members
View Members
Wiew Members
View Members
Wiew Members
View Members

Wiew Members

D<A L Technologies

Settings Support

Connected Gateway

Compute Gateway | Routed

Compute Gateway | Routed

Compute Gateway | Routed

Compute Gateway | Routed

Compute Gateway | Routed

Compute Gateway | Routed

Compute Gateway | Routed

Where Used

Where Used
Where Used
Where Used
Where Used
Where Used
Where Used
Where Used
Where Used
Where Used

Where Used

EXPAMD ALL Filter by Name, Path and more

Subnets

172.30713.0/24

172.30.14.1/24

172.30.115.0/24

17230171424

172.30:1001/24

17230001424

172.30112.0/24

Status

@ Success 2
@ Success
@ 5uccess 2
@ Success
@ Success (¢
@ Success C
@ Success
@ Success
@ success

@ Success (%
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Gateway Firewall

Management Gateway Compute Gateway Tier-1 Gateways
+ ADD RULE Gateway Firewall Status @ Success C Filter by Name, Path and more

] Name ] Souroas Destinations Servicas Applied To Adtion

[} tkgvmce-alb-ta-ntp 1071 22 tko-tkam-mgmt-seg £2 tkavmc-infra-ntp-ips INTR Al Uplinks ® Allow O s=
29 tkgvmc-shared-service
29 thovme-avimamt

[ tkgvme-alb-ta-dns 1072 22 tho-tkam-momt-seg £3 tkavmc-infra-dns-ips {73 BNS-UDP All Uplinks ® Allow O =
29 thavmc-shared-sereice {3 ONS
29 thgvmc-avimgmt

[} tkgvmc-alb-to-veanter 1073 22 tho-tkam-momt-seg £2 thgumc-infra-veenter {HHTTPS All Uplinks o Alow O =
23 thavmc-shared-sereice
29 thgvmc-avimgmt

] tkgvme-to-external 1074 23 tho-tham-mgmt-seg Ay Any All Uplinks @ Alow O &=
29 thovmc-shared-sereice

(] tkgvmeto-alb 1075 29 tko-tkam-mamt-seg 29 tkawmo-avimaomt Y HTTPS All Uplinks ® Alow () &=
33 tkgvme-shared-service T ICMP ALL

[ tkgvmc-to-cluster-vip 1076 22 tho-tkam-momt-seg £3 tkavme-tkgelustervip {7 thgvme-kube-api All Uplinks ® Alow O sz
23 thavmc-shared-sereice

[[]  thgvme-tkaworkloadDi-tai 1078 29 tkgvmc-tkamamt 29 tkgemc-infra-dns-ips CINTP Al Uplinks ® Allow O s=
25 thgvmcrtkg-warkload £2 thgvme-tkgelustervip {73 thgvme-kube-api

High-level steps to deploy Tanzu for Kubernetes Operations with NSX Advanced Load Balancer on VMC using SVIT as
follows.

1.  Download SVIT OVA (Open Virtual Appliance) from VMware Marketplace. A marketplace account is required.

2. Create a SVIT virtual machine using the OVA. Ensure that the virtual machine resides on the management

network that you manually created.

3. Obtain your SDDC token as well as a marketplace token. These tokens will be needed for SVIT to configure

SDDC and to download NSX Advanced Load Balancer OVA and other Kubernetes images from VMware
Marketplace. Below is a snapshot of where these tokens are entered in SVIT user interface.

Figure 74: Tokens

I > (@ Infrastructure Configure DNS and NTP server/s

v

Note: In instances where SVIT cannot download NSX Advanced Load Balancer controller and Kubernetes images from

2. |aas Provider Validate SDDC token for VMC connectivity.

l @ ‘You must click "CONNECT" to verify SDDC Token and fetch resources before moving to next step.

Marketplace
@D Downioad Binaries from Marketplace

Marketplace Account Details

REFRESH TOKEN (@

kNjw2FQzk8JEONLIPDW!

CEIP Participation

(D Enable CEIP Participation @

VMC
SDDC TOKEN @ ORGANIZATION NAME (@ SDDC NAME @
wJDtgS8V-sabw18070uD) PSE PSE-VMC

CONNECT

the VMware Marketplace, a local content library needs to be created and images and controller. OVA uploaded. SVIT will
install the controller from the local content library as shown in figure below.
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Figure 75: local content library option
Marketplace
(I Download Binaries from Marketplace
CEIP Participation

(I Enable CEIP Participation @

VMC
SDDC TOKEN (@ ORGANIZATION NAME @ SDDC NAME (D
<wJDtgS8V-sabw18070uD PSE PSE-VMC

RELOAD

Resource Group Details

DATACENTER @ CLUSTER (D DATASTORE (D
SDDC-Datacenter Cluster-1 WorkloadDatastore

CONTENT LIBRARY (@ AVI OVA IMAGE (D RESOURCE POOL (OPTIONAL) (@
VMC-Local controller-21.1.4-9210 Compute-ResourcePool

NEXT

4. Enter your environment specific parameters on the remaining SVIT screen and review the configuration. On the
review page you will have an option to view and safe the configuration .yaml file to your local disk or to save it
to SVIT virtual machine. The default location for SVIT deployment yaml files is “/opt/vmware/arcas/src/”

5. Finally, run the command with desired parameters to deploy Tanzu for Kubernetes Operations. The command
and parameters are in the SVIT deployment guide mentioned previously.

If deployment is successfully completed, appropriate resource groups and clusters will be created and viewable in
vCenter.

Figure 76: VMC Tanzu Clusters

vcenter.sddc-35-168-228-43 . vmwarevmc.com ACTIONS

Configure  Permissions  Datacenters  Hosts & Clusters  VM: Datastores  Networks  Linked vCenter Server Systems

cPU

35.392q.

Version:
@ Build:

Clustors:

Host
ot Memory

378.08

uroePoo Virtual Machines:

- @ tovme-alb-companents

¥ avi-controlier

Storage
~am T v

se01

Custom Attributes : vCenter Health H 0 yCenter HA

Overall Heatt
@owoa

A0D APPLIANCE MANAGEMENT

5.4-kdtak

Note: Tanzu CLI and accompanying tools will be required to manage clusters. Visit Install Tanzu CLI for installation
instructions.

Amazon Elastic Kubernetes Service (EKS)

Amazon Elastic Kubernetes Service is a managed service that can be used to run Kubernetes on AWS without needing
to install, operate, and maintain your own Kubernetes control plane or nodes. Amazon EKS runs a single tenant control
plane for each cluster. This means that the same control plane infrastructure cannot be shard across clusters. A customer
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has the option to create worker nodes as self-managed Amazon EC2 nodes or to deploy their applications workloads to
AWS Fargate, which is a serverless compute engine. For this reference architecture Amazon EC2 nodes were used. For
more information on Fargate visit AWS Fargate page.

Amazon EKS clusters can be deployed either via “eksctl” utility or via AWS EKS user interface via AWS console. When
eksctl utility is used with default settings, a new Amazon Cloud Formation stack is created which also includes an
associated VPC (Virtual Private Cloud) and subnets. This is a viable option when there is a need for a separate VPC for
EKS clusters. For this reference architecture AWS console was used to create EKS clusters and nodes and integrated
into an existing VPC. This process is outlined below.

Note: This process requires that an AWS VPC exists, and subnets configured per requirements. For this reference
architecture a VPC was created with subnet connections and routing in place to the internal private network, which
included connections to VMC on AWS as well as the on-premises environment through Equinix. This configuration is
depicted in the previously mentioned guide Multi-Cloud Network Connectivity with Equinix Overview and figure 3. For
more information on how to create AWS VPC please consult AWS documentation.

Creating EKS clusters
Amazon EKS make calls to other AWS services on your behalf to manage the resources that you use with the service.
Prior to creating EKS clusters, an IAM (Identity Access Management) role needs to exist or be created for EKS service.

Determine if your account already has a role named “eksClusterRole.” If it does not exist, then create one as follows. The
example below shows the role created for this reference architecture.

Create IAM Role

1.  From IAM > Roles menu create a role. Select “AWS Service” and search for “EKS” in “Use cases for other AWS
services” search field. Select EKS Clusters and click next.

Figure 77: Create IAM Role

I&M > Roles > Create role
et ! Select trusted entity
Select trusted entity

Trusted entity type

Step2

O AWS senice AWS account Web identity
Allow SIS services like EC2, Lambda, or others to perform Allow ertities in other SIS accounts belonging to you or a Srd Allovwes ugers Tederated by the specified exernal weh idenliyy
Step 3 actions in this account party to perform actions in this account provider to assume this role to perform actions in this account
SAML 2.0 federation Custom trust policy
Allow users federated with SAML 2.0 from & corporats Create a custom trust policy to enable cthers to perform actions
directory o perform actions in this account inthis account
Use case

Allow an SWS service lice EC2, Lambda, or others to perform actions in this account

Commaon use cases
EC2

Allows EC2 instances ta call SWS services on your behali

Lambda

Allows Lambeda functions to call A4S services on your behalf

Use cases for other AWS serices:
EKS A d
EkS

Allows ERS to manage clusters on your behalt

O EKS- Cluster
Allirys ACCESE b0 other AVIS Service resources that are recuired to operats clusters manasd by EKS,

EKS - Nodegroup

Allowy EKS to manage nadegraups an your behalf

EKS - Fargate pod
Allows access to other AWS service resources that are required to run Amazon EKS pods on WS Fargate

EKS - Fargate profile
Allows EKS to run Fargate tasks,

EKS - Connector

Allows access to other A4S service resources that are required to connect to external chisters:

2. On “Add Permissions screen, Amazon EKSClusterPolicy will be automatically added. Click Next.

Figure 78: Add permissions.
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Add permissions

Permissions policies (1)
The type of role that you selected requires the following palicy.

Policy name (£ ' Type ¥ Attached entities

AmazonEKSClusterPolicy AVYE managed

» Set permissions boundary - optional

Set = permissions houndary to cortrol the maximum permissions this role can have. This is ot & common setting, but you can uss f to delegate permission managemert to others

Cancel Pravious m

3. Give the role a meaningful name and click Create Role.
Figure 79: Create role.
Name, review, and create

Role details

Role name
Erter & meaningful name to idertify this role.

EKE-TKO-ClusterSYC-Raole

Mazimum 64 characters. Use alphanumeric and '+= (@-_' characters

Description
Add 3 short explanation for this role.

Allows access to other AWS service resources that are required to operate clusters managed by EKS.

P
Mecdmum 1000 characters. se alphanumeric and '+=, @-_' characters
o
H H “ P ”
4. Edit the role just created and select “Attach Policies.
Figure 80: Attach policies.
Delete
EKS-TKO-ClusterSVC-Role
Allows access to other AWS service resources that are required 1o operate clusters managed by EKS.
Summary Edit
Creation date ARN
August 09, 2022, 15:38 (UTC-05:00) ) arn:aws:iam: 872863083035: rale/EKS-TKO-ClusterSvC-Role
Last activity Maximum session duration
None 1 hour
P issi Trust i i Tays Access Advisor Revoke sessions
Permissions policies (1) s ] Simulate Remove Add permissions &
‘ou can attach up to 10 managed policies
Q Filter policies by propedy or policy name and press enter
Policy name 2 v Type - Description
AmazonEKEClusterPali AWE managed This policy provides Kubemetes the permissions it requires 10 manage resources on your behalf. Kubernetes requires Ec2: CreateTags 15 to place identif on EC2r..
Permissions boundary - {set) Change boundary Remove boundary

Set a permissions boundary to control the maxirum permissions this role can have. This is hot a common setting but can be used to delegate
permission management to others.

5. On the next screen search for “AmazonEKSVPCResourceController” and select “Attach Policy”

Figure 81: Attach polices.
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I8M > Roles > EKS-TKO-ClusterSvC-Role > Add permissions
Attach policy to EKS-TKO-ClusterSVC-Role

b Current permissions policies (1)

QOther permissions policies (Selectad 1/751)

= Create policy
Q. Filter policies by property or policy name and press enter 1 match <1> @
“AmazonEKSVPCResourceController’ X Clear filters

Policy name (Z v Type <~ Description

@ W AmazonEKSVPCResourceContraller

WS managed Policy used by VPC Resource Controller to manage ENI and IPs for worker nodes ‘

Cancel Attach policies

6. If Amazon CloudWatch monitoring is desired an inline policy needs to be created for CloudWatch to receive the

clusters metrics. Create an incline policy by selecting “Create Inline Policy.”
Figure 82: Inline Policies
EKS-TKO-ClusterSVC-Role

Allows access to other AWS gervice resources that are required to operate clusters managed by EKS,

Delete

Summary Edit
Creation date

ARM
August 09, 2022, 15:39 (UTC-05:00)

@) arncaws:iam: 872863086035 tole/EIKS-TKO-ClusterSWC-Rola

Last activity

Maximurm session duration
Mone

1 hour

Trust relationship Tags Access Advisor Revoke sessions

Permissions policies (7) o i [
You can attach up to 10 managed palicies

Add permissions &

Q, Filter poiicies by propenty or policy name and press enter

Policy name [ - Type - Description

AmazonEKSClusterPalicy AW/S managed  This palicy provides Kubemeles the permissians it requires to manage resaurces on your hehall Kubemetes requires Ec2: CreateTags permissions to place identifying infarmatio

AmazonEKSYPCResourceController AWE managed Policy used by “PC Resource Controller to manage ENI and IPs for worker nodes

Permissions boundary - (set)

Change boundary Remove boundary
Set a permissions baundary ta cantral the maximum permissions this role can have. This is not a common setting but can be used to delegate

permission management to others.

7. Onthe next screen select “JSON” and enter or paste the policy definition below and attach policy.

Inline cloud watch
{
"Version": "2012-10-17",
"Statement": [
{
"Action": [
"cloudwatch:PutMetricData"

]I

"Resource": "*",

"Effect”: "Allow"
}

Figure 83: Inline polices.
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Edit EKS-TKO-CloudWatchPermissions o 5

A policy defines the AWS permissions that you can assign to a user, group, or role. You can create and edit a policy in the visual editor and using JSOM. Learn maore

Visual editor JSON Import managed policy

-
“Wersion™: “2812-18-17",
- "Statement™: [

N {
- "Action™: [
"cloudwatch:PutMetricData®
1.
“Resource™: "*",
"Effect™: "Allow"
}

8. Once created, the IAM role should have the following policies. EKS clusters can now be created.

Figure 84: |1AM role created.

Permissions Trust relationships Tags Access Advisor Revoke sessions

Permissions policies (2)
Yfou can attach up to 10 managed policies.

Q, Filter policies by propery or policy narme and press enter

Policy name [

AmazonERSClusterPalicy

# AmazonERSYFCResourceController
ElLS-TKO-CloudWatchPermissions

Create EKS Cluster

1. In Amazon console, navigate to EKS > Clusters > Create EKS cluster. Assign cluster a name, choose Kubernetes
version and select cluster service role created earlier. Click Next.

Figure 85: Create EKS cluster.
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EKS » Clusters » Create EKS cluster

Step 1

Configure cluster

Step 2

Step 3

Step 4

2.

Configure cluster

€luster configuration inie

Name

Enter a wnicue name for this cluster This property cannce be changed after the elster is created

TKO-EKS-Cluster

Kubernetes versien  Info

Select the Kubernetes version for this cluster.

122

Cluster service role  Info

Select the 1AM role e 3llow the Kubemetes control plane £ manage AWS resources onyeur behalf This property cannct be changed after
the cluster is created. To create 2 new role, follow the instructions in the Amazen EKS User Guide [,

EKS-TKO-ClustersvC-Role

v

Secrets encryption it

Once turmed on, secrets eneryption cannot be modified or remeved,

P Turn on envelope encryption of Kubernetes secrets using KMS

Enwelope encryption provices an additionl Layer of encryption for your Kubernetes secrets

Tags (0) o

This cluster does not have any tags

Remaining tags available to 3de: 50

Specify VPC and subnets to be used. EKS cluster creation wizard adds all subnets available in the VPC by

default. Remove any unwanted subnets. For this reference architecture only two subnets in two availability

zones are required.

Figure 86: Set networking.

Specify networking

Networldng o
These properties cannot be changed after the cluster is created.

YPC
Select a WPC to use for your EKS cluster resources To create a new VPC, go to the WPC comsole

Info

vpe-4616113¢ | Default

Subnets  Info
Choose the subnets inyour WPC where the cortrol plane may place elastic network interfaces [EMIs) to facilitate communication with your

cluster. To create a new subnet, go to the corresponding page inthe WPC console

Select subnets

Q

Fitter subnets

subnet-a31bales
ws-gast-1a 17231160720

subnet-0b7bb243280530836 | 172.30.84.0/23
ws-past-1c 17230840723

subnet-fifl1bos

ws-east-1c 17231.0.0¢20

subnet-816480de
ws-gast-1b 172.31.32.0¢20

subnet-0dbBb2d44b4a709dd? | 172.30.82.0/23
ws-gast-1b  172.30.B2.0723

subnet-7bb9485a
ws-east-1d  172.31.80.0/20

subnet-0f5763bd4c04084c8 | 172.30,94.0/23
ws-past-le  172.30.04.0/23

subnet-0548e50b
ws-gast-1f  172.31.64.0/20

subnet-072bd2871b75ee96f2 | 172 30.80.0/23
ws-east-1a 17230800723

subnet-437b4s7d
ws-past-1e  172.31 48.0/20

subnet-011286f64c4 74305 | 172.30.86.0/23
wspast1f 172 30 BE0/23

your worker node subnets. To

¥ Do connect to the endpoint.

3. Select the desired security group. The default security group for the VPC was selected here.

vmware
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Figure 87: Security groups

Security groups Info

Choose the security groups to apply to the EKS-managed Elastic Metwork Interfaces that are created inyour worker node subnets. To
create a new security group, go to the corresponding page inthe WPC corsole.

Select securfty groups &

Q, Filter securfty groups

5g-72ff445d | default
default WP security group

3g-0d5a3e52de0a635d44 | launch-wizard-1
launchwizard-1 created 202 2-06-26T01: 3605 062F

5g-045cee10153e36768 | sc2-com
ssh access from sci

3g-0alcdecbBee7dB476 | launch-wizard-2
launchwizard-2 created 202 2-06-30T16:11:27 4B32

4. Select the Cluster endpoint access type. This depends on your environment and cluster requirements. Amazon
EKS creates an endpoint for the managed Kubernetes API server that you use to communicate with your cluster
(using Kubernetes management tools such as kubectl). By default, this APl server endpoint is public to the
internet, and access to the API server is secured using a combination of AWS Identity and Access Management
(IAM) and native Kubernetes Role Based Access Control (RBAC).

Figure 88: Endpoint access

Cluster endpoint access nfo

Configure access to the Kubernetes AP server endpoint.

0O Fublic

The cluster endpoint is accessible from owtside of your WVPC. Worker node traffic will leave your WPC to connect to the endpoint.

Fublic and private
The cluster endpoint is accessible from owtside of your WPL Worker node traffic to the endpoint will stay within your WP,
Frivate
The cluster endpoint is only accessible through wour WPC, Worker node traffic to the endpoirt will stay within your WPC.
p Advanced settings

5. Select any specific versions of CNI, CoreDNS and Kube-proxy you require. Defaults were used as shown below.

Figure 89: Add-ons
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Networking add-ons

Configure add-ons that provide advanced networking functionalities on the cluster.

Amazon VYPC CNI Info
Enable pod netwerking within your cluster,

Wersion
Select the version for this add-on.

v1.10.7-eksbuild. 1 -

(@ This add-on will use the 1AM role of the nede where it runs, You can change
this add-on to use |AM roles for service aceounts after cluster creation,

CoreDNS Info
Enable service discovery within your cluster.

Wersion
Select the version for this add-on.

v1.8.7-eksbuild.1 -

kube-proxy Info
Enable service networking within your cluster,

Warsion
Select the version for this add-on.

v1.22.6-eksbuild.1 v

6. Configure Logging options.

Figure 90: Logging

Configure logging

Control plane logging i
Send andit and diaghostic logs from the Amazon EKS control plare to CloudWatch Logs.

@ APl server
Logs pertaining to AP| requests to the cluster.

© Hudic

Logs pertaining to cluster access via the Kubernetes AP

O authenticator
Logs pertaining to authentication requests into the cluster

@) Controller manager
Logs pertaining to state of cluster controllers.

@ Scheduler

Logs pertaining to scheduling decisions.

7. Finally review configuration and create the cluster.
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Figure 91: Finish cluster creation

Review and create

Step 1: Configure cluster Edlt

Cluster configuration

Mame Kubernetes wersion
THO-EMS-Cluster 1.22

Cluster service role
arnaws:iam:: B72BE30EE0A S role FEKS-THD-Cluste rSvwC-

Role
Tags (0}
O Fritar s bsme or el 1
Key v Valus v
Mo tags
This cluster does niot have any tags.
Step 2: Spedfy netwarking Ed it

Metworking
These praperties cannat be changed after the cluster is created.

YPC Subnets Security groups

vpe-4616113c subnet-OdbEb 2 d44b4 70501 sg-72ff445d
subret-072bd2B1b7hee SEF2
Closter [P address family

1Pwv4

Create Node Group

A node group now needs to be created where your workloads will run. These will be Amazon EC2 AMI (Amazon Machine
Image) instances. Prior to creating a node group, a “Node Instance Role” needs to be created via IAM > Roles > console.
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1. Create node instance role and add the required policies for the EKS nodes. These policies will be used in the
next step when creating node group. These are AWS managed policies and can be added by searching via the

“Permissions policies” search bar.

Figure 92: Node instance policies
(B Roles TKO-EkE-Mode-Instance

TKO-EKS-Node-Instance

Allows ECZ instances to call AWS serices on your behalf.

Summary

Creation date
July 04, 2022, 18:33 (UTC-05:00)

Last activity
@ 19 minutes ago

Permissions Trust relationships Tags Access Advisor

Permissions policies (<)
‘Yfou can attach up to 10 managed policies.

Q Filterpolicies by property or policy narme and press enter

Policy name [£

® AmazonEKSWorkerMNodePolicy
AmazonECZContainerRegistryReadOnly
® AmazonS3hhanagedinstanceCare

E 8P AmazonEkS_CHI_Policy

ARN
(] arn:aws:iam: 87 2863088035: role/TKO-EKS-MNode-Instance

Waximurm session duration

1 hour

Revoke sessions

A Type
AWYE 1
AWYE 1
AWE n

AWE n

2. Navigate to your EKS cluster and click Add node group. Give the node group a name and select the IAM role
created earlier. Leave everything else at default values and click next.

Figure 93: Create node group.
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Configure node group we

A node group is a group of EC2 instances that supply compute capacity to your Amazon EKS cluster. You can add multiple
node groups to your cluster

Node group configuration
These properties cannet be changed after the node group is created.

Name
Asgigh 3 wkigue name For this node group.

TKO-EKS-Nodes

Node 1AM role Info
Select the LAM role that will be wsed by the nodes. To create a new role, go tothe 1AM console.

TKO-EKS-Mode-Instance v

@ The selected role must not be used by a self-managed node group as this
could lead to a service interruption upon managed node group deletion,

Learn more [4

3. Select your desired node configurations and click next.

Figure 94: Set configurations.

Set compute and scaling configuration

Mode group compute configuration
These properties cannot be changed after the node group is created.

&M type Infa

Select the EKS-optimized Amazon Machine Image for nodes.

Amazon Linue 2 (AL2_xBE_E4) v

Caparity type
Select the capacity purchase option for this node growp.

On-Demand v

Instance types Info
Select instance types you prefer for this node groop.

Select v

t3.medium >
vEPU: Up to 2 wvCPUs  memory: 4.0 GiB

Dick size
Select the size of the attached EBS wolume for each node.

20 GiB

Mode group scaling configuration

Desired size
Set the desired number of nodes that the group should launch with initially.

2 nodes
Minirmurm size

Set the minimum number of nodes that the group canscale into.

3 nodes
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4. 0On the next page the subnets selected during cluster creation will automatically be selected. If node access via SSH,
enable the option. On the next screen review and create the node group.

Note: SSH option requires that SSH key pair is already defined. In addition, when enabling this option, managed node
groups will create a security group with port 22 inbound access. If launching your worker in a public subnet, it is strongly
recommended to restrict the source IP address ranges.

Figure 95: Cluster networking

Specify networking

Node group network configuration
These properties cannot be changed after the node group is created.

Subnets  Info
Specify the subrets inyour WPC where your nodes will ranTo create a new subnet, go to the corresponding page inthe WP console.

Select submets v

subnet-0e1150b3bd417d267 5% | | subnet-0adeB33559298d1e08 % |

(P Configure 55H access to nodes Info

Cancel Previous m

5. Once the node group has been created, node status can be verified on the cluster’'s “Compute” tab.

Figure 96: Node status

Overview Resources Compute Networking Add-ons Authentication Logging Update history Tags

Nodes (2) hio
Q, Fitter Wodes by property or vatue 1
Node name a Instance type v Node group v Created v Status v
Created
Ip-172-30-105-177.ec.internal 3. medium thonodes © Ready

(P July 5, 2022, 153:32 (UTC-05:00)

Created
ip-172-30-106-238 ec2.internal 3. medium thonodes @ Ready

[ July 5, 2022, 15:32 (UTC-05:00)

Installing NSX Advanced Load Balancer on AWS
NSX Advanced Load Balancer (Avi) is available as a subscription from Amazon Marketplace.

Figure 97: NSX Advanced Load Balancer (Avi) subscription
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Manage subscriptions .
Your AWS Marketplace subscriptions are now available as license entitlements in AWS License Manager

Youwill need an AWS License Manager service linked role (SLR) te see license entitlementinformation on this page. To enable connectivity between AwWS Marlketplace and AWS License Manager, please setup SLRin the AWS
License Manager Console,

Your subscriptions

Q Amazon Machine Image v 1 @
vetoclous” VMware SD-WAN by VeloCloud Virtual Edge DAL Dell EMC PowerProtect DD Virtual Edition A/ | Avivantage Platform
by VeloCloud Netwaorks, Inc. Technologies (DDVE) Netwarks by Avi Networks
by Dell EMC
Delivery method Access level Delivery method Access level Delivery method Access level
Amazon Machine Image Agreement Amazon Machine Image Agreement Amazon Machine Image Agreement

CleudFermation

Launch new instance Manage Launch newinstance Manage Launch new instance Manage

NSX Advanced load balancer runs as an Amazon AMI on the VPC and provides services comparable to a traditional
datacenter installation. Deployment process is as follows. Subscribe to the service prior to launching the AMI installation.

1. With a valid subscription, launch a new instance.

Figure 98: Launch Avi

AV | Avi Vantage Platform
netweorks [y Ayl Metworks

Delivery method Access level

Amazon Machine Image Agreement

Launch new instance

2. Select the region and version. By default, only the latest version will be displayed. To change the version, click
on the “full AWS Marketplace website” link.

Figure 99: Launch Avi
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Launch new instance

Configure this software

Choose a fulfillment option below to select how you wish to deploy the software, then enter the information required to configure the deployment,
Delivery method

64-bit (xB6) Amazon Machine Image v

Software version

22.1.1-8052 (Jul 20, 2022) v
For older software versions, please visit the full AWS Marketplace website [ .
Regizn

us-east-1 v

AMI ID: ami-0c7630b54b7 240006

Cancel Continue to launch through ECZ

3. For this reference architecture 21.1.4 was used. Click “Continue to launch.”

Figure 100: Launch Avi

/\ \/ | Avi Vantage Platform Continue to Launch

Networks®

< Produrt Detail Subscribe Configure

Configure this software

Choose a fulfillment option and software version to launch this software. This isan estimate of typical software

and infrastructure costs based on your
configuration. Your actual charges for
each statement period may differ from

Fulfillment optian this estimate.

B4-bit (x86} Amazon Machine Image (AMI} v Software Pricing
Avi Vantage Fofhr
Software version Platfarm
21.1.4-9210 {Apr 14, 2022} v BI{JL
FURYIAG o
5 Jrdarge
Region Infrastructure Pricing
Us East {M. Virginia} v EC2: 1* m5.2xlarge
Monthly Estimate; $276.00f/manth

Use of Local Zanes or Wavelength infrastructure deployrment may alter your final pricing.

Ami Id: ami-0faS03bco00252a10
Ami Alias: faws/service/marketplace/ prod-reavmwimzegjg/21.1.4-8210 Learn More [
Product Code: 39e7i60gidre5x8nd7z3qyij5

Release notes fupdated April 14, 2022}

4. Select “Launch through EC2” and click “Launch.”

Figure 101: Launch Avi
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Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option B4-hit (x86} Amazon Machine Image (AMI}

Avi Vantage Platform
FLANING on 1S 2xlarge

Software version

21.1.4-8210
Regicn US East (M. Virginia}
Usage instructions
Choose Action
Launch through EC2 b

5. Onthe next page, give the instance a name.
Figure 102: Launch Avi

EC2 Instances Launch aninstance

Launch an instance e

Amazon ECZ allows you to create virtual machines, or instances, that run on the Aws Cloud, Quickly get started by
following the simple steps below.

Name and tags info

Mame

MSX-ALB-on-AWS Add additional tags

v Application and 05 Images {Amazon Machine Image} e

AnAM| s a template that contains the software configuration ([operating system, application server, and applications) recuired to
Launch your instance. Search of Browse for AMIs if ol don't see what you are looking for below

Q, Search our full cataleg including 1000s of application and OS5 images

AMI from catalog Recents My AMIs Guick Start

Amazon Machine Image (AM[) Q
fvi-Controller-21.1.4-8210-ad51eb59-
Zceb-43f7-9240-5c1 BfcQecdEl
ami-0fa803be200253a10

Browse more
Al

Including AMIs from
AWS, Marketplace and

Catalog Published Architecture Virtualization Root device  the Bt ed
WS 2022-04- ¥26_64 hvm tpe Yes
Marketplace 14T17:46:28.0 ebs

AMIs 00z

If you have an existing license entitlement to wse this software, then you can launch this software without creating a new
subscription. I you do not have an existing entitlement, then by launching this software, you will be subscribed to this

Choose this action to launch your configuration through the
Amazon EC2 console.

Launch

¥ Summary

Number of instances Info

1

Software Image (AMI)
Avi-Controller-21.1.4-8210
ami-0faD3bet02s3a10

virtual server type (instance type]
mb&.2xlarge

Firewall (security group)

New security group

Storage (volumes)
1 volume(s) - 128 GiB

@ Free tier: Inyour first year includes 750 X
hours of £2. micto (of t3.micko ihthe
Regions inwhich t2 micro is unavailable)
irstance wsage on free tier AMIs per
month, 30 GIB of EBS storage, 2 million
105, 1 GB of snapshots, and 100 GB of
bandwidth to the internet.

6. On the same page select a SSH key pair. Create one if one does not exist. This will be needed when accessing
the controller via SSH. In “Network settings,” verify the VPC, subnet options and traffic rules. Inbound SSH traffic
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can be filtered based on security groups or CIDR or IP address bases. Default security group for the VPC is
selected in this case. Select “Create security group” option. This option will create a security group for the
controller based on recommended settings.

Figure 103: Launch Avi

Number of instances Info

¥ Key pair {login} i p
fou can use a key pait to securely connect to your instance. Ensure that you have acress to the selected key pair before you
launchthe instance
Software Image (AM1)
Key pair name - required Avi-Controller-21.1.4-9210
AMIOfRO03h 00253310

ekstestvm-sshkey v € Create new key pair
Virtual server type (instance type)

mb5.2xlarge

v Network settings cetquidance Firewall (security group)

New security group

Network Infa Storage {volumes)

vpe-4616113c 1 volume(s) - 128 GiB

Subnet Info

o preference (Default subnet in any availability zone) © Free tler:Inyour first year includes 750 X
hours of 2. miero (or £3.micro in the

Aute-assign public IP Infe Regions inwhich &2.micro is unavailable)

Enable instance usage on free tier AMIs per
month, 30 GIB of EBS storage, 2 million

Firewall (security groups) Info 105, 1 GE of snapshets, 2nd 100 BB of

A security group is 3 set of firewall rules that control the traffic for your instance. Add rules to allew specific traffic to reach your bandwidth o the internet

instance

© Create security group Select existing security group

We'll create a new security group called *Avi Vantage Platform-22.1.1-9052 -AurtogenByAWSMP--1' with the cancel m
following rules:

Allow S5H eraffic from

. Custom v
Helps you connect to your instance
Q
5g-0e62463f253168a2b X
Allow CUSTOMTCR traffic from
Recommended rule from AN Amywhere v
0006/
Allsw CUSTOMUDP traffic from Anywhere .
Recommended rule from AN 0000

7. Edit the network configuration to modify the default settings for VPC and subnets. This will also show you the
name of the security group that will be created as well as VPC and subnet selection options will be available.

Figure 104: Launch Avi

¥ Network settings Get guidance

VPC - requited Info

vpe-07b0dba3887e335¢c6 (workload-VPC)
1TL30.104.0/25 171301060724

Subnet Info
subnet-0a4e83359298d1e08 172.30,104.0/23 (3 Create new subnet

WPC vpo-OFbDdba3sETe335ck  Owner: EFZEE30EEDES v A
Korailability Zone: ws-east-1a IP addresses available: 472

Auto-assign public P Info
Enable v
Firawall (security groups) Info

A security group is a set of firewall rules that control the traffic for your instance. Add rules to allow specific traffic to reach your
instance.

O create security group Selert existing security group

Security group name - required

AviVantage Platform-21.1.1-9052 -AutogenBy AWSMP--1

This security group will be added to all network interfaces. The name can't be edited after the security growp is created. Max length is
255 characters. Valid characters: a-z, A-Z, -0, spaces, and ._-/[#, @[ +=&;{}'$*

Description - required Info

This security group was generated by AWS Marketplace and is based on recomm
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8. Click Launch Instance and the deployment process will start. This will take a few minutes. Once the process is

complete; the controller will be available in EC2 console and can be accessed from the public or private IPs
assigned during provisioning.

Figure 105: Avi created.

Instances (1/7) into | Connect ‘ | Instancestate w ‘ ‘ Actions v | m‘
Q 1 {
Instance state=running [ | [ clear filters

= Name v Instance 1D Instance state v Instanca type v Status check Alarm status Availability Zone o PublicIPv4 DNS v PubliciPvd ... w Elastic IP

eks-worker node i-08932507b9E6ST 9e7 Running @&  t3.medium @ 2/2 checkspasse  Noalarms 4 us-gast-1b ecz I ] -
Win2019 i-0bgb34129cealf5be @FRunning @@ tZmicro @ 2/2 checkspasse  Noalarms 4 us-east-1a - - -
ubuntu-jump-ather i-0792575b0a257e21b @FRunning @Q  tZmicro © 2/2checkspasse Noalarms 4 us-east-1a - - -
eks-worker node i-O0bda24ce07119b8304 Running @&  t3.medium © 2/2 checkspasse  Noalarms 4 us-gast-1a c2 .. e -
Avi-se-ouphj i-Dfdf1a2edBe5e34cd Running  ®@  cdadarge @ 2/2 checkspasse  Nealarms 4 us-east-1a 2 . -
avi-controller-21.1.4 i-0c8092e933b56650C Running @& m&.2xlarge @ 2/2 checkspasse  Noalarms 4 us-east-1a e . =
Avi-se-qzekr i-Da7b68a6fderd 7a87 @FRunning @Q  caxlarge © 2/2checkspasse Noalarms 4 us-east-1a ec: NN -
4
i-0c809 (avi-controller-21.1.4) - ® x

Security Networking Storage Status checks Maonitoring Tags

w Instance sSummary Info

Instance D Public IPv4 address Private IPv4 addresses

i-0c8092e933b56e53¢ (avi-controller-21.1.4) 5 I open address [2 172.30.104.254
IPvE address Instance state Public IPv4 DNS
@ Running (9 ec2 SN compurte-1.amazonaws.com | open address [

Hostname type Private IP DNS name (IPv4 only)
IP name: ip-172-30-104-254.ecZ.internal (F ip-172-30-104-254.ec.internal

Answer private resource DHS name Instance type Elastic |P addresses

ms.2xarge -

Configuring NSX Advanced Load Balancer on AWS
Prior to configuring NSX Advanced Load Balancer on AWS a credential method must be chosen. There are several
methods AWS credential can be assigned to NSX Advanced Load Balancer components.

AWS customer account key: A unique authentication key associated with the AWS account. Access credentials
are needed by the NSX Advanced Load Balancer Controller to communicate with AWS APIs.

Note: AWS cloud configuration with NSX Advanced Load Balancer SaaS only supports the Use Access/Secret
Key credentials method.

Identity and Access Management (IAM) roles: IAM roles are the set of policies that define access to resources
within AWS. The roles and the policies that define their access are defined in JSON files. This method does not
require an AWS account key. Instead, the role and policy files must be downloaded from NSX Advanced Load
Balancer and installed using the AWS CLI. Use this method if you do not want to enter AWS credentials.

Use Cross-Account AssumeRole: NSX Advanced Load Balancer can be deployed for Amazon Web Services
(AWS) with multiple AWS accounts utilizing the IAM AssumeRole functionality that provides access across AWS
accounts to the AWS resources/API from the respective accounts, instead of sharing user Access Key ID and
Secret Access Key from different accounts.

For the detailed information on Cross-Account AssumeRole, refer to AWS Cross-Account AssumeRole Support.

For this deployment IAM roles method was used. This method does not require a customer account key. Instructions on
creating AWS required roles can be found here These roles are required for NSX Advanced Load Balancer to gain
access to AWS objects including AMI images that will be used to deploy service engine. Once the roles are configured,
they will appear in AWS IAM > Roles.

Figure 106: Avi IAM refined role.
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lhA Raoles AwiControllerRefined-Role

AviController-Refined-Role

Summary
Creation date ARN
July 05, 2022, 21:29 (UTC-05.00) 2 arn:aws:iam: 872853088035 role/AviController-Refined-Role
Last activity Maximum session duration
© 23 minutes ago 1 hour
Permissions Trust relationships Tays Access Advi Revol
Permissions policies (7)
You can attach up to 10 managed policies
Q Fitter policies by praperty or policy hame and press enter
Policy name [ - Type
AyiController-A3G-Policy Customer managed
AwiContraller-ECZ-Palicy Customer managed
AviController-lAM-Policy Customer managed
AwiContrallerKWE-Paolicy Customer managed
AwiContraller-RE3-Policy Customer managed
AwiController53-Folicy Customer managed
AwiContraller-SQ5-5MS-Palicy Customer managed
Figure 107: Avi vmimport role
140 Roles wmimport
vmimport
Summary
Creation date ARM
July 05, 2022, 21:26 (UTC-05:00) ) am:avws:iam: 57 2863088035 rolefvmimport
Last activity Maximurm session duration
© 24 days ago 1 hour
Permissi Trust relationship Tays Access Advisor Revoke sessions
Permissions policies (2)
“You can attach up to 10 managed policies.
Q. Filter policies by property or policy name and press enter
Policy name [ - Type
AviController-vmimport-KM3S-Palicy Customer inline
wmimport Customer inline

Permissions boundary - (set)

Set a permissions boundary to control the maximum permissions this role can have. This is not a commaon setting but can be used to delegate
permission management to others

Permissions boundary
FPowerlJzerPermissionsBoundaryPolicy 2 Customer managed
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Once the roles are configured. NSX Advanced Load Balancer can be configured using the public or private IP address.
Complete the NSX Advanced Load Balancer configuration per environment requirements. Instructions to configure NSX
Advanced Load Balancer after provisioning can be accessed here.

Global DNS Namespace and Ingress

NSX Advanced Load Balancer is the key component that facilities automated application and resource discovery by
building a unified and global DNS namespace. When an application is created, a service URL is automatically created by
NSX Advanced Load Balancer components through which users can access the applications. AKO and AMKO are needed
for multi-cluster ingress for services.

AKO and AMKO installation

Both AKO and AMKO are required for multi-cluster ingress and load balancing. AKO is installed on all participating
clusters, where AMKO is installed on the leader cluster. An optional second instance of AMKO can be installed on a
second cluster for redundancy. For this reference architecture a single instance of AMKO was installed that coordinated
with AKO instances on all clusters.

AKO and AMKO can be installed Helm Charts. Helm is a pre-requisite and installation instructions can be found here. A
high-level process is as follows.

1. Install Helm.

2. Create avi-system namespace “kubect/ create ns avi-system.”

3. Add AKO Helm chart “helm repo add ako https.//projects.registry.vmware.com/chartrepo/ako”

4. Export AKO parameters to values.yaml file “helm show values ako/ako --version 1.7.1 > values.yaml”
5

Edit the value.yaml file per your environmental requirements. A sample yaml file used to deploy AKO on EKS
clusters is in Appendix A for reference.

6. Install AKO: “helm install ako/ako --generate-name --version <AKO version> -f values.yaml! --set
ControllerSettings.controllerHost=<IP of AV/ controller> --set avicredentials.username=admin --set
avicredentials.password=<controller password> --namespace=avi-system”

AMKO is installed on the GSLB leader cluster in similar manner. For more information on value file parameters visit
Install and Configure AMKO page. This page also provides information on AMKO federation, if required by the
environment. For this reference architecture non-federated AMKO architecture was used.

Note: Yaml files exported during the above process sometimes do not output the yaml in a correct format. Double check
the correct yaml format of these yaml files before installation, by using a yaml verification tool such as yamllint or
another similar application.

Note: AWS creates external load balancer for service type “loadbalancer” by default. To avoid the creation of AWS load
balancer, annotate the service with “service.beta.kubernetes.io/aws-load-balancer-internal: "true"

Configuring GSLB with NSX Advanced Load Balancer
Configuring NSX Advanced Load balancer to serve as a global DNS namespace provider is a multi-step process and
depends on the use case at hand. Below are some of the use cases for use of GSLB functionality.

GSLB Use Cases:

e Optimal application experience for geographically distributed users
o Multiple applications are deployed in multiple data centers.
o Avi GSLB can steer user traffic to the most optimal location.
e Application high availability across data center failures
o Applications are deployed in multiple data centers.
o Incase of a data center failure, application instances running in the remaining data center(s) can take
over the user traffic.
e Disaster recovery
o Applications are deployed in two data centers.
o  While both are healthy, all traffic is directed to the primary DC.
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o If the primary DC fails, the global DNS directs all user traffic to the other.
e Hybrid cloud with “cloud bursting”
o Applications are deployed across private and public clouds.

o When/if an application experiences an unusually high request load, Avi GSLB “bursts” to the public
cloud site to absorb the load.
The GSLB configuration discussed in this reference architecture addresses all the above use cases. “Cloud bursting”

however was not tested but can be configured with the same architecture. What follows are the steps to configure GSLB
on on-premises private cloud and Amazon EKS clusters. VMC or another public cloud instance can be added using the
same steps.

Note: In the configuration example, pse.lab is the primary domain and avitko.pse.lab is the subdomain. In this architecture
DNS authoritative server for pse.lab domain lives on the on-premises datacenter which is also the GSLB leader site. This
is not a requirement. Authoritative DNS server can be on a follower site or integrated with external DNS service such as
Route53. Subdomain avitko.pse.lab will be delegated to NSX Advanced Load Balancers which will serve requests to
applications hosted on the sub-domain. For example, request to “app.avitko.pse.lab” will be resolved by the NSX
Advanced Load Balancers.

Configuring Sites for GSLB
Create DNS virtual service:

Following are the steps for GSLB configuration for avi controllers on on-premises and on AWS. The leader controller
resides on-premises.

1. On the on-premises Avi controller, create a DNS profile specifying the sub-domain avitko.pse.lab.

Figure 108: DNS profile

Edit IPAM/DNS Profile: avi-tko-op-dns-profile :

Name *

avi-tko-op-dns-profile

Type *

AviVantage DNS ~

Avi Vantage DNS Configuration

Default Record TTL for all domains
30 Sec
Domain Name * Override Record TTL for this domain

avitko.pse.lab

+ Add DNS Service Domain

2. Create a service engine group for the DNS service. It is a recommended practice that separate service engine group
be created for the DNS service. It is also good practice to pre-fix the service engines names with a distinguishable string.
Example “Avidns- “

Figure 109: Service engine group
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Edit Service Engine Group: avi-tko-op-segrp

Advanced

Service Engine Name Prefix Delete Unused Service Engines After
AvIDNS 120

Service Engine Folder

AviSeFolder

+ Host & Data Store Scope =

Cluster

@ Include O Exclude
tko2-cluster % ~

Host.

@ Include O Exclude
env250-nodel.pse.lab ¥ | env250-node2.pse.lab ® | env250-node3.pse.lab ¥ | env250-noded.pse.lab X ~

Data Store Scope for Service Engine Virtual Machine

Any | Local EELERES

Data Store
O Include @ Exclude

WxRail-Virtual-SAN-Datastore-e0a37a66-0f4b-4598-bd71-bd9c1258b7e8 % v

3. Create a pool of DNS servers

Figure 110: DNS pool

Edit Pool: dnsve-pool

Servers

+ Add Servers «

Select Servers

IP Address, Range, or DNS Name [ISRe{gHITe]

Server IP Address

- Servers
[ "] Ensble HTTP2
Q
Displaying 2 items
D v Status % | Server Name % | Resolve by DNS IP Address % | Port %+ | Ratio % | Description Network
D Enabled 172.29.240.9 | 172.29.240.9 | 53 1
D Enabled 172.29.240.7 | 172.29.240.7 | 53 1

4. Create a virtual service for DNS

Figure 111: Create DNS service.
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Edit Virtual Service: opdnssvc

Settings
-
Name*® Enabled Traffic Enabled
opdnssve
« VIP Address - « Profiles «
[ Auto Allocate TCP/UDP Profile®
System-UDP-Per-Pkt Vs
1Pu4 VIP Address
172.29.250.23 Application Profile®
System-DNS Vs
Ly Floating IPv4
[ Auto Allocate Error Page Profile
v~
1PV VIP Address
Application Domain Name®
opdnssve .avitko.pse.lab ~ T
« Service Port « « Pool «
Switch to Basic
Servi ~
eriees @ Pool () Pool Group
53 T 53 T
Pool
w [ override TCP/UDP dnsve-pool x V|4
53 T© 53 T [ tgnere network reachability constraints for the server pocl
s Rl Override TCP/UDP

5. Add the pool created earlier to the virtual service

Figure 112: Create DNS service.

Edit Virtual Service: opdnssvc

Advanced

+ Performance Limit Settings «

D Performance Limits

+ Quality of Service -

Weight Fairness

1 Throughput And Delay Fairness JRBIEIGLLINASHEE

« Virtual IP Placement Settings -

Virtual IP

172.29.250.23

+ Add Placement Network

« Other Settings «

SE Group
B2 Auto Gateway [ use viP as SNAT
avi-tko-op-seqrp

[ Advertise VIP via BGP [] Advertise SNAT via BGP

SNAT IP Address
D Remove Listening Port when VS Down

Traffic Clone Profile
[] scale out ECMP

6. Ensure that virtual service is up and running.

Figure 113: Verify DNS service.

vmmware' | D&AdLTechnologies

Reference Architecture
| 71



Tanzu for Kubernetes Operations on VxRail

= Applications ard  Virtual Services

a
[Jv  Name = Health Address App Domain Name Servic.. | Pools Total.. | RPS CPS Open Conns Throughput

[ domain-c9--kube-system-kube-apiserver-lb-svc . 172.31.250.32 N/A 443, domain-c9—-kub.. 1 00 2 .4 s
[ d 9--tko2ns-tkgs-dev-clust trol-pl vice . 172.31.250.35 N/A 6443 domain-c9-tko.. 1 00 12 699K s
O d 9--tko2ns-tko2-simple-clusts trol-pl ice . 172.31.250.33 N/A 6443 domain-c9-tko.. 1 00 12 865 s
O domain-c9--vmware-system-esi-vsphere-csi-controller . 172.31.250.30 N/A 212,..  domain-c9-vm.. 1 00 0 0.0 s
g epdnssve . 172.20250.23 pdnssveavitko.psedab 53,53 dnsve-pool 1 0.0 0 1.0 s

7. Follow the same steps on NSX Advanced Load Balancer on AWS and create a virtual service for DNS.

Figure 114: Create DNS service on AWS.

Displaying Past 6 Hours ~ Average Values v Q CREATE VIRTUAL SERVICE v

D ~ Name * Health = Address App Domain Name Servi... | Pools Total.. | RPS CPS OpenC... Through... | DoS Att.. Bad Co... Service ...

D aviawsdns . 172.30.104.253 aviawsdns.avitko.pse.lab 53,53 aviaw.. 1 0.0 /sec O 0.0 0.0 /se 0.0 /se Avi-se-oupt 4
D thoeks--def. . 172.30.104.207 frontend-external.defaul. 80 tkoek 1 0.1 /se 4 740.4 0.0 /se 0.0 /se Avi-se-qzek 4
D thoeks--def. . © 172.30.105.158 ingress-svc defaultavitk. 80 tkoek 1 0.1 /se 4 9278 0.0 /se 0.0 /se Avi-se-qzek 4

8. Note the IP addresses of the services. These will be used when domain delegation is created.
Configure GSLB Sites

1. Onthe on-premises controller, which will be the leader, configure GSLB via Infrastructure > GSLB. Click the pencil
icon.

Figure 115: Enable GSLB

admin

Site Configuration
GSLB: Off rd

2. Give it a name. Enter the credentials for the controller and IP address. Enter the subdomain to be delegated to
the load balancer.

Figure 116: Configure GSLB sites.
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New GSLB Configuration

Name*

5C2 Active Member
Username* Password*

admin sssssees

IP Address* Port*

172.29.250.20 443

+ Add IP Address

GSLB Subdomain

avitko.pse.lab T

+ Add GSLB Subdomain

3. Under advanced settings configure the geo location parameters if load balancing based on Geo location is
required. Click “Save and Set DNS Virtual Services.”

Figure 117: Configure GSLB sites.

Advanced Settings
Client Group IP Address Type Health Monitor Proxy
Public v + Health Monitor Proxy

+ Add Group IP Address

Geo Location Source

User Configured x ~
Name Tag
sC2 sc2
Latitude Longitude
37.3541 121.9552

Save and Set DNS Virtual Services

4. On the next screen, select the subdomain and virtual service created earlier for on-premises DNS. Click “Save.”
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Figure 118: Configure GSLB sites.

€ Edit GSLB Site

DNS Virtual Service*®

opdnssve
+ Add DNS VS

D Health Monitor Sharding

AW Bl avitko.pse.lab X

Subdomains

5. GSLB for on-premises is created. While on the same screen click “Add new site.”

Figure 119: Configure GSLB sites.

Subdomains delegated to GSLB:

avitko.pse.lab

Active Members (Continuous Replication)

Displaying 2 items.
[(Jv Name Type

s5C2 Leader (current)

IP Address Port Username

172.29.250.20 443 admin

DNS VSes

opdnssv

Site Status

SW Version

2017

Add New Site /Add Third-party Site

&S

Replication

Sync Not Applicable s

6. Enter the information for the NSX Advanced Load Balancer on AWS including geo location parameters if

required. Ensure that “Active Member” is checked.

Figure 120: Configure GSLB sites.
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New GSLB Site x
~

Mame*

aws Active Member

Username™* Password®

admin seesssRssIRRIREY
IP Address* Port*

172.30.104.254 443

+ Add IP Address

Advanced Settings
Health Monitor Proxy
+ Health Monitor Proxy

Geo Location Source

User Configured

x W
Name Tag
aws useast
Latitude Longitude
36.8508 76.0222)

Save and Set DNS Virtual Services

Click “Save and Set DNS Virtual Services” and select the subdomain and virtual created on controller on AWS.
Click Save.

7.

Figure 121: Configure GSLB sites.

€ Edit GSLB Site

DNS Virtual Service* Subdomains

aviawsdns v avitko.pse.lab % v @

+ Add DNS VS

D Health Monitor Sharding
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8. GSLB for both on-premises and AWS are created and should be running. AWS service will show “In Synch” when
synch is successful.

Figure 122: Configure GSLB sites.

Subdomains delegated to GSLB: &
avitko.pse.lab
Active Members (Continuous Replication)
Displaying 2items
O~ Neme Type IP Address Port Username DNS VSes Site Status SW Version Replication
scz Leader (current) 172.29.250.20 443 admin opdnssvc . 2017 Sync Not Applicable s
D aws Active 172.30.104.254 443 admin aviawsdns . 2114 In Sync S E

Configuring GSLB Services
Once the GSLB sites are configured and synchronized, GSLB service for desired applications or services can be created.
Create a GSLB service to test and verify functionality as follows.

Note: When a Kubernetes application is installed on multiple sites, and the app selector label matches the label assigned
during AMKO installation, AMKO will automatically create the GSLB service for the application. Following process creates
the creation of GSLB service to illustrate the functionality.

1.  Onthe on-premises controller navigate to Applications > GSLB Service. Give the service a name and select the
sub-domain. Select a health monitoring option and a load balancing algorithm. Load balancing can be based on
service priority or geo location. Click “Add Pool.”

Figure 123: Configure GSLB services.

New GSLB Service x

Name*

web.avitko.pse.lab

Application Name* Subdomain*

web .avitko.pse.lab ~

+ Add Domain Name

Health Monitor

System-GSLB-HTTP % v’

Health Monitor Scope

7 Controller Health Stat
(®) All Members () Only Non Avi Members Bt et

Groups Load Balancing Algorithm

Priority-based v
D Site Persistence

Minimum number of Servers
0

GSLB pool * Add Pool ¥

2. Give the pool a name and select load balancing algorithm. Under “Pool Member” site and virtual service created
earlier. Click done.

Figure 124: Configure GSLB services.

Vmwa reo MLTechnologies Reference Architecture

|76



Tanzu for Kubernetes Operations on VxRail

€ Edit GSLB Pool

Name*

sc2-webservers

Priority

10

Min. Health Monitors to consider server 'up’

Description

Pool Member

() 1P Address (@) Virtual Service
Site Cluster Controller®

sC2

Public IP(v4/v6) Address

Ratio*

1

Pool Members Load Balancing Algorithm™®

Round Rabin

Virtual Service®

~ || lopdnssve

I Enabled

3. Create another pool for AWS in similar fashion.

Figure 125: Configure GSLB services.

€ Edit GSLB Pool

Name*

E—

Priority

10

Min. Health Menitors to consider server ‘up’

Description

Pool Member

() 1P Address (@) Virtual Service
Site Cluster Controller*

aws

Public IP(v4/v6) Address

Ratio*

1

4. You should now have two pools showing in the virtual GSLB service. Click save.

Pool Members Load Balancing Algorithm*

Round Robin

Virtual Service®

v aviawsdns

P2 Enabled

Figure 126: Configure GSLB services.
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GSLB pools *

Add Pool »

Displaying 2 items.

Name % | Priority ~ | Algorithm Description

sc2-webservers 10 Round Robin F T

aws-wevservers 10 Round Robin & W
Number of IPs returned by DNS server TTL served by DNS Service

1 Sec

Down Response

No Response e \:‘ Resolve CNAME

5. The GSLB service is created. This service is on the “avitko.pse.lab” domain which will be delegated to NSX
Advanced Load Balancer. Hence next step is to create a delegation for this sub-domain.

DNS Domain Delegation
The Avi DNS virtual service is a generic DNS infrastructure that can implement the following functionality.

e DNS Load Balancing

e Hosting Manual or Static DNS Entries

e Virtual Service IP Address DNS Hosting
e Hosting GSLB Service DNS Entries

NSX Advanced Load Balancer DNS service can be deployed in a couple of ways. It can be deployed as an authoritative
name server for a sub-domain delegated to it or as a primary DNS server for the domain. In the latter case, any requests
that do not match DNS records in NSX Advanced Load Balancer are “proxied” to the corporate DNS server. For this
reference architecture sub-domain delegation was used as described below. For more information on NSX Advanced
Load Balancer DNS architecture please visit Avi DNS Architecture and Features page.

To create DNS domain delegation, the IP addresses of the DNS services created earlier for on-premises and AWS sites
will be needed. This reference architecture uses Microsoft Active Directory Domain DNS.

1. In DNS manager, create an A Record of the two DNS services that were created.
2. Onthe Domain controller open the DNS manager and create a “New Delegation.”

Figure 127: DNS domain delegation
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éDNSManager
File Action View Help

o rEXEoE HE § 86

-
g‘: ?NS Name Type Data Timestamp
e j Pf'E_DO pselab Q(same as parent folder) Start of Authority (SOA) [270], pse-dcl.pselab., ho.. static
v Ii?marddLookUTZl]ones Q(same as parent folder) Name Server (NS5} pse-dcl.pse.lab. static
> el _rnsl i;.pse. @ Q(same as parent folder) MName Server (N5) windec-equinix.pse.lab. static
= psel~
‘ZJ r:l Update Server Data File oarent folder) Name Server (N5} 172.29.240.9. static
5 -J T Reload sarent folder) Mame Server (NS) windec-equinix, static
= 1 New Host (A ) aarent folder) Host (4) 172.29.240.7 7/11/2022 10:00:00 AM
=] e et o oarent folder) Host (4) 17229.87 6/14/2022 6:00:00 AM
&5 7 MNew Alias (CNAME)...
= a
s B 1 Mew Mail Exchanger (MX)...
y & F Mew Domain...
> (2] vrm Mew Delegation...
w [ R_ever;e Other Mew Records... 5 Host (&) 172.30.104.253
» [2d 0.6, DINSSEC 3 atrollerl Host (&) 172.29.250.20 static
> [ 2417 atroller2 Host (A) 172.28.250.21 static
» 22 All Tasks > atrollerd Host (4) 172.29.250.22 static
s [2] 2007
i 1 Vi >
& 230 1w Leve Host (4) 172.30.104.83 static
- Bl 104 Delete nector Host (4) 172.29.240.16 static
> I’““dp" Refresh nector Host (A) 172.29.240.16 7/13/2022 2:00:00 PM
» [ Conditic . o
Export List... uinix Host (&) 172.29.8.50 6/24/2022 8:00:00 AM
nsZones
Properties adel Host (4) 172.29.216.10 static
Help aded Host (4) 172.28.216.11 static
S — | = Host (4) 172.29.216.12 static

3. Enter the name of the sub-domain. In this case its “avitko.” Click Next

Figure 128: DNS domain delegation

Mew Delegation Wizard x

Delegated Domain Name
Autharity for the DNS domain you supply will be delegated to a different zone,

specify the name of the DMNS domain you want to delegate.,

Delegated domain:
avitkol|

Fully qualified domain name (FQDM):

avitko,pse.lab

4. Add the two DNS services to the delegation and click Next and finish the process.

Figure 129: DNS domain delegation
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Mame servers:

Server Fully Qualified Domain Name (FQDMN) P Address

aviawsdns. [172.30.104.253]

opdnssvc. [172.25.250.23]
Add... Edit... Remove

" represents an |P address retrieved as the result of @ DMNS query and may
not represent actual records stored on this server.

5. The delegation is complete.

6. Test the delegation by pinging the service URL. You should get a response from one of the two DNS services.
This indicates that domain delegation is functioning properly. Since we selected round-robin algorithm,
subsequent ping should be answered by the service on the other site. This indicates that load balancing
configuration is functional. Geo location option can be set when desired as primary response type with round-
robin as second option. In this case, users will be directed to the nearest application instance based on their
location.

Figure 130: Test DNS domain delegation

oW

3]
3]
3]
3]
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Lifecyle Management via Tanzu Mission Control

As companies grow their cloud native environments to multiple cloud providers, platform consistency and manageability
becomes a challenge. Each cloud provider has its own management portal and lifecycle management of such
environment can become a nightmare. Enterprises need a solution to help platform operators efficiently expand control
and provide Kubernetes environments with guardrails so DevOps teams can have consistency and developers can
operate autonomously, in a self-service fashion. For user authentication, an identity source such as Microsoft Active
Directory or another a 3 party identity source needs to be federated with Tanzu Mission Control. Please see “Self-
Service Federation Setup” in Tanzu Mission Control Documentation.

VMware Tanzu Mission Control is a centralized management hub with cluster lifecycle management and a unified policy
engine that simplifies multi-cloud and multi-cluster Kubernetes management across teams in the enterprise.

Administrator can perform several tasks to manage their on-premises or multi-cloud environments. Some of the tasks
that an administrator needs to perform to administer their environment is listed and explained below.

1. Create a cluster group.

2. Add management cluster to Tanzu Mission Control

3. Create Kubernetes workload clusters.

4. Attach existing Kubernetes clusters.

5. Install Tanzu toolkit packages and applications via helm charts.
6. Configure policies and policies templates.

7. DevOps access and automation via Tanzu Mission Control CLI

8. Enable continuous delivery (CD) via Git repository integration.

9. Create, attach, or delete Amazon EKS clusters.

10. Run conformance and security inspections on clusters.

11. Enable data protection for clusters.

Note: It is not the intent of this document to cover all aspects and features of Tanzu Mission Control. For more details
please see Tanzu Mission Control documentation.

Create a cluster group

Creating a cluster group for different deployments or site is an optional step. The advantage is that it organizes different
cluster types and policies can be applied to all cluster at the group level. Create cluster groups from the left menu pane
in Tanzu Mission Control portal.

Add management cluster to Tanzu Mission Control
For Tanzu Mission Control to manage the Tanzu Kubernetes Grid environment, the management cluster need to be
registered to it. The following steps depict the management cluster registration process.

1. Inthe Tanzu Mission Control portal, navigate to Administration > Management clusters and click on Register
Management Cluster and select type of management cluster you are registering.
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Figure 131: Reaister management cluster

& Administration

ACcounts ALCCESS Integrations Management clusters

Management clusters

This is a view of the registered management clusters in your apg
enables you to use WMware Tanzu Mission Control to manage o

platforms.

REGISTER MAMAGEMENT CLUSTER v~

Tanzu Kubernetes Grid

vSphere with Tanzu

2. Enter name, cluster group, description, and label information if desired. Labels help organize various Tanzu
Mission Control objects and that can be sorted and displayed easily.

Figure 132: Register management cluster

< Register management cluster

v 1 Name and assign Name this management cluster registration and select its default cluster group

Name
test-management- cluster

Mame must b= unique and stat and 2nd with a letter ar number, and <an cantain only lowsrcase letters, numbers, and hyphens

Default cluster group for managed workload clusters
default x

Description (foptional)
Test-TKGs-management cluster

Labals (optional)

thgs I omgmtl

NEXT

3. Enter proxy information if your management cluster is behind a proxy.
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Figure 133: Enter proxy ) ) ) )
2. Proxy Configuration (optional) Choose a proxy configuration to enable the connection

Mats that praxy is currsntly supparted anly far supsrvisar clusters on wSphersfvCantar warsions 7. 0.33 ar naweer. Updating the praxy is currs

Set proxy for the management cluster ‘:) Yes

Froxy for management cluster
Select option -

Tacreate a new praxy, visit Administation » Proxy Configurations menu

IUse zsame proxy for managed workload clusters as default prozxey

4. Copy and provide the registration URL that has the registration key to the vSphere administrator. The vSphere
administrator will perform the next step in registering the management cluster to Tanzu Mission Control.

Figure 134: Copy registration URL

3. Register Register access to the management cluster

Give this registration URL to your vSphere administrator to install the Tanzu Mission Control agent on the Tanzu Kubernetes Grid management cluster. This URL expires in 48 hours.

Instructions of how your vSphere administrator can complete the registration of this management cluster are described in the VMware documentation 7

2
https:/fajvmuare. tme. cloud. vmware. com/installer?id=d1cp07f6: f3bfealbebsc 340522200271 8447 cBd3 T334 ce=registratbunaty

5. As avSphere administrator, login to the Supervisor cluster and list namespaces. Take note of the Tanzu Mission
Control service namespace.

Figure 135: Tanzu Mission Control namespace
aj@a]-vspherecli:~/f% kubectl get ns

NAME STATUS BGE

bbns Active Som

default Active 7d2eh
kube-node-lease Active 7d2eh
kube-public Active 7d28h
kube-system Active 7d28h
swC-tme-c9 Active 7d2eh
vMWare-system-ako Active 7d28h

6. Create and apply .yaml file using the registration URL and svc-tmc-xx hamespace as shown below.
Sample yamil:
apiVersion: installers.tmc.cloud.vmware.com/vialphal
kind. Agentinstall
metadata.
name. tmc-agent-installer-config
namespace. svc-tmc-c9
spec:
operation: INSTALL
registrationLink: https.//org.tmc.cloud.vmware.com/installer?id= 17e139¢c2ba3551axxxXXXXXXX
7. Apply the yaml via kubectl create -f <filename.yaml> to complete the registration process.
8. In Tanzu Mission Control console, verify that connection to the Supervisor cluster is successful and cluster is
added and functional.
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Fiaure 136: Verify connection
Complete the registration of this management cluster

Give this registration URL to your vSphere administrator to install the Tanzu Mission Control agent on the Tanzu Kubernetes Grid management cluster. This L

Instructions of how your vSphere administrator can complete the registration of this management cluster are described in the YMware documentation

https:s/ajvmware.tme. cloud. vmware. comfinstaller?id=dle@@7f6283256F 3bfea@bchSced95@7ee2@3d34b5222b@27 1844 Focfd3FE33dasource=registratior

3 View YAML

VERIFY COMNMNECTION

Create Kubernetes workload clusters.
1. Navigate to Clusters and click create cluster.

Figure 137: Create cluster

L8
& Clusters ©

ff Launchpad

All clusters
day, Cluster groups
& Clusters This is & view of all clusters across your organizatior

These clusters can exist in different cluster groups a
B9 Workspaces Create or attach a cluster to get started.

[® Mamespaces
CREATE CLUSTER ‘ ATTACH CLUSTER

fmml YAl o ele

2. Select the management cluster and click continue to create cluster.

Figure 138: Select management cluster

CONTINUE TO CREATE CLUSTER

Managerment cluster 4 o Status T Health Provider
,;::-;, aws-hosted ~ Heady @ Heatthy aws Tanzu Kubernetes Grid Hosted on AWS
° kalybunion-tkgs -« Ready Q Healthy ﬂ wSphere with Tanzu
(™ thos-demo-mgmt-cluster ~" Reacy & Healthy & wephere with Tanzu

3. Select provisioner which in this case is the namespace you created in workload management.
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Fiaure 139: Select provisioner

I Choose provisioner Choose your cluster's provisioner

Management cluster
ballybunion-tkgs

Frovisioner
blbns »

MEXT

4. On the next screen give cluster a name and select a group.

Figure 140: Cluster name and group
v 2. Nameandassign Chooseyour cluster's name and assign it to a cluster group

Cluster name
test-cluster

Marme must start and =nd with a lgtteror number, contain only kowercass ketters, numbers, and hyphens, and bea max length of 63 chamcters.

Cluster group
ballybunion-production »

Description (optional)
Just a test

Labels (optional)

tko I cluster

ADD LABEL

NEXT

5. Select a Kubernetes version and assign network CIDR and storage class.
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Figure 141: Configure parameters.

5 Configure Select your kubernetes version, network and storage options

Kubernetesversion
V120 12+vmware 1-tkg 1.bBad2f:

Kubernetes network defaults

PodCIDR (D
172.20.0.0/16

Service CIDR (@)
10.96.0.016

[ G) Thasa natwark dafaults can nat ba changed aftar tha clustar & <raated

RESET NETWORKING DEFAULTS

Proxy Configuration {optional)

[ @ Praxy configuratien & nat supported for registarad managemant clustars with varsians below 7U3 MP1

Set proxy for this cluster Mo
Persistent volume storage

Allowed storage classes (optienaly (1)

thgs-default-storage
ADD STCRAGE CLASS

Default sterage class toptionaly (3)

Select default storage class -

NEXT

6. On the next screen select a deployment model for your control plane nodes, select a VM class and storage
policy. You can also create a volume at this point.

Figure 142: Configure control plane specifications.
4 Select control plane Choose between a single node or highly available control plane

® O 0]
Single node Highly availakle
Recommended for development environments Recommended for production environments
Instance type hest-effort-2xlarge (BvCPLU Instancetype hest-effort-2xlarge (BvCPLU
Storage class tkas-default-storage Sterage dass thas-default-storage

Configure volumes (Optional)

ADD VCLUME

MEXT
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7. Modify the default pool configuration which has one node, to the desired number of worker nodes. Set the VM
class and storage policy. Click Create Cluster to start the cluster creation process.

Figure 143: Modify default node pool
5 Edit node pool Customize the default node pool

~ gefault-nodepool

Name

Description eptionaly

Number of worker nodes
3

Worker instance type
best-effort-2xlarge (BvCRU, 684G

Storage class
tkas-default-storage

Configure volumes (Optional)

ADD WCOLUME

Node label

ke walue
Cloud lakel

key value

Attach existing Kubernetes clusters.
1. In Tanzu Mission Control navigate to Clusters > Attach Cluster and enter the desired information.

Figure 144: Attached Cluster
< Attach cluster

v o1 Name and assign Choose your cluster's name and assign it to a cluster group

Cluster name
attach-cluster

Mamme must start and end with a letterar numbsr, cantain only awercass letters, numbers and hyphens, and be 8 max length of 63chamcters.

Cluster group
demo- cluster- group X

Description (optional)
aftach existing cluster

Labels foptional)

attach o demo

ADD LABEL
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2. Onthe next screen enter proxy information if you cluster is behind a proxy.

3. Onthe “Install Agent” step copy the kubectl command.
Figure 145: Install agent.

3. Install agent Install the Tanzu Mission Control agent on your cluster and verify its connection

This command installs the cluster agent extensions on your namespace named vmware-system-tmc. This link expires in 48 hours.

kubectl create -f “https://ajvmuare.tmec.cloud.vmuare. com/installer?id=8d289f1ab49183a3eb861bfebba?295fE509dd 152303500 2c6c@2ef 74 14dbe i oure

You can view the full configuration details of the WYMware Tanzu Mission Control agent and copy it to your system before applying it on your Kubernetes
cluster.

> Wiew Y AL

VERIFY COMMECTION

4. Login to the cluster and run the command. Cluster should be added, and policies created.

Figure 146: Run cli command

5. Inthe Tanzu Mission Control console verify that cluster has been attached
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Fiaure 147: Verify

< & attach-cluster o reathy

Cveryiew Modes Mamespaces Workloads Add-ons Secrets Inspections Events
Cluster group demo-cluster-group Provider v5phere
Management cluster attached Type Attached
Provisioner attached Kubernetes versicn  v1.20 2+vmware 1
Lakels ( tme claud . wmwars.camscraatar: )

Description  attach existing cluster

Requested/Allocatable CPU

85*

3ACPUs f4CPUs

Component health

@ controller-manager @ etcd-0 @& kube-apiserver @ scheduler

Adent and extensions health

& agent-updater @& cluster-auth-pinniped & cluster-health-extension & custer-secret

& extension-manager & edension-updater & gatekeeper-operator @& inspection @& intent-agent
& package-deployment & poligy-insight-extension @ policy-sync-extension @ sync-agent

& tmc-observer

Tanzu toolkit packages and helm charts
Tanzu Mission Control operators can install, delete, and manage packages on Kubernetes clusters. Tanzu Mission Control

uses Carvel for package management. The “Catalog” page shows the packages available to be installed on Kubernetes
clusters.

Figure 148: Packages

i Catalog

Available Installed

Avalable packages for cluster:

demo-cluster-bbns x
cert-manager contour external-dns fluent-bit
Certificate management Aningress controller This package provides DNS synchronization Fluent Bit is a fast Log Processor and Forwarder
functionality
L=t 2
) (o) = 2
S \
multus-cni
grafana harbor prometheus
This package provides the ability for enabling
Visualization and analytics software OC| Registry Atime series database for your metrics

attaching multiple network interfaces to pods in
Kubernetes
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Package repositories available for each cluster can be viewed, enabled, or disabled via Cluster > Add-on tab. Custom
package repositories can be added via the “Add Package Repository” button.

Figure 149: Repositories

Cweryiew Nodes Mode pools Namespaces Workloads Add-ons
>, .
adkages Package repositories
Installed
MName ¥ URL ¥ Managed
Repositories
Name
tanzu-standard
.
il }

Install Packages

Secrets Inspections Events

URL

projects registryvmware. comvtka/packages/sandard/repo:v1.5.0

ADD PACKAGE REPGSITORY
Managed Created
@ succeeded Yes 11 daysago
»
1ta 10T Package epasitary 1A

Figure 63 shows the packages available with Tanzu standard repository. Method of deployment is the same for all
packages. Some packages however have more customizable fields in Tanzu Mission Control during installation. Below is

an example of how to install Prometheus and Grafana using Tanzu Mission Control.

Install Prometheus and Grafana

1. Navigate to Catalog select a cluster and click on Prometheus and select install package.

2. Give the package a name and select a version to be installed from the drop-down list. Under package
configuration, fields that have a pencil icon can be modified and configured per your configuration requirement.

Figure 150: Install Prometheus

< Install prometheus | & tmecuster

Package name
prometheus-tme-cluster

Mame must st and endwith a lettar or numkber, and can contain enl kewarcase ketbers, numbears, and hyphans.

Package version
227 Ovyrmware 2-tka

Package Configuration

Tabkle View Crerlay YAML

Key T | Type
alertmanager ohiject
config ohiject
alertmanager _yml object
deployment ohiject
containers ohiject
resources object
podannotations object
podlabels object

vmware

GENERATE YAML FROM TABLE

Description

Alertmanager Kubernetes configuration.

Alertmanager configuration.

Thecontents of the Alerimnanager config file. See https ..

Alertmanager Deployment related configuration

Alertmanager server container configuration.

Alertranager containers resource requirements See Kube L

Alertranager deploymnents pod annotations

Alertmanager deployments pod labels

D<A L Technologies

CARVEL SETTINGS INSTALL PACKAGE

Value

RESET TO PACKAGE DEFAULTS
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3. Some Carvel Package settings can be modified such as Carvel Resources namespace via the “Carvel Settings”
button.

Figure 151: Carvel settings

Carvel Settings X

The kelow resources will be created to automate your installation. For more details on how these will be visit

carvel dew[]

Carvel Resources Namespace

(:) Autoratically aenerated (recommended) o Custom

Choose a namespace from the existing list or provide a new
namespace which will e created for you.

@ Eeware that any user of the chosen namespace will have
access to a sensitive service providing them access to its
privileges.

Select of type a namespace -

Service Account

A unigue ServiceAccount will ke created and used to automate the installation of this package. This service

account will ke placed in the namespace selected above.

Role

A unigue ClusterRole will ke created with admin privileges needed to automate the installation of this package

Rele Binding Scope

A ungiue ClusterRoleBlinding will e created. It expands the service account’s Role to the whole cluster.

CAMCEL

4. Click install package either leaving the settings at default or modify as needed.

5. Once Prometheus is installed successfully, install Grafana similarly.

Figure 152: Prometheus and Grafana

Overview Nodes Node pools Namespaces workloads Add-ons Secrets Inspections Events
Packages Installed packages BROWSE PACKAGES
Installed
Installed package name
Repositories
Installed package name 1 Package ldentifier Varsion Status Managed Namespace Created
Cortour-proxy CaNtOUrtaNZU Y IwarE . COm 1.18. 2 vmware -tk @ Succeeded Yes contaur-proxy- 8686485 about1 manth ago
grafanad grafanatanzuvmware.com 7.5.7+vmware 2-tkg 1 @ Succeeded Yes grafanad-0a08f30b 24 days ago
prometheus? rOMmeth BUS tENZU ATYWETE. £0Mm 2.27.Orvmiare.2-tieg.1 @ Succeeded Yes prometheus2- 11026813 24 tays ago
simple-certman cert-manager fanzu.vmware.com 1.5.3+vmware 2-tkg.l @ Succeeded Yes simple-certman-1f85e008 about1 month ago
4 »
m 1ta 4af 4 Packages 101
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6. Verify that you can access Grafana via its external IP address. Grafana is installed in the “tanzu-system-
dashboards” namespace. Use “kubect! get svc -n tanzu-system-dashboards” command to get the external IP
address Grafana is running on.

Figure 153: Grafana
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In addition to Tanzu packages and extensions, Tanzu Mission Control can deploy variety of applications from the
“Catalog” using helm charts.

Figure 154: Helm Charts
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Configure Policies

Various types of policies can be created by the platform administrator to manage operations of Kubernetes
environments or other organizational objects. The two policies most relevant to Kubernetes operations are Role

Available Helm charts @

apache

Apache HTTP Server & an apen-source HTTP
server. The goal of this project & to provide

cassandra

Apache Cassandra & an epen saurce ditributed
dalabase management system designed s handl

@ consul

HashiCorp Cansul s a tool for discovering and
<onfiguring services in your infrastructure

@ dokuwiki

Dok s a standards-compliant wiki aptimized
far creating documentatizn. Daskgned to be simpl

vmware

D&AL [echnologies

appsmth
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cert-manager

cert-manager i a Kubernetes add-on to automate
the management and isuance of TLS certficates

@ contour

Contaur & an open source Kubsmates ingress
controler that warks by deploying the Envay prox

@ drupal
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argo-cd

Arga CD' & a continuus delivery tool far
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dlickhouse
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DLAP database management system. Use it to.

@ contour-operator

The Contour Cperator extends the Kubernates AP|
ta craate, configure and manage instances f.

@ ejbca

EJBCA b an enterprise chass PKI Certicats
Autharity software, buik using Java (JEE)

argo-workflows

Argo Waorkflows 5 meant to orchestrate
Kubsrnates jobs in paralkl. It uses DAG and step.

0 COMMon

# Library Helm Chart for grouping commen legic
betwesn bitnami charts. This chart & nat

dataplatform-bp2

DEPRECATED ThE Helm chart can be used fer the
automated deplyment af a data platiorm bluepr

@ elasticsearch

Elsticsearch i a distributed search and anabtics
angine. It & used for web search. kg menftoring.,
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Based Access Control (RBAC) and Security Policies. Please note that security policies are supported on Kubernetes
version 1.16 or higher. The application of these policies is discussed in the following section. For more information on
policies, roles and role-bindings, please see Policy-Driven Cluster Management.

RBAC and Role binding

Access policies control how users and groups access and manage resources, such as clusters via Tanzu Mission
Control. Organizations have predefined roles that govern access to an object based on granted permissions,
whereas role binding defines the scope of the access policy to which the role applies. Roles are bound to a given
user or group effectively granting permissions to the user or group of users to the desired object. The following
example binds a user identity to a cluster via Tanzu Mission Control policy management engine.

1.  From left pane in Tanzu Mission Control navigate to Policies > Assignments > Access tab > Clusters and select
the cluster or a group of clusters you want to apply the policy to. Expand the cluster name under “Direct access
policies.”

Figure 155: Apply role binding.

&
& Policies

Arcess Image registry MNetwork SECUrty Guota Custom

@ Launchpad

(i ST @z CLUSTERS WORKSPACES | Policies for cluster tmc-cluster

& Clusters B aj-Viware
&a
&y ballybunion4aroduction Inherited cluster access policies

R & demo-cluster-bhns > an 8l-Vhiware
[#) Namespaces MO FesoUrces

& simple-cluster Direct access policies
workloads (&) test-tmc-ns v & tme-cluster

&: tme-cluster CREATE ROLE EINDING
i Catalog Mo resources

» Unmanagad Kubernetes RBAL
&, Policies v @, default

Assignments dn, demo-cluster-group

2. Create role binding for a user and assign a cluster level role.
Figure 156: Create role binding.

Direct access policies

v A tme-cluster

Role Identities user identity
cluster.admin: Admin access to cl user testtmc@ballylxad.lab w ADD

cluster.admin: Admin access to cluster - including policies.

cluster.edit: Read,/write access to clusters - excluding policies. Head-only access to kubeconfig for the cluster, namespaces, and non-acc
cluster.wiew: Read access to clusters and their namespaces.
namespace. create: Permission to create namespaces.

3. Click ADD and SAVE. Role binding will be created.
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Figure 157: Role binding created

Direct access policies
v &y tme-cluster

Rals Identities

cluster.admin
S testtmo@ballybad. lab

CREATE ROLE BINDING

4. Verify that role binding is created on the cluster correctly. Use “Kubect!/ describe” command to view role binding
configured.

Figure 158: Verify

Security Policies

Security policies allow you to manage the security context in which deployed pods operate in your clusters by imposing
constraints on your clusters that define what pods can do and which resources they have access to. Tanzu Mission
Control security policies are not implemented using the Kubernetes native “PodSecurityPolicy” object. Tanzu Mission
Control uses Gatekeeper project from Open Policy Agent (OPA Gatekeeper). The security -sensitive aspects of the pod
specification that they control are, however, the same. For more information, see the OPA Gatekeeper documentation.

Tanzu Mission Control with Tanzu Standard only supports pre-defined, “Basic” and “Strict” policies. For custom policy
implementation Tanzu Advanced is required. Security Policies can be assigned via Policies > Assignments > Security Tab.
Below is an example of how to configure and verify security policies.

1. Select the cluster or group of clusters the policy will be applied to.

Figure 159: Select cluster.
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&, Policies

Access Image registry etweark Sacurity Cluota Custam

CLUSTERS WORKSPACES

2= aj-vhware

5 ballybunion-production
iy defaalt
# dema-cluster-group

& attach-clustsr

Mo rescurcas

2. Under “Direct Security Policies” click “create Security Policy.” Select either Basic or Strict security template per
your requirements. Give policy a name and enter label selector information if required.

Figure 160: Create policy.

Direct Security policies

~ justatast

Security template
The baseling template & aimed at ease of adeption far comman centainerized workleads while preventing known privikege escalatizns.

Paolicy name

name muststart and end with 3 letter or number, and cancortainonty kwercase ketiers, numbers, and hyphens.

Alkow running of privileged containers Allow sharing host namespace

Faks Faks

Allow priviege escalation Alkow hast netwark

Trus Faks

Linux capabilties allowed Dizallowed volumes for containers

Default setenty hestPath

Run 52 uzer ruke Tunable kernel parameters (syactls)

RunAsAny kernelshm _rmid_farced, netiped.ip_kecal_port_range, netipvd top_syncookies

nat.ipvd.ping_greup_range

Include only specific namespaces (cpticnal)
Label selactors
labe| selectars valuais) opticnal

To add muttiple valuzs separate by comma

Exclude specific namesgaces (cpticnal)
Label selactors
label salectars waluafs) <ptiznal

To add muttiple valuzs separate by comma

a Disable palicy enfarcement @
(I DEable native ped securtty palicies @

CANCEL 5AVE

CREATE SECURI

3. Verify that policy is applied to the cluster. Since policies are applied via Gatekeeper constraints and not
Kubernetes native POD security policy, you will run command “kubect!/ get constraints” to display applied
policies to the cluster. Each constraint that has been applied will be appended by the policy name.
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NAME

NAME

sh/tmc

.sh/tmc.cp.]

Quota Policies

Quota policies restricts or set boundaries on usage of cluster resource usage. In Tanzu Mission Control there are three
preconfigured templates (small, medium, large) that define common limits on CPU and memory requests. There is also a
custom template that allows you specify CPU, memory, and storage limits, as well as limits on a variety of object types,
including those listed under Object Count Quota in the Kubernetes documentation.

Below example illustrates the use of quotas for a particular namespace (yelb).

1. A sample namespace is created in a cluster with no quotas attached.

Figure 162: Create namespace.

2. On Tanzu Mission Control the Policies page, click the Quota tab and use the tree control to navigate to and
select the cluster or group object for the quota policy needs to be created.

Figure 163: Quota Policy
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vmw Tanzu Mi

f} Launchpad
Sacurity Image registry atweark Ciuata Custam Mutatian
#& Cluster groups Cluster groups Guota policies for cluster ajaks-2
& Clusters & aj-vhlware
& azure Inherited clusters quota policies
Warkspaces &, ajaks-2 o inherited palicies
[ Mamespacss 4o, default . o
Direct Gucta policies
M rescurces Mo diract palicies
[ Warkloads & sandbax :
& tsm-cluster
Catalag i thaZ-gks
Ma rescurces
[f] Access
dy thaZ-vmec
&1, Palicies w

Mo rescurces

3. Select the policy template to use either from the predefined list or create a custom policy. In this example
“small” predefined policy is used.

Figure 164: Quota Policy
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1wCPL 2 GEB
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4. Optionally add label selectors to include or exclude in the calculation of aggregate resource usage. In this
example the namespace is used to define the aggregate limit is assigned.

5. Optionally repeat this step to add more label selectors for this policy. Click Create Policy.

Screen shot below shows that the quota was applied to the namespace.

Figure 165: Quota Applied

DevOps access and automation via Tanzu Mission Control CLI

Tanzu Mission Control provides resource management, including clusters via Tanzu Mission Control CLI that can be
downloaded via the Tanzu Mission Control portal. In addition, Tanzu Mission Control provides Tanzu Mission Control API
and Terraform to manage Tanzu Kubernetes Grid clusters.

Figure 166: Tanzu Mission Control CLI
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vmw Tanzu

Automation Center

Launchpad

Tools to help your automation

.

fy Cluster groups

Uss the resaurces pravided hers to start automating yaur aperations using Tanzu Mission Cantral.

& Clusters
A goad place to start is to download the Tanzu Mission Caontral CLI and write shell scripts using the CLI to
828 Waorkspacss parfarm repeatable tasks useful to your aperational activitiss,
[E Mamespacss
MLCAD THE CLI ~
- Learn mare about automation with Tanzu Mission Cantral @2
[ Warkloads
Catalog THIC CLI THLC AP Terrafarm
[5] Accass
Dbservs and manags YWMware Tanzu Missan Cantral [TMEC) resaurces using thecammand-lingintefacs (CLI.
&1, Palicias w
Amignments InSta”
Templates 1. Dawnload the Tanzu Mission Cantral CLI
Insights .
/" The Tanzu Mission Contral CLI & currzntly i alpha and & subject to changa.
& Inspactions Latestversor: 0.5.2-EIE5ES
[%] Events
o 2. At=r downloading the CLI binary, capy it into your execution path.
5 Administ@tion n Macs and Linux run the following command

51 Autamation center
chmod +4 tmc B& mu £mc fusr/localfbins =

[ Audit logs
n Windows run the fallowing cammand

mue tmo.ede ciilocall =

Configuring
1. InthisTanzu Mission Cantral page, <lick an wour nams in the top right carner, and then click My Account.

2. On the My Account page of the WMware Choud Servicescansale, click the AP Tokens fab.

Fram this page, you <an generate a new AP taken, and then capy it ta a secure lacation because you will need it to access your Tanzu Missian Cantral service.

@ DARK =. 0nthe command line, run “tme lagin and fallaw the prampts ta kgin.

In addition to Tanzu Kubernetes clusters, Tanzu Mission Control can manage complete lifecycle of Amazon EKS clusters
as well as existing Azure AKS and Google GKE or any other supported Kubernetes cloud deployment.

Enable Continuous Deliver (CD)

Tanzu Mission Control can now be used to connect Kubernetes clusters to a Git repository, and then manage the
cluster's resources declaratively from the repository. Cluster administrators can use Tanzu Mission Control to set up
continuous delivery for your clusters. Administrators define the configuration of a cluster (as well as other resources like
Helm packages) declaratively using YAML in a Git repository, connect the cluster to the repository, and then synchronize
the repository to the cluster. After continuous delivery configuration of a cluster, Tanzu Mission Control drives the
continuous delivery of repository objects to the cluster. Continuous delivery can be enabled with or without
authentication, depending on requirements.

Tanzu Mission Control uses Flux (an open-source community standard) for continuous delivery. Flux uses “Kustomize” to
synchronize YAML to your cluster. Kustomize is a standalone tool used to customize Kubernetes objects. Although it is
commonly used to apply overlay YAML to existing resources, Kustomize can also be used to create and manage new
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resources. Flux CD runs in your cluster, connects to your repositories, and periodically synchronizes your defined
Kustomization files to your cluster.

Figure 167: Configuration Workflow
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Enable CD X Continuous
i Delivery Service

Cperator

{7 Workload Cluster
Intent Agent

Continuous

Delivery Extension API Server
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.
..........

Continuous delivery can be enabled on a cluster from Cluster > “Continuous Delivery” tab.

Figure 168: Continuous delivery

« & tkgs-dev-cluster oremy

Dhversiew Mades Mamaspaces Warklaads Add-ans Cantinuaus Delivery Sacrets Inspactians Ewants

Kustamizations Kustomizations o

Git repasitarias

Enable continuous delivery
Repasitary credentials

When Enable Continuous Delivery is selected, Tanzu Mission Cantral will install and manage Flux CD Source
and Kustamize cantrallers in the cluster.
Use this featurs ta syne YAML artifacts (as kustamizations) to your <luster.

EMABLE CONTINUCUS DELIVERY

Mama ~ Syncstatus v Path Rapastary v Pruna S ALL FILTERS

Customizations can now be added if have the repository credentials and Git repositories configured beforehand.

Figure 169: Continuous delivery
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< & tkoZ-on-prem-simple-cluster exswy

Dresrvisw Mades MNamsspacas Warkkaads Add-ans Cantinuaus Dalivery Secrsats Inspactions Events

Kustomizations Kustomizations @

Git repasitaries

All Kustomizations
Repasitary credentials

All Kustomizations will be listed here. This cluster is kept in sync with sach kustomization with which it is

assaciated. When Add Kustomization is selectad, the ussrwill link a Git repasitary path ta thisclustsr,

To use this feature, first add a Git repository whers your YAML artifacts are stored as kustomizations. If your
repositary requires aulhentication, ga ta the Repository credentialstab to create a new credsntial before
adding your Git repasitary. Mext, 9o to the Kustomizations tab to add a kustomization. This will allow you to

paint TMC ta a path in your rspasitary that will bs synced to your clustsr

Mame Sync status > Path Repasttary ™ Prune % ALL FILTERS
Name Syncsiatus
To configure credentials, click on repository credentials.
Figure 170: Continuous delivery
« & tkgs-dev-cluster o wsiny
Chvanyisw Madses Mamespaces Warkloads Add-ans Cantinuaus Celiveny Secrets

Kustomizstions Repository credentials @

it repasitariss

All repository credentials
Repasitary credentials

Fath Repo.

Inspections Events

All repasitary credentials will be listed here, Repasitory credentials ars ussd to authenticats ta Git repasitariss

and must be <raated before adding your Git repository.

Ta use this faaturs, first add a Git repasitany whers your YARML artifacts ars starsd as kustamizations. Ifyour
repasitary requires authentication, 9o ta the Repasitary credentials tab ta creats a new credantial befare
adding your Git repository. MNext, go to the Kustomizations tab to add a kustomization. This will allow wou to

paint TMEC to a path in yaour repasitory that will be synced ta yaur cluster.

CREATE REFPG W CREDENTIAL

Create credentials either via Gitlab usename/password or ssh key.

Figure 171: Continuous delivery
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< Create repository credential

Credential name
dav-git-raps

Mamemuststartand erd witha leter or number, containo il lowercase letters, numbers, and hyphars, and bea max kngthof E3characters.

Dasdaription {optional)

0 Lsarname/Pasaword () S8H Kay

Usemame Passwaord
ajamraes TTTIL @

CHREATE REFCSITCRY CREDENTIAL

Git repository can now be added by clicking the “Add Git Repository” button and entering the Git repo information.

Figure 172: Continuous delivery

< & tkgs-dev-cluster ousmy

Chrenyisu Maodes Mamespaces Warkloads Add-ons Cantinuaus Delivery Secrets Inspections Events

Kustomizations Git repositories ®
| Gt repasitariss

Al Git repositories
Repasitary credentials

All Git repasitaries will be listed hers, Git repositories are used to stors kustomizations that will be synced to
waur <luster.

Ta usathis fegture, first add a Git repositony where your ¥AWML artifacts are stared as kustamizations. [fyaur
repasitary requires authentication, go ta the Repasitary <redentials tab to create 3 new credential befars
adding yaur Git repasitary. Mext, go ta the Kustomizations tab ta add a kustomization. This will allow yau ta

point TMEC to a path in ywour repasitory that will be syn<ed to yvour clustar,

ADD GIT REFCEITCRY

Figure 17 3: Continuous delivery
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< Add Git repository

Specify a repasitany that will b2 used when d=fining this kustomization.

Repositary name
dav-git-raps
mMamemuststartand erd witha letler or number, contain o nly lovercase letters, numbers, and hyphers, and bea max kngthof E3characters.

Desaiption {optional)

Fepositons

Repositarny URL
https:/fgitkb.com/ftkotestitka git
Reposito ry URL should beginwith hitp, hitps, or ssh

Repositary credential - seled credential {optional)
dav-git-rapz b4

ADD GIT REPCEITCRY

Once the credential verification process is complete, the repository will be ready to be used.

Figure 174: Continuous delivery
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« & tkgs-dev-cluster onHety

Creandismw Mades Mamsespacas Warklaads Add-ans Cantinuaus Delivery Sacrets Inspactians Ewvants

Kustomizations Git repositories o

| Git repasitaries

All Git repositories
Repasitary <redentials

Al Git repasitaries will be listed here. Git repasitaries are used to stare kustomizations that will be synced ta

yaur clustar,

Tao usethis feature, first add a Git repasitony whers your YAML artifacts are stored as kustomizations. [Fyour
repasitany requires authentication, ga to the Repasitory credentials tab to create a neaw credential befara
adding your Git repasitary. Mext, ga ta the Kustomizations tab ta add a kustomization. This will allowe you ta

paint TMC to a path in your repasitony that will be syn<ed to yvour Cluster,

ADD GIT REPCEITCGRY

Mama Eyng status LRL ~ 57 ALL FILTERS
Marmne Sync status URL
daw-gi-rapa & Succaadad hitps:ffgita b.com faja mraetkagit

Note: For more information about continuous delivery using Flux, visit https://fluxcd.io/docs/.

For more information about Kustomize, see Declarative Management of Kubernetes Objects Using Kustomize in the
Kubernetes documentation.

Please consult Tanzu Mission Control documentation for further details on Continuous Delivery feature and use cases.

Lifecycle management of Amazon EKS clusters

Tanzu Mission Control provides capability to manage complete lifecycle of Amazon EKS clusters. With lifecycle
management for Amazon EKS clusters, operations teams will be able to offer more choice to their developers. By
centralizing management of multiple Kubernetes cluster types with Tanzu Mission Control, operations teams will be able
to efficiently manage their Kubernetes estate through consistent deployment patterns and granular access control and
other policies. This capability in preview and intended for general availability soon.

Pre-requisites
- A VPC created with public and private networks.

- User has access to Tanzu Mission Control role cluster.admin role, needed to create credentials.

Create credentials for Amazon EKS lifecycle management.
1. In the Tanzu Mission Control console, click Administration in the left navigation pane.
2. Onthe Credentials tab of the Administration page, click Create Credential and choose AWS EKS.

Figure 175: Credentials
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vmw Tanzu Missicn Control

@
o .. .
ﬁ & Administration
£} Launchpad
Credentials Access Int=gratians Managaement <lustars
f, Cluster groups )
Credentials
&y Clusters
This is a view of the accaunt credentials assaciated with yvour arga
<an be ussd to access external services to suppart capabilities liks
58 Waorkspacss
Amazon Elastic Kubernetes Sarvice, access data servicas when par
[#] Mamespacss sxternal integrations like Tanzu Dperations. Credentials far Tanzu
under their associated managerent clusters.
[ Wearkload
) varkaads Yau «<an also contral access ta these cradentials across tha arganiz
<lustears.
Catalog
CREATE CREDENTIA L ~
[5] Access
& Policiss 5 Managed Kubarnetes Services
’ AWS EKS ]
) Inspactions
TMEC provisionad storage
[#] Events AWS 53
Belf provisioned storage
5 Administmtiaon AWS 53 or 53-campatible T ¥ Status
Azurs Blob
B Autamation center & valid
Integrations
Tanzu Dbsenéability M rastad

3. Onthe Create credential page, provide a name for the credential.
4. You can optionally provide a description and labels.
5. Click Next.

Figure 176: EKS Credentials
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< Create AWS EKS credential

v @A Zredential Mame Mame: eks-cluster-creds-test

Credetial name
aks-clustar-crads-tast

Mare must st ard end with a ketberar nuomber, containg nly lowercass letters, numbers, and byp bere, and be a maz kengthofescharacters,

Description {optional

o
Labels {optional)
kay o walue
> @ Generate Template CloudFormation template generated
» 3. Create CloudFormation Stack Create the CloudFormation stack and retrieve the Role ARM
4. Role ARM Provide the Role ARM to complete wvour credential creation

(1) It may take up t=15 minutes for a cradentialte be ready for <luster management after creatian.

6. Click Generate Template, and then after the template is generated, click Next.

Figure 177: Generate template.
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v @ Generate Template CloudFormation template generated

Whlhware defines a CloudFarmation templata to connact ta your AWS account.

This template creates the 1AM rales necessary ta allow lifecycle managemeant of vaur EKS clustars.

Click Generate Template and go to the naxt step.

& CloudFarmation templatsgsnemtad

% Wiewtemplate

What is CloudFarmation [
What ars AR rales? 4

7. Use the generated template in one of two ways to create the AWS CloudFormation stack, either via the AWS
CLI or the AWS console Ul.

Figure 178: Create Cloud Formation stack.

~ 3. Create CloudFormation Stack Create the CloudFarmation stack and retrieve the Role ARN

Use the templats generated in the pravious step to create a CloudFarmation stack in your AWS account.
This stack is canfigurad with the LAM rales nacessary to allow lifsoycle managasment of wour EKS clusters, and generates a Rals ARM that wau uss ta register the stack with

Zalect the methed you wart to use tocreate the Cloud Formation
© AWSCLL (7)) AWSE Consake

Log in to your AWS account using the AWS CLI, and then run the fallowing cammand to create 3 CloudFormation stack.
AWSE CU commeand

aws cloudformation create-stack --stack-name eks-tmo-cloud- imyare- com- 31264 23554418518581 - -template-url https: /A mo-mkp.s3.us-west - 2. am@zonaws. comtmc_eks.template --paramst
Farameterkey=0rgl 0, Faramet eraloe=f53585328- bdse-4cE3-afea- B2 22053bb27 Paramet erkey=RoleName,Faramet ervalue=min/mkp Farameterkey=Eternallb, Faramet ervalue=eSTaamas- BEEI- 5612

After the stack is created, return to the Tanzu Mission Cantral cansale and click Meaxt.

What isa Rale ARME [

NEXT

8. Retrieve the Role ARN using the CLI or AWS console Ul by navigating to CloudFormation > Stacks > <your stack>
> Qutputs.

Figure 179: Retrieve credentials via Ul.
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eks-tmc-cloud-vmware-com-10 & X

| Delete || Update H Stack actions ¥ H Create stack ¥

Stack info Events Resources Qutputs Parameters Template Change sets

Outputs (1}
Q, Search outputs | 1 &
Key A Value v Description v Export name v
Please copy and paste this role ARN in
to the Tanzu Mission Control UI:
Message arnawsiam:i7 rolefclusterl - -

ifecyde. 109 elstm
ccloudymwarecom

9. Provide Tanzu Mission Control with the ARN role in the last step. Credentials will be created in a few minutes.

Figure 180: Credentials created.

Credentials

This is a visw of the accaunt credentials associated with wour arganization that wou <an uss. Thess credentials
<an be usad ta access external services to support capabilities like pravisioning Kubernstes <lusters an
Amazan Elastic Kubernstss Service, access data services when performing backups using data pratactian, ar
axternal integrations liks Tanzu Operations. Credentials for Tanzu Kulkernetes Grid instances are managed

under their associated management clusters.

Yau can alsa cantral access ta thess credentials across the organization ar far spacific cluster groups ar

<lusters.

CREATE CREDENTIAL -~

Learn mars about credentials (7

Name + T Status Provider name Type C-escription

H TF2023tmcakskom & vald aws AWIS EXS Lfegyck managemant trc eks credentiak created 1-7-23

Enable data protection for clusters.
The data protection features of Tanzu Mission Control allow you to create the following types of backups for managed
clusters (both attached and provisioned):

- allresources in a cluster
- selected or excluded namespaces in a cluster.
- specific or excluded resources in a cluster identified by a given label.
You can selectively restore the backups you have created, by specifying the following:
- the entire backup
- selected or excluded namespaces from the backup.

- specific or excluded resources from the backup identified by a given label.
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Additionally, you can schedule regular backups and manage the storage of backups and volume snapshots you create
by specifying a retention period for each backup and deleting backups that are no longer needed.

When you perform a backup for a cluster, Tanzu Mission Control uses Velero to create a backup of the specified
Kubernetes resources with snapshots of persistent volume data, and then stores the backup in the location that you
specify.

Note: The namespaces kube-system, velero, tkg-system, and vmware-system-tmc are not included in backups.

For the storage of your backups, you can specify a target location that allows Tanzu Mission Control to manage the
storage of backups, provisioning resources as necessary according to your specifications. However, if you prefer to
manage your own storage for backups, you can also specify a target location that points to a storage location that you
create and maintain in your cloud provider account, such as an AWS S3 or S3-compatible storage location or an Azure
Blob storage location. With self-provisioned storage, you can leverage existing storage investments for backups,
reducing network and cloud storage costs, and apply existing storage policies, quotas, and encryption. For a list of
supported S3-compatible providers, see S3-Compatible object store providers in the Velero documentation.

Before you define a backup for a cluster, you must create a target location and credential that you will use to perform
the backup.

- The data protection credential specifies the access credentials for the account where your backup is stored. This
account can be either your AWS account where Tanzu Mission Control manages backup storage, or an account
where you manage backups (the account that contains your AWS S3 or S3-compatible storage or the
subscription that contains your Azure Blob storage).

- The data protection target location identifies the place where you want the backup stored and references the
associated data protection credential. You can share the target location across multiple cluster groups and
clusters.

High-level process of creating backup on Amazon S3 follows. Similar process can be followed to backup resources on
another S3 compatible storage or Azure Blob storage. The following example uses Amazon S3 storage and assumes that
a S3 bucket already exists.

1. Create Amazon AWS credentials.

Figure 181: Create Credentials.
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&«
o .. .
ﬁ & Administration
£ Launchpad
Cradentials Accass Intagrations Managemsent <lustars

2y Clustsr groups )

Credentials
& Clusters

This is a view of the account credantials assaciatad with yvaur args

<an be usad to accass external services to suppart capabilitiss liks
B8 Waorkspacss

Amazan Elastic Kubernsetes Service, access data services when pai
[H) Mamsspacss axtarnal integratians like Tanzu Dperations. Credentials far Tanzl

under their associated managenent clusters.
[ Waorkload
W) vvarkioads Yau can alsa contral access to these cradentials acrass the argani

Zlusters.

Catalag
CREATE CREDENTIAL -

[] Aocess
&, Palicies 5 Managed Kubernetes Senvices

’ AWS EKS ]
&) Inspections

TWIC provisionad storage

[¥] Ewants AMS 53

Belf provisioned storage

5 Administatian AMWES 53 or 53-compatible 4 ¢  Status

2. InTanzu Mission Control create a backup target location

o Inthe Tanzu Mission Control console, click Administration in the left navigation pane. On the
Administration a page, click the Target Locations tab.

o Click Create Target Location, and then choose the type of storage for the new target location.

o Select Tanzu Mission Control provisioned storage: AWS S3

Figure 182: Target Location
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RS

& Administration

nchpad

Credentials Access Integrations Management clusters Rales Subscription Targst lacations

4 Cluster groups

Target locations

&y Clusters
This is a wisw of the targst locations used ta stare backup data far those clusters snabled far data pratection.
“Yau can assaciate a starags provider with clusters that ars allowsd to use it using a targst lacatians.
88 Warkspacss
[E) Mamsespacss Current supparted starags providers: AWS 53, 55-caompatible and Azurs Blab.
CREATE TARGET LGCATICN ~
M Waorkloads
TME provisioned storage
AMWS 53
i Catalog
. 1 Balf provisioned storage
[ Adcess AWS 5% or §3-campatible
&, Palicies » | Azure Blab Bucket/Blzb ~

) Inspactions

Marme e Account credential Bucket/Blob
[¥] Ewents
o Administation H
3. Fill-in the required information and create backup location.

Figure 183: Create location.

< Create target location

Thista

R

w

rget location will use TMC provisioned AWS 53 storage for data protection. LEARMN MCRE [T

© Credential Account credential: awss34tme

Accourt credential
awss3dtns »

Tocreate a new accourt credential, visitad ministration = aoco unts.

NEXRT

()] Assign Clusters Cluster groups: 1 selected, Clusters: O selected

Cluster groups

i thoZ-eks W

| SELECT CLUSTER GROURS

NEXT

3. Mame and create Mame this target location and create it

Mame
aws-33-lacatian

marme mustsart ard end with a letter o number, containonby kowercass keters, numbers, and byp bere, and beamax engthof 635 characters.

CREATE

4.
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Enable data protection on the cluster. Creating required pods takes a few minutes to complete.
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Figure 184: Enable Data protection on cluster.

Enable data protection

Ta enable data protection, we will install Welera an your cluster.

Ta l=arn mare abaut how we uss velero ta pravide data protectian, click hers [7

CAMCEL EMABLE

5. After data protection is enabled, create or schedule backup using the backup location created earlier.

Figure 185: Create backup.

< Create backup

> @ Withat to backup Back up the entire cluster vplc-tkgs
> @ Vidhere to store the backup The target location for the backup file
> @ Whento backup Choose to backup now or on a schedule
> @ Back up retention Remove ackup after 20 days
v B hame and create Mame this back up and create it
Name

backup-tkgs-2-33
marne must sBrtard end with a ketteror number, containo nby lovwsarcase letters, numbers, and hyphers, and be a max lengthof 63 characters,

CREATE

Once the backup is processed the status of the backup can be verified in Tanzu Mission Control user interface or viewing
the S3 storage bucket.
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Figure 186: Backup complete

< & backup-tkgs-2-s3
Cluster group  pla-thos Started January S, 2025 107 AM Targetlocation  awssHtmcyplcthgs
Cluster pic-thas Cornpleted  January Slst, 2023, THDG AM
Status @ Completed Expires March 2nd, 2025, 107 AM
Backup type Label selector Namespaces Wolumes
Full backup Mo label ssisctars 12

> Acdvanced options

Namesgpaces
name -
aud-system
defautt
kube-nede-kease
kube-publc
tanzu-continuousdelvery-rascurces
tanzufleced-package nstalb
tanzu-kustomize-cantralier
tanzu-packags -repe-gkbal
tanzu-source -contraler
ymware -system-auth
vmware -system-daud- provider

el
‘ »

Figure 187: Amazon AWS bucket
Amazon 53 » Buckets > NI > 01GR4AWENXISPEYBYIWARYVEBE, > backups/ » backup-tkgs-2-s53/

backup-tkgs-2-s3/ [

Objects Properties

Objects (9}

Objerts are the fundamental entities stared in Amazon 53. You can use Amazan 53 inventory [2} to get a list of all objectsin your bucket. For othersto access your abjects, you'll need to explicitly grant them permissions. Learn more [}

Actions ¥ H Create folder | 5] Upload

| Q, Find ohjects by prefix

Name A Type v Last medified v Size v Storage
[ backup-tkgs-2-s3-csi-volumesnapshotclasses [somn.gz gz January 31, 2023, 11:09:42 (UTC-06:00} 280B Standan
[ backup-tkgs-2-s3-csi-volumesnapshotcontents,son.gz gz January 31, 2023, 11:09:42 (UTC-06:00) 25.0B Standan
[ backup-tkgs-2-s3-csi-volumesnapshots, son.gz gz January 31, 2023, 11:09:42 (UTC-06:00} 250B Standan
[ backup-tkgs-2-s3-logs.gz gz January 31, 2023, 11:09:41 (UTC-08:00} 48.5 KB Standan
[ backup-tkgs-2-s3-podvolumebackups.son.gz gz January 31, 2023, 11:09:42 {UTC-06:00} 1.1 KB Standan
[ backup-tkgs-2-s3-resource-list son.gz gz January 31, 2023, 11:09:42 (UTC-06:00} 53 KB Standan
[ backup-tkgs-2-s3-volumesnapshotsson.gz gz January 31, 2023, 11:09:42 (UTC-08:00} 25.0B Standan
[ backup-tkgs-2-s3.tar.gz gz January 31, 2023, 11:09:41 (UTC-06:00} 556.2 KB Standan
[ velero-backupjson [son January 31, 2023, 11:03:41 (UTC-06:00} 20KB Standan

Cluster Inspections
Tanzu Mission Control Advanced edition provides preconfigured cluster inspections using Sonobuoy, an open-source
community standard.

The following cluster inspections are available from the Overview and Inspection tabs of the cluster detail page in the
Tanzu Mission Control console.

The Conformance inspection validates the binaries running on your cluster and ensures that your cluster is properly
installed, configured, and working. Reports can be generated from within Tanzu Mission Control to assess and address
any issues that arise. For more information, see the Kubernetes Conformance documentation at Kubernetes
conformance.
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The CIS benchmark inspection evaluates your cluster against the CIS Benchmark for Kubernetes published by the Center
for Internet Security. This inspection type is available in the advanced version of Tanzu Mission Control.

The Lite inspection is a node conformance test that validates whether nodes meet requirements for Kubernetes. For
more information, see Validate node setup in the Kubernetes documentation.

Because the cluster inspections provide a point-in-time report of the condition of the cluster, run them periodically (to
avoid drifting out of conformance) and any time significant alterations are made, such as after patching or upgrading a
cluster.

From the Inspections page in the Tanzu Mission Control console, a list of the most recent inspections that have been run
against all the clusters in the organization, along with the results of those inspections. This page also allows you to start a
new inspection.

Figure 188: Inspections

ww Tanzu hission Control

@ Inspections o

A Launchpad

Cluster Inspadtian ~
4 Chster groups
~ Cluster Result
& Chusters

tsm-duster @ Sucess

B8 Warkspacss wpkthas @ Inspaction faiked to run [I0: 43d538ec-453¢- 40428523 121eba3d 165
&) MNamespaces wpkthas @ Inspadtion failed to un (10 16228057341 4203- B £7-c0d0d Bt 1)

H tam-dustar @ Faiure (3785 tests failed, B/B5 tests warning)
[ Weorkloads

4
1
Catalag

[8] Access
€1, Palicias b3

&) Inspactions

- e e

A list of inspections tests and results can then be viewed at the cluster level for details of the test runs.
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Figure 189: Cluster inspection details.

« © CIS benchmark inspection

A Laun<hpad
Cluster tem-cluster
& Cluster groups Kulrernates wersion w122 3+vmwars ]
Nodes 5
& Clusters Started Tuesday, January 51, 2023, 01:0Epm
Duration --
BE Warkspacss
[E Mamespacss 85 7 4 8 3
Tests Succesded Warning Failed
[\ Waorkloads
Failed tasts
Catalog > @ 1112 Ensure that the etad data directory cwnarship is et to etadhetad (Automated
[ Access > ) 1.2.6 Ensure that the --kubslet-certificate-authority argument is set as apprepriate (& otemated)
@, Palicies 5 > i 411 Ensurs that the kubelst servics file parmissions are set to 644 or mare restrictive {Automataech

&) Inspactions
Warning tests

7] Ewvents
» A\ 1110 Ensure that the Centainer Netwiork Intarface file cwnership is set to reot:rect {Manualy

> 4% 1.1.8 Ensure that the Container Metwark Interfacs file parmissicns are set to 644 or mare restrictive {Manualy

fo Administatian

> Ak 1.21Ensure that the --ancnymaus-auth argument is set to false (Manualy

i

Autamation center

> 4% 1.2.10 Ensura that the acdmission contral plugin EventRatelimit is set {Manualy
[ Audit lags » jk 1212 Ensure that the admissien centrel plugin AlwaysPulllmages is set {Manual)
> 4% 1.2.23 Ensure that the --request-timeout argument is set as appropriate {Manualy
> Ak 1.31Ensure that the --terminated-pod-ge-thresheld argument is set as appropriate {Manual)

> Ak 420 Ensure that the --tls-cert-file and --tls-private-key-file arguments are set as appropriate {Manual)

Cloud Native Applications

Cloud native is an approach to building and running applications that exploits the advantages of the cloud computing
delivery model. When companies build and operate applications using a cloud native architecture, they bring new ideas
to market faster and respond sooner to customer demands. While public cloud has affected the thinking about
infrastructure investment in virtually every industry, cloud-like delivery is not exclusive to public environments. Cloud
native development is appropriate for both public and private clouds; it is about how applications are created and
deployed, not where.

To assess the workings of this multi-cloud reference architecture, a cloud-native application (Online Boutique) developed
by Google was installed and scenarios depicted in figure 4 and figure 5 were tested. Online Boutique is a cloud-native
microservices demo application. Online Boutique consists of an 11-tier microservices application. The application is a web-
based e-commerce app where users can browse items, add them to the cart, and purchase them. Below is an example of
a scenario that was evaluated based on Avi GSLB functionality discussed in this document.

Scenario: Application unavailability

With the architecture represented in the reference architecture, the application is installed on multiple sites and can be
accessed via a single URL “boutique.avitko.pse.lab.” Which site the user connects to, depends on the load balancing
algorithm selected. With Geo location option, the users will be directed to the nearest instance of the application,
improving performance and user experience. In the example below, the application instances reside on on-premises
private cloud and Amazon AWS EKS clusters. When a user initially connects to the application, he/she are directed to the
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on-premises instance of the application since this is the closest Geo location to the user. This is indicated by a label “On-
Prem” on the application frontend user interface.

Figure 190: User connection

C O 8 boutique.avitko.pselab *

ONLINEBOUTIOUE W - | B

Hot Products

$

” Sunglasses Tank Top Watch
$19.99 $18.99 $109.99

L

To simulate application unavailability or site failure, the application is uninstalled.

Figure 191: Application unavailable.

At this point connectivity is lost to the application. When the user’s browser or client application retirees the connection,
the user is redirected to the “AWS” site since the “On-Prem” instance is unavailable indicated by the “AWS” label on the
frontend user interface.

Figure 192: Application available
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<« (o} O & boutiqueavitko.pselab *
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Distributed Microservices via Tanzu Service Mesh

VMware Tanzu Service Mesh is an enterprise-class service mesh solution that provides reliable control and security for
microservices, end users, and data across all your clusters and clouds in the most demanding multi-cluster and muilti-
cloud environments.

To control application traffic, Tanzu Service Mesh provides fine-grained, traffic management policies that give you
complete control and visibility into how traffic and API calls flow between your services and across clusters and clouds.
To secure communication between services and protect sensitive data, you can use Tanzu Service Mesh to implement a
zero-trust security model for cloud-based applications.

Note: Zero-Trust security, PIl Data/user security and API security is only available with Enterprise Edition of Tanzu
Service Mesh.

You can measure application performance with a configurable service level objective (SLO) definition. For more
information, see the Service Level Objectives with Tanzu Service Mesh documentation. As application demands change,
you can auto-scale services to maintain SLOs using Tanzu Service Mesh Service Auto-scaler. For more information, see
the Service Autoscaling in Tanzu Service Mesh documentation .

Tanzu Service Mesh supports cross-cluster and cross-cloud use cases with global namespaces. With global namespaces,
you can securely deploy applications across clusters and clouds and have consistent traffic management policies,
application continuity, and security policies across cloud silos and boundaries, regardless of where the applications are
running. Global namespaces can be each considered to mark an application boundary and as such provide strongly
isolated environments for application teams and business units managing different applications and data.

What follows is a discussion of the major configuration areas of Tanzu Service Mesh as they relate to this reference
architecture. The flow of configuration is as follows.

- Onboard Clusters

- Integrate NSX Advanced Load Balancer with Tanzu Service Mesh
- Add DNS and Domains

- Install Applications

- Create Global Namespace for applications.

- Create public service.

- Service Autoscaling

- Service Level Policies
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Onboard Clusters

The first step is to onboard clusters that need to be part of Tanzu Service Mesh. This onboarding can be done either
through Tanzu Service Mesh or if the cluster is already part of Tanzu Mission Control, the cluster can directly be
onboarded from Tanzu Mission Control user interface.

If a proxy server is configured in your corporate environment, when onboarding your cluster, specify that it will connect
to Tanzu Service Mesh through a proxy server. All traffic between the cluster and Tanzu Service Mesh will be routed
through the proxy server and will be encrypted using Transport Layer Security (TLS). All requests that are sent from the
cluster to Tanzu Service Mesh will be authorized using access tokens.

If the Avi controller is behind a private network and cannot be reached directly by the Tanzu Service Mesh global
controller, a proxy connection is needed through one of the Kubernetes clusters available on Tanzu Service Mesh. A
WebSockets proxy is implemented on all the client Kubernetes clusters onboarded into Tanzu Service Mesh for this
purpose. In this way, Tanzu Service Mesh can connect to the Avi controller through the client cluster, which should have

connectivity to the Avi controller as well. A cluster label must be assigned to the cluster to use the proxy.

1. To onboard a cluster from Tanzu Service Mesh user interface Click “New Workflow” and select “On-board
Clusters

Figure 193: Onboard Cluster

vmw Tanzu Service Mesh

(1) NEW WORKFLOW..

ity Cnboard Mew Cluster...
& Mew Glabal Mamespase...
i5f Mew Service Group...

) Mew 5L Policy..

IT Hew Autoscaling Palicy...

Service Groups

2. Give the cluster a name and create a “proxy location” cluster label and save.

Figure 194: Onboard cluster
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Onboard Clusters

1 Enter a cluster name then generate a security token.

2-120 characters. Token expires in 30 mins.
demo-tsm-cluster

Clustar ID: damo-tsm-clustar - EDIT

Cluster Labels joptionagl)

Labal Key Label Yalue
Praey Lacation w o tsmdamoclustar

+ ADD LABEL

CAMZEL

5AVE

CAMCEL

3. Click “Generate Security Token and copy the two commands to be run on the cluster.

Figure 195: Generate Tokens
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&4 demo-tsm-cluster CAMCEL

Enter a cluster mame then generate a security token.

demo-tsm-cluster

ts mdermoclustar

T8 Default {5ef-signed)

2 Apply the registraticn Y AML to the cluster

kubect1 apply -f ‘https:/fprod-2.nsxservicemesh . wmvare . com tem vlalphaz/pr i

i
ojectsMefaultclusters fonboarding-mani festTtenant=F§ 359 320-bd9e - 4C6 3-aged o
Then add the token to connect secureby with Tanzu Service Mesh,
kubectl -n vimmre-system-tsm create secret generic cluster-token --from-14 L

teral=token=zyIhbiEci 07 15Uz TN TsInR SoCTEThipiows 19 . ey J0@WEhbno tbmF £ 25 T6 Imv 1M

Waiting for secure connaction...

4. Login to the cluster and run the two copied commands.

Figure 196: Run onboarding commands.

vmware Delliec

nologies Reference Architecture
| 120



Tanzu for Kubernetes Operations on VxRail

5. Choose to install Tanzu Service Mesh on all namespaces or select namespaces that should be excluded. Click
“Install Tanzu Service Mesh.”

Figure 197: Install Tanzu Service Mesh

Onboard Clusters

demo-tsm-cluster )

L1

Clustar ID: demao-tsm-cluster  EDIT

Clustar Labels [optionah

tsrdemociuster EDIT LABELS
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Apply the registraticn YAML to the cluster

kubect1 apply -f ‘https:/fprod-2.onsxservicemesh. wmere, comftamvlalphazpr g
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Then add the token to connect secureby with Tanzu Service Mesh.

kubect1 -n ummEre-system-tem create secret generic cluster-token --from-T11 -
teral=token=ayIhbEciod ISUZTING T TR SCCTETpids 14 . ey J0EWEhbrithmF £ 25 T8 T 1M

Ready For Installation

3 Install Tanzu Service Mesh on the cluster.
Install on all Mamaspacas (1)

© Excluds Mamespacas. (D)

I5 Exacthy tanzu-systam v oox
I5 Excacthy avi-systam v o X
b

I5 Exacthy walara v

+ ADD EXCLUSIGHN
INSTALL TAMNZU SERWYICE MEEH

- OHNBCARD AMOTHER CLUSTER

Note: The system namespaces on the cluster, such as kube-system, kube-public, and istio-system, are excluded from
Tanzu Service Mesh by default.

6. Verify that all pods under namespaces “vmware-system-tsm”and “istio-system”are running.

Figure 198: Verify installation.
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Integrate NSX Advanced Load Balancer with Tanzu Service Mesh

In this reference architecture, NSX Advanced Load Balancer plays a central role in connecting sites, clusters and services
and providing load balancing and ingress. For Tanzu Service Mesh to provide central management and GSLB, NSX
Advanced Load Balancer leader controller needs to be integrated with Tanzu Service Mesh. Applications are exposed to
users through a public service configured in a global namespace. NSX Advanced Load Balancer routes user requests to
optimal application instances by using the global load balancing configuration specified for the public service. Following
procedure outlines the integration process.

1. From Tanzu Service Mesh left navigation pane click Tanzu Admin > Integration
2. Onthe Integrations page, under All Integrations, find the Avi card with the DNS and GSLB labels.

Figure 199: Integration
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@ Account Connected VIEW DETAILS
CMS & Comains
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EDIT DCELETE... ADD ACCCUNT
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Project Configuration

3. Select one of the following options.

a. If you are creating the first Avi integration account, at the bottom of the card, click Configure.
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b. If one or more Avi integration accounts exist and you are creating another account, at the bottom of the
card, click Add Account.

4. Enter required information for the environment including the proxy location created while onboarding the
cluster.

Figure 200: NSX Advanced Load Balancer Integration

MNew Al Intedration *

" indicatas raquirad informatian
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Description [opbicnal Cptional description
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Note: It is recommended to use certificate from NSX Advanced Load Balancer leader controller instead on “/nsecure
mode.” Insecure mode allows to still use TLS, but do not require globally trusted certificates.

Add DNS and Domains
Once the integration has been created, add a DNS domain the activate it. NSX Advanced Load Balancer account status
will still show disconnected (Red) until the DNS and Domain is linked to the integration.

1. Click Tanzu Admin and select DNS and Domains. In the New DNS Account dialog box, select the name of the Avi
integration account created in previous step as Domain Provider.

Figure 201: Add domain.
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*indicates required information

Mame * avitkapsalab
2-0zd characters [3-z, A-Z,_, . )
Description joptional) Cptional
A
Camain Provider ™ avi-ladar-cantrallar e
Global Load Balancing ™ ¥ Enahla GELE

CAHMCEL SAVE

2. Once done, go back to Integrations page and verify that the Avi integration is green.

Figure 202: Integration complete
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far the delivery of erterprise applications in data
certers and clouds.
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Installing Applications

To enable end-user access to frontend services outside the global namespace, Tanzu Service Mesh exposes the service
via “public service” construct. A similar construct named “External service” is also implemented. External services are
services that exist outside the VMware Tanzu Service Mesh (for example, third-party database services) but are made
accessible by services within a global namespace of the VMware Tanzu Service Mesh. Services can run on virtual
machines, external Kubernetes clusters, Tanzu Application Service environments, lambda functions or even on bare
metal, and can be accessed over TCP, TLS, HTTP, or HTTPS.

Note: When mapping services to the global namespace where you want to configure a public service for GSLB, verify
that all the services reside in namespaces with the same name. This is required by the current version of Tanzu Service
Mesh and will change in the future.

Note: If Avi Kubernetes Operator (AKO) is installed on the onboarded clusters where instances of the public service will
be deployed, deactivate the L4Settings.autoFQDN configuration setting during installation. If this setting is not
deactivated, Tanzu Service Mesh will try to resolve the ingress gateway using the local FQDN rather than the external IP
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address, which will only work if the resolvers on the nodes point to Avi DNS. For information about
the L4Settings.autoFQDN setting, see the AKO documentation on GitHub.

To enable the cross-cluster communication between the services, application manifest for Kubernetes deployment may
have to be edited for the appropriate service on one cluster, to specify the domain name of the global namespace and
prefixing the domain name with the name of the service on the other cluster.

For example, if a service called ‘frontend’ on one cluster needs to communicate to another service called ‘cart’ on
another cluster, the deployment manifests of frontend service on the first cluster needs to be edited to set appropriate
variable to “cart.avitko.pse.lab,” for example. The “cart” prefix is required for “frontend” service to communicate with
“cart” service. In addition, service protocol type and port need to be added, if it does not exist in the application
manifests. Example below.

apiVersion: vi
kind: Service
metadata:

name. order-svc
spec:

ports:

- appProtocol: http
number: 3007

Create Global Namespace for applications.

With global namespaces in Tanzu Service Mesh, can connect and secure the services across clusters. A global
namespace map, discover and connect services automatically across clusters. A global namespace can be shared across
a single cluster, multiple clusters, or even clusters in different clouds. Below is a high-level process of creating a global
namespace.

1. Inthe navigation panel on the left, click New Workflow and then click New Global Namespace. On the General
Details page of the New Global Namespace wizard, enter a unique name and a domain name for the global
namespace.

Figure 203: Global namespace

Edit Global Namespace 1. General Details
" indicates required field
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CANCEL NEXT

2. Onthe Namespace Mapping page, to add the services in your application to the global namespace, specify their
Kubernetes namespace-cluster pairs. Under Namespace Mapping Rule, in the left drop-down menu, select the
namespace on one of your clusters that holds some of the services and in the right drop-down menu, select the
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name of the cluster. Click Add Mapping Rule to create multiple namespace mapping rules for the same or
different clusters.

Figure 204: Namespace mappings
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3. To configure external services in the global namespace, click Add Public Service(s), provide the configuration for
each public service, and click Next.

Note: No external service was configured for this reference architecture.

Figure 205: External Service
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Figure 206: Public service
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4. To configure public services in the global namespace, click Configure Public Service(s), provide the configuration
for each public service, and click Next.
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5. Onthe GLSB & Resiliency page, configure global load balancing scheme for the public services and click Next.

D<A L Technologies

Reference Architecture
| 127



Tanzu for Kubernetes Operations on VxRail

Figure 207: load balancing scheme
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6. On the Configuration Summary page, review the configuration of the global namespace and click Finish.

Service autoscaling policies

Autoscaling represents the ability of a service to automatically scale up or down to efficiently handle changes of the
service demand. With Tanzu Service Mesh Service Autoscaler, developers and operators can have automatic scaling of
microservices that meet changing levels of demand based on metrics, such as CPU or memory usage. These metrics are
available to Tanzu Service Mesh without needing additional code changes or metrics plugins.

Tanzu Service Mesh Autoscaler supports configuring an autoscaling policy for services inside a global

namespace through the Ul as well as API. For more information, see Configure GNS-Scoped Autoscaling Policy Using

Tanzu Service Mesh Ul. Tanzu Service Mesh Autoscaler also provides a Kubernetes Custom Resource Definition to

configure autoscaling for services directly in cluster namespaces. For more information, see Deploying the Tanzu Service

Mesh Service Autoscaler Through CRD. This approach for configuring autoscaling with CRD is available only for org-
scoped autoscaling policies. Once an autoscaling policy is configured, Tanzu Service Mesh starts to monitor the
Autoscaler metric for the service and scales the service accordingly.

Below is an example of configuring autoscaling a front-end service called “shopping” based on service CPU usage.
Figure 208 shows three clusters as part of the global namespace with application services distributed across the three
cloud instances. The catalog service is on Amazon EKS cluster. There are two instances of the frontend “shopping”
service, one on Azure AKS and one on on-premises private cloud. On-premises private cloud also holds the rest of the
application services.

Figure 208: Distributed application
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To ensure that the frontend service where the users connect to the applications, performs efficiently, an autoscaling
policy will be created to scale shopping service up or down depending on CPU usage of the microservice. A load
generator will be used to simulated user traffic by generating load on the frontend service. Figure 209 shows the current
CPU usage for both services prior to load generation.

Figure 209: CPU usage
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Autoscaling

There are three instances of the application currently running as shown below.
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Figure 210: Service instances

Fabric.
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To simulate service scale-up, an Autoscaling policy is created show below in figure 211.
Figure 211: Simulate service scale-up.
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After 5 minutes interval set in the policy, where the CPU usage was above the 5% threshold the on-premises and Azure
AKS shopping services are scaled up as shown in figure 212 below.

Figure 212: Services scaled up.
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Note: The above is only an example of CPU usage and scaling policy setting accordingly. CPU usage and corresponding
policy settings will vary as requirements changes.

Service Level Object Policy

Service level objectives (SLOs) provide a formalized way to describe, measure, and monitor the performance, quality,
and reliability of microservice applications. SLOs provide a shared quality benchmark for application and platform teams
to reference for gauging service level agreement (SLA) compliance and continuous improvement.

An SLO describes the high-level objective for acceptable operation and health of one or more services over a length of
time (for example, a week or a month). Operators can specify, for example, that a service or application should be
healthy 99 percent of the time. An SLO of 99 percent permits a service to have an Error Budget of 1 percent of the time
which means to be “unhealthy” 1 percent of the time, which allows for realistic downtime, error cases, planned
maintenance windows, and service upgrades. Teams can specify which performance characteristics and thresholds are
key to the health of their applications. Multiple SLOs can be defined for a single service, reflecting the reality of Quality of
Service (QoS) contracts between different classes of end users.

An SLO consists of one or more service level indicators (SLIs). SLOs defined using a combination of SLIs allow teams to
describe service health in a more precise and relevant way. SLIs capture important low -level performance characteristics
for a particular service. Tanzu Service Mesh collects SLI metrics on ten second intervals for every service instance that is
part of the mesh. An example of an SLI would be 99 percent of successful requests respond with latencies faster than
350 ms (99th percentile latency < 350 ms). Another example is an SLI set for a service that responds with error codes for
fewer than 0.1 percent of requests (error rate < 0.1%). Tanzu Service Mesh incorporates SLO and SLI measurements by
displaying them in real time through its user interface.

Actionable SLOs can also be used in combination to, or drive autoscaling for services. An example of this configuration is
found here.
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Appendix A: Sample .yaml files

For reference, the yaml files used for AKO and AMKO are provided below. These files are for reference only.

Configuration is provided as a sample only and will vary based on the environment.

AKO yaml

AKOSettings:
apiServerPort: 8080
clusterName. tko2-simple-cluster
cniPlugin: antrea
deleteConfig. "false”
disableStaticRouteSync:. "false”
enableEVH: false
enableEvents: "true"
fullSyncFrequency: "1800"
layer7Only: false
logLevel: WARN
namespaceSelector:
labelKey: ""
labelValue: ""
primaryinstance: true
servicesAPI: true
vipPerNamespace: "false”
ControllerSettings.
cloudName: Default-Cloud
controllerHost: "172.29.250.20"
controllerVersion: "20.1.7"
serviceEngineGroupName. Default-Group
tenantName. admin
L4Settings:
autoFQDN: default # Set to “disabled” if using Tanzu Service Mesh
defaultDomain: pse.lab
L7Settings:
defaultingController: "true”
enableMCl: "false”
noPGForSNI: false
passthroughShardSize: SMALL
serviceType. ClusterlP
shardVSSize: LARGE
NetworkSettings.
bgpPeerLabels: []
enableRHI: false
nodeNetworkList: []
nsxtTILR: "
vipNetworkList:
- cidr: 172.31.248.0/22
networkName.: DVS-Frontend-Network
avicredentials:
# authtoken. ~
# certificateAuthorityData. ~
password. password
username. admin
image:
pullPolicy: IfNotPresent
repository: projects.registry.vmware.com/ako/ako
logFile.: avi.log
mountPath: /log
nodePortSelector:
key.' "n
value:
persistentVVolumeClaim. ""
podSecurityContext: {}
rbac:
pspEnable: false
replicaCount: 1
resources:
limits:
cpu: 350m
memory. 400Mi
requests:
cpu: 200m
memory. 300Mi

"
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AMKO Yaml

configs:
controllerVersion: "20.1.7"
gsibLeaderController: "172.29.250.20"
logLevel: INFO
memberClusters:
- clusterContext: "arn:aws.eks.us-east-1.8728XXXXXXXcluster/tkoeks"
- clusterContext: tko2-simple-cluster
refreshinterval: 1800
useCustomGlobalFqgan. false
globalDeploymentPolicy:
appSelector:
label:
amko: "gslb <example label key-value for an ingress/service type LB>"
matchClusters:
- cluster: "arn:aws.:eks.us-east-1.8728XXXXXXXcluster/tkoeks"
- cluster: tko2-simple-cluster
gslbLeaderCredentials:
password. password
username: admin
image:
pullPolicy: IfNotPresent
repository: projects.registry.vmware.com/ako/amko
logFile: amko.log
mountPath. /
multiClusteringress:
enable: false
persistentVolumeClaim. ""
rbac:
pspEnable: false
replicaCount: 1
resources.
limits:
cpu: 250m
memory. 300Mi
requests:
cpu.: 100m
memory. 200Mi
service.
port.: 80
type: ClusterlP
serviceAccount:
annotations. {}
create. true
name: ~
serviceDiscovery. ~
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