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Executive Summary

Business Case

Customers have successfully run their business-critical Oracle workloads with high-performance demands on VMware vSphere® for
many years. Virtualization of mission-critical databases adds layers of complexity to the infrastructure, however, making common
operations like backup and recovery, cloning, disaster recovery and other day-to-day activities difficult. The most efficient storage
operations for mission-critical databases are offloaded to the storage array.

Concerns that often delay virtualization of business-critical database workloads include:

» Rapid database growth and the need to reduce backup windows to meet performance and business SLAs

» The size of modern databases makes it harder to regularly clone and refresh data from production to QA and other environments
» Correct choice of business continuity plan to ensure rapid recovery from significant disruption to the operations

« Correct choice of disaster recovery technology to ensure business needs of RTO and RPO are met

A business continuity plan is a detailed strategy and set of systems for ensuring an organization’s ability to prevent or rapidly recover
from a significant disruption to its operations. The plan is essentially a playbook for how any type of organization will continue its day-to-
day business during a disaster scenario or otherwise abnormal conditions.

Disaster recovery (DR) is an organization’s method of regaining access and functionality to its IT infrastructure after events like a natural
disaster, cyber-attack, or even business disruptions related to the COVID-19 pandemic. DR is one aspect of business continuity. Disaster
recovery relies upon the replication of data and computer processing in an off-premises location not affected by the disaster.

On-Premises with VMware vSphere
VMware vSphere provides many tools for customers to successfully ensure business continuity and disaster recovery for their business-
critical databases.

VMware snapshots preserve the state and data of a VM at the time the snapshot is taken. When a VM snapshot is captured, an image of
the VM in a given state is copied and stored.

VMware Clone creates a VM that is a copy of the original VM. The new VM is configured with the same virtual hardware, installed
software, and other properties that were configured for the original VM.

VMware Site Recovery Manager™ is a business continuity and disaster recovery solution that helps you plan, test, and run the recovery
of virtual machines between a protected VMware vCenter Server® site and a recovery vCenter Server site. One can use Site Recovery
Manager to implement different types of recovery from the protected site to the recovery site.

VMware vSphere® Replication™ is an extension to VMware vCenter Server that provides hypervisor-based virtual machine replication
and recovery. vSphere Replication is an alternative to storage-based replication. It protects virtual machines from partial or complete
site failures by replicating the virtual machines between sites.

Site Recovery Manager can also protect VMs in a datastore by using third-party disk replication mechanisms to configure array-based
replication. Array-based replication surfaces replicated datastores to recover virtual machine workloads.

Migrating to VMware Cloud

Enterprise IT infrastructure and operations organizations are looking for ways to provide business continuity and disaster recovery for
on-premises vSphere-based workloads to the public cloud, consolidate and extend data center capacities, and optimize, simplify and
modernize their disaster recovery solutions.

VMware Cloud™ on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments
with access to a broad range of AWS services.

VMware Site Recovery brings VMware enterprise-class SDDC disaster recovery-as-a-service to the AWS Cloud. VMware Site Recovery
works in conjunction with VMware Site Recovery Manager 8.0 and VMware vSphere Replication 8.0 to automate the process of
recovering, testing, re-protecting, and failing-back virtual machine workloads.
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VMware Cloud Disaster Recovery is an on-demand disaster recovery service that provides an easy-to-use software-as-a-service (SaaS)
solution and offers cloud economics to keep your disaster recovery costs under control. You can use VMware Cloud Disaster Recovery
to protect your vSphere virtual machines by replicating them to the cloud and recovering them as needed to a target VMware Cloud
SDDC. You can create the target SDDC immediately prior to performing a recovery, and it does not need to be provisioned to support
replications in the steady state.

Solution Overview

This paper describes the configuration and implementation of various business continuity and disaster recovery options across the
application, VMware platform, and storage levels of Oracle single instance and Real Application Cluster (RAC) workloads on the VMware
vSphere hybrid multi-cloud platform. This includes on-premises and VMware clouds, with an emphasis on VMware Cloud™ on AWS.

Key Results

The following highlights validate the capability of the VMware vSphere hybrid multi-cloud platform, including on-premises and VMware
clouds with a special emphasis on VMware Cloud on AWS, to provide business continuity and disaster recovery to business-critical
Oracle single-instance and RAC workloads across application, VMware platform, and storage levels using native Oracle tools and
VMware vSphere products.

Introduction

Purpose

The following highlights validate the capability of the VMware vSphere hybrid multi-cloud platform, including on-premises and VMware
clouds with a special emphasis on VMware Cloud on AWS, to provide business continuity and disaster recovery to business-critical
Oracle single instance and RAC workloads across application, VMware platform, and storage levels using native Oracle tools and
VMware vSphere products.

Audience

This reference architecture is intended for Oracle database administrators (DBAs) as well as virtualization and storage architects involved
in planning, architecting, and administering business continuity and disaster recovery processes for business-critical Oracle
environments on the VMware SDDC platform.

Terminology
The following terms are used throughout this paper:

TERM DEFINITION

Oracle Single Instance An Oracle single-instance database consists of a set of memory structures, background
processes, and physical database files, which serves the database users.

Oracle Clusterware Oracle Clusterware is a portable cluster software that allows clustering of independent servers
so that they cooperate as a single system.

Oracle Automatic Storage Management Oracle ASM is a volume manager and a file system for Oracle database files that support
(Oracle ASM) single-instance Oracle Database and RAC configurations.
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Oracle ASMLIB and Oracle ASMFD Oracle ASMLIB maintains permissions and disk labels that are persistent on the storage
device, so that the label is available even after an operating system upgrade. Oracle ASMFD
helps prevent corruption in Oracle ASM disks and files within the disk group.

TABLE 1: Terminology

Technology Overview

Overview
This section provides an overview of the technologies used in this solution:

- VMware vSphere*®

« VMware Datastores

» VMware VSAN™

« VMware vSphere® Virtual Volumes”™

* VMware Virtual Disks

- VMware Virtual Machine Snapshots

« VMware Virtual Machine Clones

« VMware Multi-Writer Attribute for Shared VMDKs
- VMware Site Recovery Manager™

« VMware vSphere® Replication™

» Hybrid and Multi-Cloud as the VMware Cloud

« VMware Cloud™ on AWS

« VMware Cloud on Dell EMC

« Google Cloud VMware Engine

» Azure VMware Solution

» Oracle Cloud VMware Solution

- VMware Site Recovery

« VMware Cloud Disaster Recovery

« VMware Site Recovery Manager and vSphere Replication for other VMware Multi-Clouds
« Oracle Database Architecture

- Oracle ASM, ASMLIB and ASMFD

« Oracle Backup and Recovery

« Oracle User Managed Database Backup

« Oracle Crash-Consistent Backup

» Oracle RMAN

« Oracle Database Cloning

« Oracle Real Application Clusters on VMware vSphere
 Oracle Data Guard

VMware vSphere

VMware vSphere®, the industry-leading virtualization and cloud platform, is the efficient and secure platform for hybrid clouds,
accelerating digital transformation by delivering simple and efficient management at scale, comprehensive built-in security, a universal
application platform, and a seamless hybrid cloud experience. The result is a scalable, secure infrastructure that provides enhanced
application performance and can be the foundation of any cloud.
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As the next-generation infrastructure for next-generation applications, vSphere 7.0 has been rearchitected with native Kubernetes,
enabling IT admins to use VMware vCenter Server® to operate Kubernetes clusters through namespaces. VMware vSphere with Tanzu
allows IT admins to leverage their existing skillset to deliver self-service infrastructure access to their DevOps teams, while providing
observability and troubleshooting of Kubernetes workloads. vSphere 7 provides an enterprise platform for both traditional and
modern applications, enabling customers and partners to deliver a developer-ready infrastructure, scale without compromise,

and simplify operations.

Learn more about VMware vSphere 7.0.

VMware Datastores
VMware datastores are logical containers, analogous to file systems, that hide specifics of physical storage and provide a uniform model
for storing virtual machine files. Datastores can also be used for storing ISO images, virtual machine templates, and floppy images.

To store virtual disks, VMware ESXi™ uses datastores. The datastores are logical containers that hide specifics of physical storage from
virtual machines (VM) and provide a uniform model for storing the VM files. The datastores that you deploy on block storage devices use
the native vSphere virtual machine file system (VMFES) format. It is a special high-performance file system format that is optimized for
storing VMs.

Depending on the storage you use, datastores can be of different types. VMware vCenter Server” and ESXi support the following types
of datastores:

« VMFS (version 5 and 6)

« NFS (version 3 and 4.1)

+ VSAN

- vVols

Learn more about VMware Datastores.

VMware VSAN
VMware VSAN™ is VMware’s software-defined storage solution, built from the ground up for vSphere virtual machines.
It abstracts and aggregates locally attached disks in a vSphere cluster to create a storage solution that can be provisioned and managed

from vCenter and the vSphere client. vVSAN is embedded within the hypervisor, hence storage and compute for VMs are delivered from
the same x86 server platform running the hypervisor.

VMware VSAN-backed hyperconverged infrastructure (HCI) provides a wide array of deployment options, ranging from a two-node
setup to a standard cluster with up to 64 hosts in a cluster. Also, VSAN accommodates a stretched cluster topology to serve as an active-
active disaster recovery solution. VSAN incorporates HCI mesh, allowing customers to remotely mount a vVSAN datastore to other vSAN
clusters, disaggregating storage and compute. This allows greater flexibility to scale storage and compute independently.

Learn more about VMware vSAN.

VMware vSphere Virtual Volumes

Historically, vSphere storage management used a datastore-centric approach. The datastore then is the lowest granularity level at which
data management occurs from a storage perspective. However, a single datastore contains multiple virtual machines, all of which may
have differing requirements. Using a traditional approach, it is difficult to meet the storage requirements of an individual VM.

With VMware vSphere® Virtual Volumes™ (vVols), an individual VM, not the datastore, becomes a unit of storage management, while
storage hardware gains complete control over virtual disk content, layout, and management.
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vVols functionality helps to improve granularity. It helps to differentiate VM services on a per-application level by offering a new
approach to storage management. Rather than arranging storage around features of a storage system, vVols arranges storage around
the needs of individual virtual machines, making storage VM-centric.

More information on vVols datastores can be found on VMware Docs and Core.vmware.com/v\Vols.

VMware Virtual Disks

It’s possible to add large-capacity virtual disks to virtual machines and add more space to existing disks, even when the VM is running.
Most virtual disk parameters can be set during VM creation or after the guest operating system is installed.

VM data can be stored in a new virtual disk, an existing virtual disk, or a mapped SAN LUN. A virtual disk appears as a single hard disk
to the guest operating system. The virtual disk is composed of one or more files on the host file system. You can copy or move virtual
disks on the same hosts or between hosts.

Virtual disks (VMDKSs) can be provisioned on the above VMware datastores types. The concept of VMDK remains the same regardless of
the underlying datastore types, the difference being in the way the underlying storage for the datastore is provisioned.

Learn more about VMware virtual disks.

VMware Virtual Machine Snapshots

Snapshots preserve the state and data of a VM at the time the snapshot is taken. When a VM snapshot is captured, an image of the VM
in a given state is copied and stored. Snapshots are useful when frequently reverting to a particular VM state and creating multiple VMs
is undesirable.

VMware snapshots are point-in-time (PIT) snapshots and therefore write-order fidelity is guaranteed for all VMDKs of the VM.
Snapshots for Oracle databases on VMware vSphere can be performed in three ways:

» Database - using Oracle ACFS snapshots, for example, which is an online, read-only or read-write point-in-time copy of an Oracle
ACEFS file system. See About Oracle ACFS Snapshots for detailed information.

» vSphere VM - using VMware snapshots.
» Storage - using LUN-based snhapshots available in a traditional storage array.

VMware vSphere, using VM snapshots, enables users to capture point-in-time state and data of a VM. This includes the VM'’s storage,
memory, and other devices, such as virtual NICs.

Snapshots are useful for creating point-in-time state and data of a VM for backup or archival purposes and for creating test and rollback
environments for applications.

For further information about using VM snapshots in a vSphere environment, see Using Snapshots To Manage Virtual Machines.

A VM snapshot can be taken through:

« Web Client GUI — see Taking a Snapshot for detailed information.
» PowerCLI commands — see PowerCL| Reference: New Snapshot for detailed information.

VMware Virtual Machine Clones

Cloning a VM creates a VM that is a copy of the original. The new VM is configured with the same virtual hardware, installed software,
and other properties that were configured for the original VM.
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Clones for Oracle databases on VMware vSphere can be performed in three ways:

- Database - using Oracle Enterprise Manager Cloud Control, for example, or classic cloning using RMAN backups.
See Cloning Oracle Databases and Pluggable Databases for more information.

» vSphere - using VMware cloning technology.
» Storage - using traditional storage-array-based cloning.

There are two types of cloning operations performed in this guide:

» Cloning of an entire VM containing all VMDKs, including the operating system, Oracle binaries, and Oracle data VMDKs.
» Cloning the database VMDKs of a VM alone.

For further information about VM cloning in a vSphere environment, see Clone a Virtual Machine.

VMware Multi-Writer Attribute for Shared VMDKs

VMEFES is a clustered file system that disables (by default) multiple VMs from opening and writing to the same virtual disk (.vmdk file). This
prevents more than one VM from inadvertently accessing the same .vmdk file. The multi-writer option allows VMFS-backed disks to be
shared by multiple VMs. An Oracle RAC cluster using shared storage is a common use case.

VMware vSphere on VMFS, VVVols (beginning with ESXi 6.5), network files system (NFS) datastores and VMware vVSAN prevents multiple
VMs from opening the same virtual disk (VMDK) in read-write mode.

Current restrictions of the multi-writer attribute documented in KB 1034165 include:

« VMware vSphere® Storage vMotion® is disallowed.

» Snapshots are not supported (snapshots of VMs with independent-persistent disks are supported, however).
» Changed-block tracking (CBT) is not supported.

» Cloning, hot-extend virtual disk are not supported.

Independent-persistent mode is NOT required for enabling multi-writer attribute.

For further information about multi-writer attribute for shared VMDKs, see KB 1034165.

VMware Site Recovery Manager

VMware Site Recovery Manager™ is a business continuity and disaster recovery solution that helps you plan, test, and run the recovery
of virtual machines between a protected vCenter Server site and a recovery vCenter Server site.

You can use Site Recovery Manager to implement different types of recovery from the protected site to the recovery site.

Planned migration is the orderly migration of VMs from the protected site to the recovery site. Planned migration prevents data loss
when migrating workloads in an orderly fashion. For planned migration to succeed, both sites must be running and fully functional.

Disaster recovery does not require that both sites be up and running, and it can be initiated in the event of the protected site going
offline unexpectedly. During a disaster recovery operation, failure of operations on the protected site is reported, but otherwise ignored.
Site Recovery Manager orchestrates the recovery process with the replication mechanisms, to minimize data loss and system downtime.

See VMware Site Recovery Manager for more further details.
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VMware vSphere Replication
VMware vSphere® Replication™ is an extension to VMware vCenter Server that provides a hypervisor-based virtual machine replication
and recovery.

vSphere Replication is an alternative to storage-based replication. It protects virtual machines from partial or complete site failures by
replicating the VMs between the following sites:

« From a source site to a target site

« Within a single site from one cluster to another

« From multiple source sites to a shared remote target site

vSphere Replication provides several benefits as compared to storage-based replication:

» Data protection at a lower cost per VM.
- A replication solution that allows flexibility in the storage vendor selection at the source and target sites.
» Lower overall cost per replication.

With vSphere Replication, you can configure the replication of a virtual machine from a source site to a target site, monitor and manage
the status of the replication, and recover the VM at the target site.

When you configure a VM for replication, the vSphere Replication agent sends changed blocks in the VM disks from the source site to
the target site. The changed blocks are applied to the copy of the VM. This process occurs independently of the storage layer. vSphere
Replication performs an initial full synchronization of the source VM and its replica copy. You can use replication seeds to reduce the
network traffic that data transfer generates during the initial full synchronization.

During replication configuration, you can set a recovery point objective (RPO) and enable retention of instances from multiple points-in-
time (MPIT).

Write-order fidelity is guaranteed with vSphere Replication on the disks or VMDKs that comprise a VM. However, consistency
cannot be guaranteed across multiple VMs.

vSphere Replication supports replicating VMs on local, attached, VSAN, FC, iSCSI, or NFS storage. vSphere Replication cannot replicate
VMs that are part of an MSCS cluster. vSphere Replication cannot replicate disks in multi-writer mode.

Learn more about Best Practices for Using and Configuring vSphere Replication.

For further information about VMware vSphere Replication, see VMware vSphere Replication and Array-Based Replication Versus
vSphere Replication.

Hybrid and Multi-Cloud as the VMware Cloud

The term hybrid cloud describes the use of both private and public cloud platforms, working in conjunction. It can refer to any
combination of cloud solutions that work together on-premises and off-site to provide cloud computing services to a company. A hybrid
cloud environment allows organizations to benefit from the advantages of both types of cloud platforms and choose which cloud to use
based on specific data needs.

A multi-cloud environment is as its name suggests, reflecting multiple and disparate cloud offerings and forms, all of which are part of
the ubiquitous VMware cloud.

The VMware hybrid cloud portfolio offers a combination of solutions that enable organizations to easily extend, protect, or replace
on-premises infrastructure. These hybrid cloud offerings are built on an SDDC architecture, leveraging VMware’s industry-leading
compute, networking, and storage virtualization technologies.

Any combination of clouds powered by VMware creates a common operating environment across VMware-based on-premises private
clouds and VMware-based public clouds. Cloud solutions from VMware Cloud Provider™ partners (VCPP) include IBM, Oracle,
Microsoft, Google, Amazon Web Services (AWS) and others. Native public clouds such as AWS, Azure, Oracle and Google Cloud
Platform using VMware technologies including VMware Cloud Foundation™, VMware vRealize® and VMware Cloud™ Services - along
with on-premises managed cloud services such as VMware Cloud on DellEMC - form the core of VMware Cloud™ offerings.
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This approach enables a diverse set of use cases, including regional capacity expansion, disaster recovery, application migration, data
center consolidation, new application development and burst capacity.

Learn more about VMware Hybrid Cloud.

VMware Cloud on AWS

VMware Cloud on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments
with access to a broad range of AWS services. Powered by VMware Cloud Foundation, this service integrates vSphere, vVSAN and
VMware NSX* along with VMware vCenter management, and is optimized to run on dedicated, elastic, bare-metal AWS infrastructure.

With VMware Hybrid Cloud Extension™, customers can easily and rapidly perform large-scale bi-directional migrations between
on-premises and VMware Cloud on AWS environments.

With the same architecture and operational experience on-premises and in the cloud, IT teams can now quickly derive instant business
value from use of the AWS and VMware hybrid cloud experience. VMware Cloud on AWS is ideal for enterprise IT infrastructure and
operations organizations looking to migrate on-premises vSphere-based workloads to the public cloud, consolidate and extend data
center capacities, and optimize, simplify, and modernize their disaster recovery solutions.

VRealize Suite, ISV ecosystem

— Operational _ — VMware Cloud™ on AWS — Native AWS —
Management Powered by VMware Cloud Feundation Services

@ B @ [} % eE:

vCenter vCenter

=)
= =
vSphere vSAN
Slzdelizs Bals AWS Global Infrastructure
Center

FIGURE 1. VMware Cloud on AWS

Learn more about VMware Cloud on AWS.

VMware Cloud on Dell EMC

VMware Cloud on Dell EMC combines the simplicity and agility of the public cloud with the enhanced security and control of
on-premises infrastructure, delivered as-a-service to data center and edge locations. This fully managed VMware Cloud service
provides a simple, secure, and scalable infrastructure for customer’s on-premises datacenter and edge locations. Industry-leading
compute, storage, and networking software from VMware is integrated with enterprise-class Dell EMC VxRail hardware, empowering
you to drive any enterprise workload. The unique approach of this service empowers customers to focus on business innovation and
differentiation, while VMware operates the entire infrastructure end-to-end.
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VMware Cloud on Dell EMC is a fully managed VMware Cloud Service which includes a physical Dell VxRail hyperconverged
infrastructure built to a customer’s capacity needs and is delivered onsite preloaded with vSphere, NSX, and vSAN software. Included
with this service is full management of the hardware infrastructure, including monitoring, software patching and upgrades, security
updates, lifecycle management and break-fix service in the event of a hard failure. This service is backed by an enterprise-grade
service-level agreement (SLA).

Containers

vmware

Cloud Foundation Dell EMC
Enterprise Services

Data protection
Backup

Automation and operation Disaster recovery

(] Cloud bursting
Storage
Compute Storage Network

Intrinsic security and lifestyle automation

Dell EMC VxRail

FIGURE 2. VMware Cloud on Dell EMC

Learn more about VMware Cloud on Dell EMC.

Google Cloud VMware Engine

Google Cloud VMware Engine (GCVE) allows organizations to seamlessly migrate and run their VMware workloads to the cloud. This
solution offers flexible on-demand capacity and full operational consistency with your existing on-premises environments, allowing you
to harness the power of the Google Cloud Platform to modernize your infrastructure, operations, and processes.

By integrating VMware flagship compute, storage, network virtualization, and management technologies with dedicated, elastic, bare-
metal infrastructure, Google Cloud VMware Engine allows customers to access the agility, scale, and innovative services of the cloud
while maintaining operational consistency and leveraging existing tools and investments.
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Learn more about Google Cloud VMware Engine.

Azure VMware Solution

Azure VMware Solution (AVS) is a first-party Microsoft service that delivers the VMware SDDC stack as a managed service—sold,
operated, and supported by Microsoft—running natively on bare-metal infrastructure in the Microsoft Azure Cloud. Azure VMware
Solution is a VMware Cloud-verified platform that offers vSphere, vVSAN, NSX-T, and more, while being seamlessly integrated into
Microsoft Azure infrastructure and management tools.

With Azure VMware Solution, you can modernize your infrastructure by seamlessly moving vSphere-based workloads directly to
Microsoft Azure without application changes. Because Azure VMware Solution uses the same VMware SDDC components you use
on-premises, you can leverage the same skills and tools you use every day to build an elastic, hybrid, and scalable platform for your
existing or new vSphere applications.

vmware

REFERENCE ARCHITECTURE | 14


https://www.vmware.com/cloud-solutions/google-cloud.html#resources

Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

vRealize Suite, 3™ party ISV ecosystem

Azure Portal

vSphere-based
environment

vCenter vCenter b’ @

Azure AD Azure Monitor

Azure VMware Solution B® Microsoft Azure

-~

'y —

L4

vSphere VSAN NSX Azure Azure SGL
— — : Security Server
= =
Azure Azure NetApp
i . 5 i 3 Traffic Files
4— Network Extension & Application Migration ——p Manager

soe

Customer Data

T Azure Global Infrastructure
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Learn more about Azure VMware Solution.

Oracle Cloud VMware Solution

Oracle Cloud VMware Solution (OCVS) integrates VMware on-premises tools, skillsets, and processes with public Oracle Cloud services.
The solution is a customer-managed, native VMware cloud environment based on VMware Validated Design™ for use with the public
Oracle Cloud. It allows enterprises to access the scale and agility of the Oracle Cloud while extending VMware-based workloads and

applications across the Oracle Cloud. It also empowers enterprises to reduce operational costs and complexity, while mitigating
operational risk.

Oracle Cloud VMware Solution leverages VMware Cloud Foundation compute, network virtualization, and storage functions deployed
to Oracle bare-metal hosts in the Oracle Cloud. This consistent, unified cloud infrastructure and operations platform will enable your
enterprise to migrate and modernize applications faster while seamlessly moving workloads between on-premises environments and
Oracle Cloud at scale. Enterprises can now move or extend VMware-based workloads without rearchitecting applications or retooling
operations. Your IT teams can also easily leverage Oracle services, such as Oracle Autonomous Database, Exadata Cloud, and Database
Cloud, from the same cloud data centers, on the same networks, with consistent portal access and modernized APIs.
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FIGURE 5. Oracle Cloud VMware Solution

mware® REFERENCE ARCHITECTURE | 15


https://www.vmware.com/cloud-solutions/azure.html

Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

Learn more about Oracle Cloud VMware Solution.

VMware Site Recovery

VMware Site Recovery brings VMware enterprise-class SDDC disaster recovery-as-a-service to the AWS Cloud. It enables customers to
protect and recover applications without the requirement for a dedicated secondary site. It is delivered, sold, supported, maintained
and managed by VMware as an on-demand service. IT teams manage their cloud-based resources with familiar VMware tools—without
the difficulties of learning new abilities or utilizing new tools.

VMware Site Recovery is an add-on feature to VMware Cloud on AWS, powered by VMware Cloud Foundation. VMware Cloud on AWS
integrates VMware flagship compute, storage, and network virtualization products—VMware vSphere, VMware vSAN, and VMware
NSX—along with VMware vCenter Server management. It optimizes them to run on elastic, bare-metal AWS infrastructure. With the
same architecture and operational experience on-premises and in the cloud, IT teams can now get instant business value via the AWS
and VMware hybrid cloud experience.

VMware Site Recovery works in conjunction with VMware Site Recovery Manager and VMware vSphere Replication to automate the
process of recovering, testing, re-protecting, and failing-back virtual machine workloads.

VMware Site Recovery utilizes VMware Site Recovery Manager servers to coordinate the operations of the VMware SDDC. This is so that
as VMs at the protected site are shut down, copies of these VMs at the recovery site start up. By using the data replicated from the
protected site, these VMs assume responsibility for providing the same services.

VMware Site Recovery can be used between a customer’s datacenter and an SDDC deployed on VMware Cloud on AWS, or it can be
used between two SDDCs deployed to different AWS availability zones or regions. The second option allows VMware Site Recovery to
provide a fully VMware managed and maintained disaster recovery solution.

For further information about VMware Site Recovery, see VMware Site Recovery Technical Overview.

VMware Cloud Disaster Recovery

VMware Cloud Disaster Recovery is an on-demand disaster recovery service that provides an easy-to-use software-as-a-service (SaaS)
solution and offers cloud economics to keep your disaster recovery costs under control.
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FIGURE 6. VMware Cloud Disaster Recovery
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You can use VMware Cloud Disaster Recovery to protect your vSphere VMs by replicating them to the cloud and recovering them as
needed to a target VMware Cloud SDDC. You can create the target SDDC immediately prior to performing a recovery, and it does not
need to be provisioned to support replications in the steady state.

You can protect VMs in vSphere environments running on any storage with the DRaaS Connector. With the DRaaS Connector in a
vSphere environment (on-premises or cloud), you can back up VMs using protection groups which are replicated to the scale-out cloud
file System (SCFS) using regularly scheduled snapshots. You can define which snapshots to use if there is a disaster or planned recovery
using DR plans. VMs captured in snapshots are then restarted on the recovery SDDC in VMware Cloud on AWS.

VMware Cloud Disaster Recovery lets you deploy a recovery SDDC in VMware Cloud on AWS to use for recovery and testing of your DR
plans. You can add hosts, new networks, request public IP addresses, configure NAT rules, and also delete the recovery SDDC. In the
event of a disaster or planned recovery operation, you can recover VMs from your protected site to your recovery SDDC.

VMware Cloud Disaster Recovery uses regularly scheduled snapshots to replicate to the SCFS. VMware snapshots are point-in-
time (PIT) snapshots and are therefore crash-consistent.

VMware snapshots are not compatible with disks in multi-writer mode and VMware Cloud Disaster Recovery cannot replicate disks in
multi-writer mode. Learn more about VMware Cloud DR and shared disks.

Both VMware Cloud Disaster Recovery and VMware Site Recovery are DRaaS solutions that can be used to protect mission-critical
applications. Refer to VMware documentation for the RPO and RTO values for DRaaS solutions.

Learn more about VMware Cloud DR Backup Considerations. For further information about VMware Cloud Disaster Recovery,
see VMware Cloud Disaster Recovery Documentation.

VMware Site Recovery Manager and vSphere Replication for other VMware Multi-Clouds

VMware Site Recovery Manager, along with VMware vSphere Replication, can be used to provide disaster recovery services from
on-premises VMware environments to other VMware multi-clouds including VMware Cloud on Dell EMC, Google Cloud VMware
Engine, Azure VMware Solutions, or Oracle Cloud VMware Solution.

Information on Site Recovery Manager and vSphere Replication for VMware Cloud on Dell EMC is the same as on-premises
VMware environments.

Further information about Site Recovery Manager and vSphere Replication for Google Cloud VMware Engine (GCVE) can be found at
Configuring disaster recovery using VMware SRM.

Further information about Site Recovery Manager and VMware vSphere Replication for Azure VMware Solution can be found at Set up
Private Cloud as a disaster recovery target with VMware Site Recovery Manager.

Further information about Site Recovery Manager and vSphere Replication for Oracle Cloud VMware Solution can be found at
Implement the VMware Site Recovery Manager.

Oracle Database Architecture

Oracle Database 19¢, the latest generation of the world’s most popular database, provides businesses of all sizes with access to the
world’s fastest, most scalable, and reliable database technology for secure and cost-effective deployment of transactional and analytical
workloads in the cloud, on-premises and in hybrid cloud configurations.

An Oracle database server consists of a database and at least one database instance. In Oracle RAC, an Oracle database will have more
than one instance accessing the database.

» A database is a set of files, located on disk, that store data. These files can exist independently of a database instance.

« An instance is a set of memory structures that manage database files. The instance consists of a shared memory area, called the
system global area (SGA), and a set of background processes. An instance can exist independently of database files.
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The physical database structures that comprise a database are:
« Data files — Every Oracle database has one or more physical data files, which contain all database data. The data of logical database
structures, such as tables and indexes, is physically stored in the data files.

» Control files — Every Oracle database has a control file. A control file contains metadata specifying the physical structure of the
database, including the database name, along with the names and locations of the database files.

» Online redo log files — Every Oracle database has an online redo log, representing a set of two or more online redo log files. An
online redo log is made up of redo entries (also called redo log records), which record all changes made to data.

« Many other files, including parameter files, archived redo files, backup files and networking files, are important to any oracle
database operation.

Learn more about Oracle database architecture.

Oracle ASM, ASMLIB and ASMFD

ASM
Oracle Automatic Storage Management (ASM) is a volume manager and a file system for Oracle database files that supports single-
instance Oracle Database and Oracle RAC configurations.

Oracle ASM is Oracle’s recommended storage-management solution that can be used for both Oracle RAC and single-instance Oracle
databases and provides an alternative to conventional volume managers, file systems, and raw devices.

Oracle ASM uses disk groups to store data files. An Oracle ASM disk group is a collection of disks that Oracle ASM manages as a unit.
Users can add or remove disks from a disk group while a database continues to access files from the disk group.

Learn more about Oracle Automatic Storage management (ASM).

ASMLIB

Oracle ASMLIB maintains permissions and disk labels that are persistent on the storage device, so that the label is available even after
an operating system upgrade.

The Oracle ASMLIB driver simplifies the configuration and management of block disk devices by eliminating the need to rebind block
disk devices used with Oracle ASM each time the system is restarted.

Learn more about Oracle ASMLIB.

ASMFD
Oracle ASMFD helps prevent corruption in Oracle ASM disks and files within the disk group. Oracle ASMFD simplifies the configuration
and management of disk devices by eliminating the need to rebind disk devices used with Oracle ASM each time the system is restarted.

Learn more about Oracle ASMFD.

Oracle Backup and Recovery

The purpose of backup and recovery is to protect the database against data loss and reconstruct the database after data loss. Oracle
provides different options for database backup and recovery.

Oracle Recovery Manager (RMAN) is the most popular and preferred backup solution for Oracle Database.
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Common Oracle backup and recovery options include:
» User-managed database backup (hot and cold backup)
« Crash-consistent backup using storage-based snapshots
- Oracle RMAN
» Oracle Data Pump export/import

Learn more about Oracle Backup and Recovery Solutions.

Oracle User Managed Database Backup

The user-managed backup and recovery mechanism includes performing backup and recovery with a mixture of host operating system
commands and SQL*Plus recovery commands. This strategy does not depend on using Oracle RMAN.

A database-consistent backup is a whole database backup that can be opened with the RESETLOGS option without performing media
recovery. It’s not necessary to apply redo to this backup to make it consistent. Unless the redo generated is applied after the consistent
backup is created, however, all transactions since the time of the consistent backup will be lost.

All datafiles in a consistent backup must:

» Have the same checkpoint system change number (SCN) in their headers, unless they are datafiles in tablespaces that are read-only
or offline normal (in which case they will have a clean SCN that is earlier than the checkpoint SCN).

« Contain no changes past the checkpoint SCN (i.e., are not fuzzy).
« Match the data file checkpoint information stored in the control file.

See Oracle Backup and Recovery User Guide for more information.

Consistent backups can only be taken after a clean shutdown has been completed or by turning on hot backup mode of the database.
This is the most trusted backup by DBAs but is also complex, as the admin will need to run scripts to put the database in hot-backup
mode, take a snapshot, and then take the database out of the hot-backup mode.

Oracle data pump backups are logical database backups in that they extract logical definitions and data from the database to a file.

With a cold backup, it’s possible to make a consistent whole database backup of all files in a database after the database is shut down
with the NORMAL, IMMEDIATE, or TRANSACTIONAL options.

See Making User-Managed Backups of the Whole Database for more information.

With a hot backup, this would require:

- Putting the tablespace or database (depending on whether it is a tablespace level or database level backup) in a BEGIN backup
mode by the ALTER TABLESPACE/DATABASE BEGIN BACKUP command.

» Taking an operating system-level backup of the tablespace or database data files.

» Taking the tablespace or database out of the backup mode with the ALTER TABLESPACE/ DATABASE END BACKUP command.
There is overhead involved in transitioning a database in and out of backup mode:

- Additional redo data is logged.

« Complete database checkpoint is required.
» More operational steps and complexity during the backup operation
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Oracle Crash-Consistent Backup
A crash-consistent backup is the backup of a point-in-time image of an Oracle database that is equivalent to a database crash induced
by a power outage, other failures, or a shutdown abort.

When the database is started up, instance recovery (i.e., the process of applying records in the online redo log to data files to
reconstruct changes) is performed automatically to bring the database to a consistent state.

This is one of the most common backup methods used for storage-based backups and is fully supported by Oracle as long as the
following conditions are met.

As noted in Supported Backup, Restore and Recovery Operations using Third Party Snapshot Technologies (Oracle Doc ID 604683.1),
third-party vendor snapshots must conform to the following requirements:

« Integrated with Oracle’s recommended restore and recovery operations above

» Database crash-consistent at the point of the snapshot

« Write-ordering is preserved for each file within a snapshot

See Making Backups with Third-Party Snapshot Technologies for more information.

Oracle RMAN
Oracle RMAN is an Oracle Database client that performs backup and recovery tasks on databases and automates administration of
backup strategies. It greatly simplifies backing up, restoring, and recovering database files.

The RMAN environment consists of the utilities and databases that play a role in backing up data. Minimally, the environment for RMAN
must include the following components:

- A target database - An Oracle database to which RMAN is connected with the TARGET keyword. A target database is a database
on which RMAN is performing backup and recovery operations. RMAN always maintains metadata about its operations on a
database in the control file of the database. The RMAN metadata is known as the RMAN repository.

« The RMAN client — An Oracle database executable that interprets commands, directs server sessions to execute those commands,
and records its activity in the target database control file. The RMAN executable is automatically installed with the database and is
typically located in the same directory as the other database executables.

Advantages of Oracle RMAN-based backups include:

« Only used space in the database is backed up

- RMAN does not put tablespaces in backup mode, saving on redo-generation overhead. RMAN will re-read database blocks until it
gets a consistent image of it.

Learn more about Oracle RMAN.

Oracle Database Cloning

Cloning of an Oracle database is the process of making an exact copy of another database for various reasons. The cloned database is
both fully functional and separate in its own right.

Use cases for cloning include making copies of the production database to use it:

» As a development database for developing new applications or adding new features to existing applications.
» As a QA database for testing existing software for bugs or testing new software features or versions.

» As a test database for backup and recovery scenarios.

» To provision a copy of a database for different business units.

» To test database patching, upgrade, and migration strategies.

» To benchmark for performance.
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After cloning, the DBA may choose to mask sensitive data in the cloned database before releasing it for general consumption.

For example, a production database for a credit card company will have real customer data that cannot be revealed for security
purposes, so Oracle data-masking is used to mask customer names and social security number.

Examples of database cloning include using Oracle Enterprise Manager Cloud Control or classic cloning using RMAN backups.
See Cloning Oracle Databases and Pluggable Databases for more information.

The database cloning process may also occasionally include making copies of Oracle database home directories, along with a copy of
the Oracle database, for those instances when testing database patching, upgrade, or migration strategies is needed.

Oracle Real Application Clusters on VMware vSphere

Oracle Clusterware is portable cluster software that provides comprehensive multi-tiered high availability and resource management for
consolidated environments. It supports clustering of independent servers so that they cooperate as a single system.

Oracle Clusterware is the integrated foundation for Oracle Real Application Clusters (Oracle RAC), and the high-availability and resource
management framework for all applications on any major platform.

Learn more about Oracle Clusterware 19c.

There are two key requirements for Oracle RAC:

- Shared storage
» Multicast Layer 2 networking

These requirements are fully addressed when running Oracle RAC on VMware vSphere, as both shared storage and Layer 2 networking
are natively supported by vSphere.

vSphere high availability (HA) clusters enable a collection of ESXi hosts to work together so that, as a group, they provide higher levels
of infrastructure-level availability for VMs than each ESXi host can provide individually.

vSphere HA provides high availability for VMs by pooling the VMs and the hosts they reside on into a cluster. Hosts in the cluster are
monitored and, in the event of a failure, the VMs on a failed host are restarted on alternate hosts.

When creating a vSphere HA cluster, a single host is automatically elected as the master host. The master host communicates with
vCenter Server and monitors the state of all protected VMs and of the slave hosts.

Learn more about VMware vSphere HA.

Oracle RAC and VMware HA solutions are completely complementary to each other. Running Oracle RAC on a VMware platform
provides the application-level HA enabled by Oracle RAC, in addition to the infrastructure-level HA enabled by VMware vSphere.

Learn more about Oracle RAC on VMware vSphere.

Oracle Data Guard

Oracle Data Guard provides a comprehensive set of services that create, maintain, manage, and monitor one or more standby
databases to enable production Oracle databases to survive disasters and data corruptions. Oracle Data Guard maintains these standby
databases as copies of the production database.

Then, if the production database becomes unavailable because of a planned or an unplanned outage, Oracle Data Guard can switch any
standby database to the production role, minimizing the downtime associated with the outage. Oracle Data Guard can be used with
traditional backup, restoration, and cluster techniques to provide a high level of data protection and data availability.

Learn more about Oracle Data Guard.
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Solution Configuration

This section introduces the resources and configurations for the solution, including:

» Architecture diagram

 Hardware resources

- Software resources

» Network configuration

» Storage configuration

» Pure Storage Plugin for VMware vSphere client

« VM and Oracle configuration

« VMware Site Recovery Manager with vSphere Replication
« VMware Site Recovery Manager with Array-Based Replication (LUN level and vWOL Level)
- VMware Site Recovery

» VMware Cloud Disaster Recovery

Architecture Diagram
This solution architecture relies on a three-site scenario:

« On-premises vSphere cluster on Site A (Santa Clara)

» On-premises vSphere cluster on Site B (Wenatchee)
« VMware Cloud on AWS
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| e e e e e e e e e o S ite A (Ean_h Ela_ra]_ 1 :_ Site B (Wenatchee) 1

FIGURE 7. Site Architecture Diagram
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The on-premises setup features two separate and dedicated vSphere cluster configurations: Site A and Site B.

« Site A is hosting production RAC and single-instance workloads.
« Site B is hosting non-production RAC and non-RAC workloads, including disaster recovery (DR).
- Both sites are connected to VMware Cloud on AWS.

Site A infrastructure details are as follows:

» vCenter sc2wvc03.vslab.local version 7.0.2 Build 17694817
» vSphere cluster BCA-SiteC with 4-nodes running ESXi version 7.0.2 Build 17867351

» Each ESXi server is a Dell PowerEdge R640 Server with Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with 2x24 cores,
and 384GB RAM with hyperthreading

« Each ESXi server has access to a Pure Storage FlashArray//x50 (Purity/FA 6.1.6) for both block FC storage and vVols
« Each ESXi server features:

-2 x QlLogic ISP2812-based 64/32G Fibre Channel to PCle Controller for FC storage

-2 x Intel® Ethernet Controller X710 for 10GbE SFP+ for network connection

Site B infrastructure details are as follows:

« Virtual Center az2wvcO1.vslab.local version 7.0.2 Build 17694817
» vSphere cluster AZ2-DC with 3-nodes running ESXi version 7.0.2 Build 17867351

» Each ESXi server is a Dell PowerEdge R740 Server with Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with 2x24 cores,
and 1TB RAM with hyperthreading

« Each ESXi server has access to a Pure Storage FlashArray//x50 (Purity/FA 6.1.6) for both block FC storage and vVols
« Each ESXi server features:

-2 x Emulex LightPulse LPe32000 Gen 6 16/32G PCle Fibre Channel Adapter for FC storage

-2 x Intel® Ethernet Controller X710 for 10GbE SFP+ for network connection

The VMware Cloud on AWS setup has the following configuration:

« Virtual Center vcenter.sddc-44-232-220-144.vmwarevmc.com Version 7.0.2 Build 18231847
« A two-node cluster for VMware Cloud on AWS setup, each ESXI server version 7.0.2 Build 18226209

» Each ESXi server is an Amazon EC2 i3.metal with 2 sockets, 18 cores each with Intel Xeon processor E5-2686 v4 at 2.30GHz
without HyperThreading and 512GB RAM memory

 Storage provided by the HCI vVSAN instance
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n B E @

NE @ veenter sddc-44-232-220-144 ymwarevme.com

~ [] sDDC-Datacenter

[ 10129324
B 10129328

> () Compute-ResourcePool
> () Mgmt-ResourcePool
> 101291284

Hardware Resources

[ Cluster-1 |

ACTIONS v

summary Monitor Permissions Hosts

Related Objects

Configure VMs Datastores

Total Processors: 7
Total vMotion Migrations: 2
Fault Domains:

£

vSphere HA
Cluster Services
Custom Attributes

vSAN Overview

FIGURE 8. VMware Cloud on AWS Setup

Below are the hardware resources for the vSphere cluster on Site A:

Networks Updates

DESCRIPTION

SPECIFICATION

Server

4 x ESXi server

Server Model

Dell PowerEdge R640

CPU 2 sockets with 24 cores each, Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with
hyperthreading enabled
RAM 384GB RAM

Storage controller

2 x QLogic ISP2812-based 64/32G Fibre Channel to PCle Controller for FC storage

Storage Array

Pure x50 AFA (Purity/FA 6.1.6)

Network

2 x Intel® Ethernet Controller X710 for 10GbE SFP+ for network connection

Internal Disk Controller

Dell HBA330 Mini

Internal Disks

Cache—1x 372.61GB SSD ATA
Capacity—2 x 894.25GB SSD ATA

VSAN Disk Group

1VvSAN Disk Group per ESXi server

vmware

TABLE 2. Site A Hardware Resources
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The following summarizes the vCenter sc2wvc03.vslab.local, vSphere cluster BCA-SiteC and one of the ESXi servers in the vSphere
cluster on Site A:

7 sc2wvcO3.vslab.local ACTIONS Vv

Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Netwaorks

Hosts IHH Host Profiles

Name 1+ ~  Available CPU v Available Memory
() BCASiteC 5165 GHz 1,34005 GB
x. B BCA-SiteC |~ &
<10 BCA-SiteC | Zoyions v
B e =
Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates
IIH’ Resource Pools
Name T v State v Status v Cluster
[ sc2esx09vslab.local Connected +/ Normal (@) BCA-SiteC
[ sc2esxtOvslablocal Connected  Normal () BCASiteC
[] sc2esxiivsiab.local Connected + Normal ([} BCA-SiteC
[ sc2esxi2vslab.local Connected +/ Normal [ BCA-SiteC

FIGURE 9. Site A vCenter and vSphere Cluster

[ sc2esx09.vslablocal | actions v

Summary Monitor Configure Permissions VMs Datastores Networks Updates
Hypervisor: VMware ESXi, 7.0.2, 17867351
Model: PowerEdge R640
Processor Type: Inte{R) Xeon(R) Platinum 8168 CPU @ 2.70GHz
Logical Processors: 96
NICs: 3
Virtual Machines: 8
State Connected
Uptime: 46 days

DEALEMC &

Hardware
Manufacturer Dell Inc.
Model PowerEdge R640
CPU Cores D 48 CPUs x 2.69 GHz.
Processor Type Intel{R) Xecn{R) Platinum 8168 CPU @ 2.70GHz
Sockets 2
Cores per Socket 24
Logical Processors 26
Hyperthreading Active
Memory D 58.29 GB / 383.44 GB
Persistent Memory D 128 GB / 95.98 GB
> Virtual Flash Resource 858 GB /119.75 GB
» Networking sc2esx09.vslab.local
> Storage 10 Datastore(s)

FIGURE 10. Site A VMware ESXI Server Summary
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Below are the hardware resources for the vSphere cluster on Site B:

DESCRIPTION

SPECIFICATION

Server

3 x ESXi server

Server Model

Dell PowerEdge R740

CPU 2 sockets with 24 cores each, Intel® Xeon® Platinum 8168 CPU @ 2.70GHz with Hyperthreading
enabled

RAM 1TB RAM

Storage controller 2 x Emulex LightPulse LPe32000 Gen 6 16/32G PCle Fibre Channel Adapter for FC storage

Storage Array Pure x50 AFA (Purity/FA 5.3.10)

Network 2 x Intel” Ethernet Controller X710 for 10GbE SFP+ for network connection

Internal Disk Controller Dell HBA330 Mini

Internal Disks Cache—1x372.61GB Samsung SSD ATA

Capacity—3 x 894.25GB SSD ATA

VSAN Disk Group 1VvSAN Disk Group per ESXi server

TABLE 3. Site B Hardware Resources

The following summarizes the vCenter az2wvcO1.vslab.local, vSphere cluster AZ2-DC and one of the ESXi servers in the vSphere
cluster on Site B:

@ az2wvcOl.vslablocal | actens v

Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks
Hosts Im Host Profiles
Name 1 ~  Available CPU ~  Available Memory
([ Az2BCAN 38752 GHz 3,412.97 GB

= _

~ AZz*DC ‘\ ACTIONS Vv

~ -

summary Manitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

clusters

Name 7 v State v Status ¥ Cluster

Resource Pools | Host Folders

[ az2esx22vslab.local Connected ~ Normal [ AzzBCAN
[ az2esx23vslab.local Connected /' Normal (M Azz8CAN
[] az2esx24vslab.local Connected + Normal [0 AZ2BCAN

FIGURE 11. Site B vCenter and vSphere Cluster

vmware
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B az2esx22.vslab.local | actions v
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Hypervisor: VMware ESX], 7.0.2, 17867351
Model PowerEdge R74C
Processor Type: Intel{R) Xecn(R) Platinum 8168 CPU @ 2.70GHz
Logical Processors: 96
NICs: &
Virtual Machines: (o}
State: Connected
Uptime: 41 clays

DALEMC®

Hardware
Manufacturer Dell Inc
Model PowerEdge R740
CPU Cores D 48 CPUs x 2.69 GHz
Processor Type Intel(R) Xeon(R) Platinum 8168 CPU @ 2.70GHz
Sockets 2
Cores per Socket 24
Logical Processors 96
Hyperthreading Active
Memory || escB/127TB
> Virtual Flash Resource 16.29 GB / 103.5 GB
> Networking az2esx22.vslab.local
> Storage 2 Datastore(s)

FIGURE 12. Site B Vmware Esxi Server Summary

The following hardware resources are utilized for VMware Cloud on AWS:

DESCRIPTION SPECIFICATION

Server 2 x ESXi servers

Server model Amazon EC2 i3.metal

CPU Two sockets, 18 cores each, Intel Xeon processor E5-2686 v4 at 2.30GHz without HyperThreading
RAM 512GB

Disks (8) NVMe drives, each drive 1.73TB across two VSAN disk groups

VSAN disk groups Two disk groups, each disk group with (1) NVMe for cache and (3) NVMe for capacity

Network 25G Amazon Elastic Network Adapter (ENA)

TABLE 4. VMware Cloud on AWS Hardware Resources
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The following summarizes one of the ESXi servers in the VMware Cloud on AWS:

[ 10.129.32.4 ACTIONS Vv

Summary Monitor Configure Permissions VMs Datastores Networks Updates
Hypervisor: VMware ESXi, 7.0.2, 18226209
Model Amazon EC2 i3.metal
Processor Type: Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz
Logical Processors: 36
NICs: 1
Virtual Machines 6
State: Connected
Uptime: 19 days
il
Hardware
Manufacturer Amazon EC2
Model Amazon EC2 i3.metal
CPU Cores D 36 CPUs x 2.3 GHz
Processor Type Intel(R) Xeon(R) CPU ES-26386 v4 @ 2.30GHz
Sockets 2
Cores per Sockat 18
Logical Processors 36
Hyperthreading Inactive
Memory [ 1z07c8/5186 6B
> Virtual Flash Resource 7.49 GB /5575 GB
> Networking esx-0.sddc-44-232-220-144.vmwarevme.com
> Storage 2 Datastore(s)

FIGURE 13. VMware Cloud on AWS ESXI Server Summary

Software Resources
The following is a summary of the software resources used:

SOFTWARE VERSION PURPOSE

VMware vCenter Server 7.0.2 Build 17694817 VMware vCenter Server provides a centralized platform for managing
VMware vSphere environments

VMware ESXi Server 7.0.2 Build 17867351 ESXi servers to host VMs

ESXi Datastores Purity//FA 6.1.6 Pure AFA provides both VMFS and vVol datastores
Oracle Linux 8.3 UEK Oracle database server nodes

Oracle Database 19¢ 19.12.0.0.0 Grid Infrastructure and Oracle Database

TABLE 5. Software Resources
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Network Configuration
VMware vSphere® Distributed Switch™ acts as a single virtual switch across all associated hosts in the datacenter. This setup enables VMs
to maintain a consistent network configuration as they migrate across multiple hosts.

A port group defines properties regarding security, traffic-shaping, and network adapter-teaming. Jumbo frames (MTU=9000 bytes)
are enabled on the vSphere vMotion interface and the default port group setting is used.

For Site A, vSphere Distributed Switch dVSwitch uses 2x 10GbE adapter per host:
» 2 x 10GbE uplinks for VM traffic and VMkernel non-VM traffic

The following distributed switch-port groups were created for Oracle RAC and Oracle VM traffic to balance traffic
across the available uplinks:
« Port group APPS-1614 with VLAN ID 1614 (Subnet 172.16.14.1/24) is for VM user traffic

+ Port group APPS-1605 with VLAN ID 1605 (Subnet 172.16.05.1/24) and APPS-1606 with VLAN ID 1606 (Subnet 172.16.06.1/24) for
Oracle RAC interconnect traffic with two active/active uplinks set to Route based on originating virtual port.

« Port group APPS-1631 with VLAN ID 1631 for management traffic
« Port group APPS-1632 with VLAN ID 1632 for vMotion traffic
» Port group APPS-1635 with VLAN ID 1635 for vVSAN traffic

& dVSwitch ACTIONS v

Summary Monitor Configure Permissions Ports Hosts VMs Networks
Distributed Port Groups
Name v VLANID v NSXPort Group ID ~  WNI v Port Binding
2) APPS-1601 VLAN access: 1601 Static binding (elastic)
&) APPS-1602 VLAN access: 1602 Static binding (elastic)
&) APPS-1603 VLAN access: 1603 Static binding (elastic)
2 APPS-1604 VLAN access: 1604 Static binding (elastic)
&) APPS-1605 VLAN access: 1605 Static binding (elastic)
2) APPS-1606 VLAN access: 1606 Static binding (elastic)
) APPS-1607 VLAN access: 1607 Static binding (elastic)
) APPS-1608 VLAN access: 1608 Static hinding (elastic)
% APPS-1609 VLAN access: 1609 Static binding (elastic)
(2) APPS-1610 VLAN access: 1610 Static binding (elastic)
() APPS-1611 VLAN access: 1611 Static binding (elastic)
2) APPS-1612 VLAN access: 1612 Static binding (elastic)
2) APPS-1613 VLAN access: 1613 Static binding (elastic)
2) APPS-1614 VLAN access: 1614 Static binding (elastic)

FIGURE 14. Site A vSphere Distributed Switch Port Group Configuration

For Site B, vSphere Distributed Switch az2-dvSwitch uses 2x 10GbE adapter per host:
+ 2 x 10GbE uplinks for VM traffic and VMkernel non-VM traffic

The following distributed switch-port groups were created for Oracle RAC and Oracle VM traffic to balance traffic across the
available uplinks:
« Port group APPS-1810 with VLAN ID 1810 (Subnet 172.18.10.1/24) is for VM user traffic

« Port group APPS-1805 with VLAN ID 1805 (Subnet 172.18.05.1/24) and APPS-1806 with VLAN ID 1806 (Subnet 172.18.06.1/24) for
Oracle RAC interconnect traffic with two active/active uplinks set to Route based on originating virtual port.
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» Port group APPS-1809 with VLAN ID 1809 (Subnet 172.18.09.1/24) is for Site Recovery Manager test network
» Port group AZ2-COMP-MGMT with VLAN ID 1631 for management traffic
» Port group AZ2-COMP-VMOTION with VLAN ID 1632 for vMotion traffic
» Port group AZ2-COMP-NFS with VLAN ID 1635 for NFS and vSAN traffic

az2-dvSwitch ACTIONS V

Summary Monitor Configure Permissions Ports Hosts VMs Networks
Distributed Port Groups

Narme | v  VLANID v NSXPort Group ID ~ VNI v PortBinding

@ APPS-1801 VLAN access: 1801 Static binding (elastic)
% APPS-1802 VLAN access: 1802 Static hinding (elastic)
) APPS-1803 VLAN access: 1803 Static binding (elastic)
(2) APPS-1804 VLAN access: 1804 Static binding (elastic)
() APPS-1805 VLAN access: 1805 Static binding (elastic)
% APPS-1806 VLAN access: 1806 Static binding (elastic)
2) APPS-1807 VLAN access: 1807 Static binding (elastic)
2) APPS-1808 VLAN access: 1808 Static binding (elastic)
2) APPS-1809 VLAN access: 1809 Static binding (elastic)
% APPS-1810 VLAN access: 1810 Static binding (elastic)
{% AZ2-COMP-MGMT VLAN access: 1631 Static binding (elastic)
2) AZ2-COMP-NFS VLAN access: 1635 Static binding (elastic)
) AZ2-COMP-VMOTION VLAN access: 1632 Static binding (elastic)

FIGURE 15. Site B vSphere Distributed Switch Port Group Configuration

For VMware Cloud on AWS, each ESXi server has (1) 25GbE adapter per host.

i 8 @ [ 10.129.32.4 ACTIONS v
v @ veenter.sdde-44-232-220-144.vmwarevme.com Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [] SDDC-Detscenter )
v [ Cluster-1 Storage > Physical adapters
] 4 Metwerking v Add Networking. Refresh
B 10129325 Device T Actual Speed T  Configured Speed Y Switch Y MAC Address Y  ObservedIPRenges Y  Wake onLAN Supported Y  SRIOV Status

Virtual switches
> () Compute-ResourcePeo!

VMkernel adapters
> (@ Mgmt-ResourcePool

> B10120028.4

TCP/IP configuration

Virtual Machines v

Physical network adapter: vmnicO

VM Startup/Shutdown

All Properties  CDP LLoP
Agent VM Settings
Detault VM Compatility | 4 yaprer Amazon, Inc Elastic Network Adapter (VF)
Swap File Location Neme vmnico
Location PCI0000:04:00.0
System > Driver ena
Hardware > Status
Status Connected
Virtual Flash > Actusl speed, Duplex 25 Gbit/s, Full Duplex
Configured speed, Duplex 25 Gbit/s, Full Duplex
Alarm Definitions Networks No networks

Scheduled Tasks
Network I/O Control

Status Alewed
SRIOV
Status Not supported

Cisco Discovery Protocol
@ Cisco Discovery Protocol is not avallable on this physical network adapter

Link Layer Discovery Protocol
@ Link Layer Discovery Protocel is not avallable on this physical network adapter

FIGURE 16. VMware Cloud on AWS Physical Adapter Configuration
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To create a logical segment, navigate to the VMware Cloud on AWS portal and click Networking & Security. Click Segments, then
Add Segments. The illustration below is an example:

< ALL SDDCs
OPEN VCENTER

@ VSLAB-SDDCO1 | vmconaws € us west (oregon

Summary  Networking & Security ~ Add Ons ~ Maintenance  Troubleshooting  Settings  Support

Overview Segments
Network Segment List  Segment Profiles
‘Segments
VPN [ apo secment | EXPAND ALL Q seerch
NAT
Tier-1 Gateways Segment Name Type Subnets Status (D)
Transit Connect
> OraclePrivate Disconnected 192.168.140.1/24 @ Success
Security
Gateway Firewall oy L2E_OracieWorkioads-71687-878db786 Disconnected 192168.6.1/24 @ Success &
Distributed Firewall
> L2E_SC2-COMP-ORACLE-1637-878db786 Disconnected 17216.37.1/24 @ success C
Inventory

FIGURE 17. Logical Network details

Fill in the required details as shown above. Select the Disconnected option and specify the CIDR block of the segment in the
Gateway/Prefix Length field. Click Save when done.

As mentioned before, a disconnected network segment has no uplink and provides an isolated network accessible only to VMs
connected to it.

< ALL SDDCs [ f
P |

@ VMC-VSLAB | vmcenaws © us west (oragen)

Summary  Networking & Security ~ Add Ons  Maintenance  Troubleshooting  Settings  Support

Overview Segments G
Network SegmentList  Segment Profiles

Segments

VPN [ aooseoment COLLAPSE ALL Q, search

NAT

Tier-1 Gateways Segment Name Typo subnots staws ()

Transit Connect

v & AppsTeam Ol Routed 17216115.1/24 @ success C

Security

SatewayFllewal VPN Tunnel ID Not Set Gomain Name Not Set NSRS

Distributed Firewall

Description Not Set Tags o VIEW RELATED GROUPS

Inventory

Groups > SEGMENT PROFILES

Services

s >  DHGP STATIC BINDINGS
s 0 v & oracePrivae Disconnected 192168.115.1/24 @ success

IPFIX

Port Mirroring VPN Tunnel ID Not Set Somain Name Not Set R
System Description Not Sat Tags ° VIEW RELATED GROUPS

DNS

DHEP > SEGMENT PROFILES

GlobalContaLation: >  DHGP STATIC BINDINGS

Public IPs

Direct Connect

Connected VPC

FIGURE 18. Logical Segments for Public and Private network

Learn more about VMware Cloud on AWS logical networks.
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The following are logical segments of Oracle VM traffic on VMware Cloud on AWS:

» Logical segment Apps Team 01 (Subnet 172.16.115.1/24) for VM user traffic
» Logical segment Oracle Private (Subnet 192.168.115.1/24) for VM private traffic

The following extended segments were created for Oracle VM traffic between on-premises Site A and VMware Cloud on AWS:

» Port group BCA-L2VPN for L2VPN for VM user: traffic enables VMs to keep the same subnet when migrating from on-premises
data centers to the cloud and back.

» Port group BCA-VPN-Network for routed VM: traffic enables VMs to communicate—or ping each other—without being on
the same subnet.

vSphere vMotion enables live migration of running (i.e., powered on) VMs from an on-premises host to a host in VMware Cloud on
AWS, with zero downtime for the application (less than one second switchover time), continuous service availability, and complete
transaction integrity. Furthermore, by enabling certain advanced configurations, vSphere vMotion migration between on-premises
VMs and VMware Cloud on AWS can be enabled across various vSphere Distributed Switch versions.

VMware Cloud on AWS provides multiple ways to establish network connectivity from on-premises environments, including different
types of VPNs and AWS Direct Connect (DX). AWS DX is a service provided by AWS that allows creation of a high-speed, low-latency
connection between an on-premises data center and AWS services including VMware Cloud on AWS.

Learn more about AWS Direct Connect.

Learn more about live vSphere vMotion migration between on-premises data centers and VMware Cloud on AWS.

Storage Configuration

Storage Setup on Site A and Site B

Site A has access to a Pure Storage FlashArray//x50 all-flash storage (Purity/FA 6.1.6) for VMFS and vSphere Virtual Volumes named
Pure-X50-BCA.

i,
Storage (X search
Aray Hosts Volumes Pods File Systems Policles
® > Anay
Size DataReduction Unigue  Replication  Smapshots  Shared  System  Total
234431540M  48to1 45071 000 470M T 000 saT
Pure-X50-BCA D 28416405-3333 48ca-2637-b13977355¢9a
o= - =
o= = = & = © @ & [} O = ©
Hosts Host Volumes velume olum; Protection Protection Group Pods Fie Directories Directory Policies
Groups Snapshots Groups Groups Snapshots Systems Snap:
41 1 128 6 36 3 1 1 0 0 0 2
Array Connections + 3
Name Status. Type Varsion Management Address Replication Transport Replication Address Throttied
7216514
72165115 =
®  wactsapure0l connected async-replication 616 17216.50.22 Ethemet (F) filpsitne Faise BB X

216517

FIGURE 19. Site A Pure Storage
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Site B has access to a Pure Storage FlashArray//x50 all-flash storage (Purity/FA 6.1.6) for VMFS and vSphere Virtual Volumes named

wdc-tsa-pure-01.
i
Storage Search
Array Hosts Volumes Pods File Systems Policies
@ > Aray
Size DataReduction  Unique  Replication  Snapshots  Shared  System  Total
51204 G 30to1 76306 000 294G TENG 000 15734 G
wdc-tsa-pure-01 1D fabl667e-849D-44C5.bA42 85c6F1eaeddd
o= - =
o= S = @ = © @ log D ] = ©
Hosts Host Volumes Velume Volume Protection Frotection Group. Pods. File Directorles Directory Policies
Groups Snapshots Groups Groups Snapshots ystom Snapshots
3 1 3 600 1 2 100 1 0 0 0 3
Array Connectiens 4+
Name Status Type Version Management Address Replication Transport Raplication Address Throttied
72165110
®  PureX50-BCA connected asyncwreplication 616 . Ethernet (IF) ;;2::'2 False & FZ X
7216511
FIGURE 20. Site B Pure Storage
ESXi Storage Setup on Site A and Site B
On Site A, each of the 4 ESXi servers contains 2 x QLogic ISP2812-based 64/32G Fibre Channel to PCle Controller for FC storage.
[ sc2esx09.vslab.local ACTIONS ¥
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage v Storage Adapters
+ Add Software Adapter 52 Refresh [ Rescan Storage. G Rescan Adapter Remove
Storage Devices Adapter T Type T Staws T Idemifier T Targets T  Devices
Host Cache Configuration » Model: Dell BOSS-S1 Adapter
Protocoel Endpoints » Model: Dell HBA330 Mini
VO Fiters 4 Model ISP2812-based 64/32G Fibre Channel to PCle Controller
Networking >
& vmhbag Fibre Channel Online 20:00:34:80:0d: 70:36:¢1 21:00:34:80:0d:70:36:c1 7 7
Virtual Machines >
& vmhba64 Fibre Channel Online 20:00:34:80:0¢1:70:36:¢0 21:00:34:80:0¢:70:36:¢0 0 o
System > & vmhbas Fibre Channel Online 20:00:34:80:0¢ 70:36:¢1 21:00:34:80:04.70:36:c1 0 o
D X
N S Model: Lewisburg SATA AHCI Controller
Virtual Flash >
Alarm Definitions Properties  Devices  Paths
R D 3 Refresh | [ Auach Detach Rename
Pure Storage > Name v LUN ~  Type ~  Capacity v Datastore v Operational State ~  Hardware Acceleration ¥ Drive Type
INFINIDAT NFINIDAT Fibre Channel Disk (naa.6742b0f0000006¢0000000000 1 disk 4547718 [ Oralnfinidat Auached Supported HDD
NFINIDAT Fibre Channel RAID Cir (naa.6742b0f0000006d000000 o array control Not Consumed Anached Not supported HDD
PURE Fibre Channel Disk (naa 624a9370a841b405a3a348ca000118ff) 253 disk 100 MB Not Consumed Attached Supported Flash
PURE Fibre Channel Disk (naa.624a9370a841h405a3a248ca000119 254 disk 1000 TE  Not Consumed Autached Supported Flash
PURE Fibbre Channel Disk (naa.62449370a841b405a3a348¢a00012 251 disk 200078 & OraPure Auached Supportee Flash
PURE Fibre Channel Disk (naa.624a8370a841b405a3a348ca00012a... 252 disk 50000GB  Not Consumed Auached Supported Flash
PURE Fibre Channel Disk {naa624a9370a841b405a3a348ca000130. 250 disk 2000 1B E OrasC2 Attached Supported Flash

FIGURE 21. Site A ESXi Server Storage Adapter

vmware
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B sc2esx09.vslab.local ACTIONS ¥

Summary Monitor Configure Permissions VMs Datastores Netwaorks Updates
Storage v Storage Adapters
+ Add Software Adapter [ Refresh [ Rescan Storage. & Rescan Adapter Remove
Storage Devices Adapter ¥ Type Y Status T Identifier Y Targets Y  Devices
Host Cache Configuration b Model Dell BOSS-S1 Adapter
Protocol Endpeints » Model Dell HBA330 Mini
I/O Filters 4 Model: ISP2812-based 64/32G Fibre Channel to PCle Controller

Networking > <& vmhbad Fibre Channel 20:00:34:80:0c:70:36:¢0 21:00:34:80:0d:70:36:c0 8 7
X . mhbas
Virtual Machines >
& vmhba64 Fibre Channel Online 20:00:34:80:0¢:70:36:c0 21:00:34:80:0d:70:36:c0 o] o

System > G vmhbags Fibre Channel Online 20:00:34:80:0c:70:36:c1 21:00:34:80:0¢:70:36:c1 Q 0

erae N » Modlel: Lewisburg SATA AHCI Controller

Virtual Flash >

Alarm Definitions Properties  Devices  Paths

Skl SRR 2 Refresh Attach 5 Detach [ Rename

Pure Storage > Name ~  LUN v~ Type v Capacity v Datastore v Operational State v Hardware Acceleration ~  Drive Type

INFINIDAT NFINIDAT Fibre Channel Disk (n22.674210f0000006d0000000000 n dlisk 45.47 TB = oralnfinicat Attached Supperted HDD
NFINIDAT Fibre Channel RAID Ctlr (naa.6742b0f0000006d000000... o array control... Net Consumed Attached Not suppoited HDD
PURE Fibre Channel Disk {naa.624a9370a841b40523a348ca000120. - 250 disk 2000 TB @ OrasC2 Auached Supperted Flash
PURE Fibre Channel Disk {naa624a9370a841b405a3a348ca00012... 251 disk 2000 TB @ OraPure Attached Supported Flash
PURE Fibre Channel Disk {naa.624a9270a841b40522a348cal00012a.. 252 disk 500.00 GB Net Consumed Auached Supperted Flash
PURE Fibre Channel Disk (naa.624a9370a841h405a3a348ca000118ff) 253 cdiisk 100 MB Net Consumed Attached Supported Flash
PURE Fibre Channel Disk {naa.624a9370a841h405a3a348ca000119 254 disk 1000 TB Net Consumed Attached Supperted Flash

FIGURE 22. Site A ESXi Server FC Storage Connections

On Site A, on the four-node vSphere cluster, the following VMFS and vSphere Virtual Volumes datastores were created on the
Pure x50 array.

OraSC2 VMFS6 datastore and OraVVOL vSphere Virtual Volumes datastore on Site A were used in this reference architecture.

SC2-DC ACTIONS W

Summary Manitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

Datastore Clusters Datastore Folders J

Name v | Status 1 v | Type ~  Datastore.. ~  Capacity v | Free v

@ E’awinidal ~/ Normal VMFS 6 45.47 7B 4492 TB
ol é O_raSS_2: Yy + Normal  VMFS6 2078 195918
@_Ora_Puri ~/ Normal VMFS 6 50 TB 38771B
¢ :@_OEW_QL - " Normal Wol 8192 1B 8190.83 TB
@ OraTintri ~/ Normal NFS 3 14571 TB 7793 1B

FIGURE 23. Site A Datastores
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In addition, Site A four-node vSphere cluster has a vSAN datastore BCA-SiteC-vSAN.

1 BCA-SiteC ACTIONS Vv
Summary  Monitor  Configure  Permissions  Hosts ~ VMs  Datastores  Networks  Updates

Services v Disk Management

vSphere DRS
@ All12 disks on version 14.0.
vSphere Availability

Configuration v 2 5
& ADDDISKS GO TO PRE-CHECK = Show: By Disk Groups
Quickstart
4 i Disk Group v Disks in Use v State * Health r Type 2 d Fault Domain v Network Partition Group. v Disk Format Version
eneral
Key Provider v [ se2esx09vsiabloca 30f3 Connected Healthy Group 1
VMware EVC
Disk group (52f28ab3-2b92-3078-5¢22-2246. 1
VM/Host Groups =] aroup ( 3 Mounted Healthy Al flash 14
VM/Host Rules > [ sc2esxiG.wshb.local 3073 Connected Healthy Group 1
VM Overrides
scZesxivslzb.local 3 al
/O Filters > B 30f3 Connected Healthy Group 1
Hest Optiens > [ sc2esx12.vsiab.local 303 Connected Healthy Group 1
Host Profile
Licensing ~  ADDDISKs
VSAN Cluster Name v Orive Type v Claimed As v Capacity r Health Rd State '
Supervisor Cluster
: L Local ATA Disk (n22.500080d9111ch347) Flash VSAN Cache 37261GB Healthy Mounted
Trust Authority
Alarm Definitions ) & Local ATA Disk (naa.55cd2e414red(85¢) Flash VSAN Capacity 894.25 GB Healthy Mounted
Scheduled Tasks
&£ Local ATA Disk (naa.55cd2edidfedebbl) Flash vSAN Capacity 804,25 GB Healthy Mounted

Pure Storage Y
Hast Connections

VvSAN ~

Services

FIGURE 24. Site A vSAN Datastore

On Site B, each of the four ESXi servers contains 2 x Emulex LightPulse LPe32000 Gen 6 16/32G PCle Fibre Channel Adapter for
FC storage.

az2esx22.vslab.local ACTIONS ™/
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage v Storage Adapters
+ Add Software Adapter 3 Refresh [ Rescan Storage.. | <& Rescan Adapier Remove
Storage Devices Adapter T  Type ¥  Status ¥ Identifier T  Targets Y  Devices

Host Cache Configuration

Meodlel: Dell BOSS-S1 Adapter
Protocol Endpoints

Modlel: Dell HBA330 Aclapter
/O Filters

4 Model: Emulex LightPulse LPe32000 PCle Fibre Channel Adapter
Networking >
<& vmhbas Fibre Channel Online 20:00:00:10:9b:34:45:71 10:00:00:10:9h:34:45:71 7 3
Virtual Machines >
< vmhba64 Fibre Channel Online 20:00:00:10:90:34:45:70 10:00:00:10:91:34:45:70 [} 0
System > <& vmhba65 Fibre Channel Online 20:00:00:10:91:34:45:7110:00:00:10:91x:34:45:71 o 0
T N » Medel: Lewisburg SATA AHCI Controller
» Model: Ultrastar SN100/SN150 NVMe SSD
Virtual Flash >
Alarm Definitions Properties  Devices  Paths
Scheduled Tasks
3 Refresh Attach Detach Rename
Pure Storage
Name ~ LUN v Type ~  Capacity v Datastore ~  Operational State v Hardware Acceleration ~  Drive Type
NFINIDAT Fibre Channel RAID Ctlr (naa.6742b0f0000006¢00000. . 0 array contro. Not Consumed Attached Not supported HDD
PURE Fibre Channel Disk (naa624a9370fabf667e849b44¢500011 253 cisk 100 MB Net Consumed Attached Supported Flash
PURE Fibre Channel Disk (naa.624a2370fabf667e849h44c50004... 254 disk 3000 TB E AZ2-OraPu..  Auached Supported Flash

FIGURE 25. Site B ESXi Server Storage Adapter
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[ az2esx22.vslab.local ACTIONS v

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage v Storage Adapters
+ Add Software Aclapter 3 Refresh [ Rescan Storage.. | < Rescan Acapter Remove

Storage Devices Adapter ¥ Type ¥ Status T Identifier Y Targets Y  Devices

Host Cache Configuration » Modek Dell BOSS-51 Adapter

Pretocol Endpeints » Model: Dell HBA330 Adapter

I/G Filters 4 Moclel: Emulex LightPulse LPe32000 PCle Fibre Channel Adapter
Networking > & vmhbad Fibre Channel Online 20:00:00:10:9:34:45:70 10:00:00:10:9:34:45:70 8 3

Online 7
Virtual Machines >
& vmhba64 Fibre Channel Online 20:00:00:10:9h:34:45:70 10:00:00:10:9b:34:45:70 0 [
System > & vmhba5 Fibre Channel Online 20:00:00:10:95:34:45:71 10:00:00:10:9b:34:45:71 0 0
Hardware N b Modek: Lewisburg SATA AHCI Controller
» Model: Ultrastar SN100/SN150 NVMe SSD

Virtual Flash >

Alarm Definitions Properties Devices Paths

Scheduled Tasks

&3 Refresh | Attach Detach Rename
Pure Storage >
Name v LUN v Type v Capacity v Datastore ~  Operational State ¥ Hardware Acceleration v Drive Type
NFINIDAT Fibre Channel RAID Ctlr (naa 6742b0f000000Bd00000.. O array contro... Not Censumed Attached Not supportec! HOD
PURE Fibre Channel Disk (naa624a9270fabf667e849b44c50001 253 dlisk 100 MB  Not Consumed Attached Supported Flash
PURE Fibre Channel Disk (naa.624a9370fabf667e849b44c50004.. 254 disk 300078 & AZ20raPu..  Attached Supported Flash

FIGURE 26. Site B ESXi Server FC Storage Connections

On Site B, on the three-node vSphere cluster, the following VMFES and vSphere Virtual Volumes datastores were created on the
Pure x50 array.

AZ20raPure VMFS6 datastore and AZ20raVVOL vSphere Virtual Volumes datastore on Site B were used in this reference architecture.

AZQ’DC ACTIONS VvV

Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

Datastore Clusters Datastore Folders

Nline_T -

v Status v Type ~  Datastore.. v  Capacity v  Free
(/@ AZ2-OraPure N ~/ Normal VMFS 6 307TB 2984 71B
N B8 AZ20ra\NOL, +/ Normal wol 8192 TB 8192 1B

~ -

—_——

FIGURE 27. Site B Datastores

vmware
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In addition, Site B three-node vSphere cluster also has a vSAN datastore AZ2-vSAN.

AZ2BCAT ACTIONS v
Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Services ~ Disk Management

vSphere DRS

UPGRADE |
vSphere Availability —_—
Configuration v
Quickstart CLAIM UNUSED DISKS ~ ADD DISKS GO TO PRE-CHECK ~ *** Show
General
Disk Group r Disks in Use ¥ State v Health v Type v Fault Domain r Network Partition Group v Disk Fori
Key Provider
VMware EVC > [ az2esx22vsab.local 90of9 Connected Unhealthy Group 1
VM/Host Groups
> [ ez2esx23.vsiebllocal 40f5 Connected Healthy Group 1
VM/Host Rules
VM QOverrides v [ ez2esx24.vslab.local 40f5 Connected Healthy Group 1
/O Filters
. B Disk group (524b0c5c-a7bf-c605-27b4-b041.. 4 Mounted Healthy All flash 6
Host Options
Host Profile
ADD DISKS
Licensing M
AN Cilioas Name r Drive Type v Claimed As b Capacity v Health v State
Supervisar Cluster (O & Local SAMSUNG Disk (naa.500253824839528... Flash VSAN Cache 372.61GB Heaithy Mounted
Trust Authority
() & Local ATA Disk (naa.S5cd2e414e37152f, Flash SAN Capacit 894.25 GB Health Mounted
Alarm Definitions Y = i ) v pacty Y N
Scheduled Tasks () £ Local ATA Disk (naa.55cd2e414e37154d) Flash VSAN Capacity 89425 GB Healthy Mounted
VSAN v .
(0 & Local ATA Disk (naa.55cd2e414e371556) Flash VSAN Capacity 894.25 GB Heaithy Mounted
Services

FIGURE 28. Site B vSAN Datastore

Pure Storage Plugin for VMware vSphere Client

The Pure Storage Plugin for the vSphere client enables VMware users to have insight into, and control of, their Pure Storage FlashArray
environment while directly logged into the vSphere client.

The Pure Storage Plugin extends the vSphere client interface to include environmental statistics and objects that underpin the VMware
objects in use and to provision new resources as needed.

Learn more about installing the Pure Storage Plugin for the vSphere client.
Pure Storage Plugin details are shown below:

PURESTORAGE Settings

System Network Users Software

B > software

vSphere Plugin =
vCenter Host 10128138123
Administrator User administrator@vsphere.local

Administrator Password
Version on vCenter 440

Avallable Version 431

Uninstall

Settings

FIGURE 29. Pure Storage Plugin Details
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VMware vCenter and Pure Storage Plugin:

vm vSphere Client

@G} Home

% Shortcuts

Hosts and Clusters
VMs and Templates
Storage

Q Networking

Content Libraries
o Workload Management

[E Global Inventory Lists

Policies and Profiles
@ Auto Deploy
@ Hybrid Cloud Services

<[> Developer Center

& Administration

Tasks
[g Events
¢? Tags & Custom Attributes

O Lifecycle Manager

[®) vRealize Operations
(> DRaa$
@ Site Recovery

Pure Storage

vmware

 PuRESTORAGE

[ -+ ADD ‘ 2 EDIT ‘ - REMOVE ] [ @ REGISTER STORAGE PROVIDER | %] IMPORT PROTECTION GROUPS
Array Alias JON ¢ Array URL
° wdc-tsa-pure-01 https://10.128.136.60
Load Purel Tags Volume Groups

+ CREATE VOLUME GROUP

vvol Q.

B3 vvol--vSphere-HA-4d3e9f32-vg
B3 vvol--vSphere-HA-a44¢9013-vg

B3 vvol-vvolrac2-e8777402-vg

FIGURE 30. VMware vCenter and Pure Storage Plugin
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Once the plugin is installed, from the VM Oracle19¢-OL8-VVOL view and summary tab, there is a FlashArray widget box indicating
whether or not the VM has undelete protection. Undelete protection means that there is currently a FlashArray snapshot of the VM’s
config-virtual volumes.

% Oracle19c-OL8-VVOL " p B ACTIONS ¥

Summary Monitor Ceonfigure Permissions Datastores Networks Snapshots Updates

Guest OS: Oracle Linux 8 (64-bit)
Compatibility: ESXi 7.0 and later (VM version 17)
VMware Toels:  Running. version:11296 (Guest Managed)

MORE INFQ
DNS Name: oracle19¢c-ol8-vvol.corp.localdomain
IP Addresses: 10.128.140.102
Host: 10.128.136.128
LAUNCH WEB CONSOLE
LAUNCH REMOTE CONSOLE @ 0 @
VM Hardware ~ Notes
> CPU 12 CPU(s)
Custom Attributes
> Memory L] 128 6B. 128 GB memory active
Ziard disk BUCE VM Storage Policies
Total hard disks 5 hard disks
> Network adapter 1 TSA-WDC-70B-PG1403 (connected) vSphere HA
CD/DVD drive 1 Disconnected 4G v
FlashArray
> Video card 8 MB SRR L
TN S
VMCI device Device on the virtual machine PCI bus that provides support for the virtual machine P JSVTRTUAL VOLUMES ~ < N
communication interface I Al
“ . Undelete Protection @ @ (No snapshot found) Snapshot now... . ¥
> Other Additional Hardware S —— <
et T T o
Compatibility ESXi 7.0 and later (VM version 17)
Edit Settings...
FIGURE 31. Undelete Protection Widget
: B . .
Navigate to VM Oracle19¢-OL8-VVOL’s Configure tab to see virtual volumes on Pure Storage.
& Oracle19c-OL8-VVOL LI - ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Settings v
Virtual Volume
VM SDRS Rules
VvApp Options
4 IMPORT DISK... | £ RESTORE DELETED DISK... + CREATE SNAPSHOT | £* OVERWRITE DISK...
Alarm Definitions
Scheduled Tasks Name 5 f Virtual Device Y size Ty Datastore X Array ", Volume
Policies
VMware EVC Hard disk 1 SCSI(0:0) 80.0GE TSA-Pure-VVOL-SC-DS wdc-tsa-pure-01 vvel-Oraclel9c-OL8-VVOL-0b4146e3-vg/Data-20c34be7
Guest User Mappings Hard disk 2 scsio 80.0 GB TSA-Pure-VVOL-SC-DS wdc-tsa-pure-01 wvel-Oraclel9c-OL8-VVOL-Obd146e3-vo/Data-c5520187
Eure Storoge i Hard disk 3 SCSI (1:0) 100.0 GB TSA-Pure-VVOL-SC-DS wdc-tsa-pure-01 wvol-Oraclel9¢-OL8-VWOL-0b4146e3-vg/Data-57b48797
© Herddisk4 SCSI (2:0) 1078 TSA-Pure-VVOL-SC-DS wdc-tsa-pure-01 wvol-Oraclel9¢c-OL8-VVOL-0b4146e3-vg/Data-03dectb2
Hard disk 5 SCs1(2:0) 250.0 GB TSA-Pure-VVOL-5C-DS wc-tsa-pure-01 vvol-Oracle19e-OL8-VVOL-0b4146e3-vg/Data-efelc0bO
VM home : 40GB TSA-Pure-VVOL-SC-DS wdc-tsa-pure-01 vvol-Oraclel8c-OL8- WV OL-Ob41d6e3-vg/Config-950dc3ea

FIGURE 32. Virtual Volumes on Pure Storage
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The Pure Storage Plugin enables the following operations:

» Import disk — to import a virtual disk (vVol)

» Restore deleted disk — to restore a destroyed vVol
» Create snapshot - to take a snapshot

» Overwrite disk — to overwrite an existing vVol

Learn more about Pure Storage Plugin operations.

Virtual Machine and Oracle Configuration
Two single-instance VMs were created on Site A as follows:

« VM Oracle19c¢c-OL8
* VM Oracle19¢c-OL8-RMAN

Each VM was created with the following tools or characteristics:

« VM version 19 on ESXi 7.0 U2

» Guest operating system Oracle Enterprise Linux 8.3 UEK

- Oracle Grid and RDBMS binaries version 19.8

« ASM disk group for Oracle Grid Infrastructure Management Repository (GIMR) named MGMT_DATA
- Different names for DATA and FRA ASM disks on VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN

- On VM Oracle19¢-OL8, ASM diskgroup DATA_ DG contains a ASM disk DATA_01 and ASM diskgroup
FRA_DG has a ASM disk FRA_O1

- On VM Oracle19¢c-OL8-RMAN, ASM diskgroup RMAN_DATA_DG contains a ASM disk RMAN_DATA_O1
Storage for both VMs Oracle19¢-OL8 and Oracle19¢-OL8-RMAN was provisioned on the VMFS datastore OraSC2.for all use cases

except for storage-based replication using vSphere Virtual Volumes, these two VMs were provisioned on the vSphere Virtual Volumes
datastore OraVVOL.

The use cases for application-based replication and VMware-based replication (VMware Site Recovery Manager with VMware vSphere
Replication) can be applied to virtual machines with storage on any VMware datastore (NFS, VMFS, VSAN, vSphere Virtual Volumes).

Details for VM Oracle19c-OLS8 are as follows:

+ 12 vCPUs with 128GB RAM
» Oracle SGA set to 96GB with traditional HugePages and PGA set to 6GB
+ VM hosts both Oracle Grid and RDBMS 19.8 multi-tenant production database vvol19c¢ with a pluggable database pdb1
» 3 ASM disks groups:
- MGMT_DATA for Oracle Grid Infrastructure Management Repository (GIMR) with ASM disk MGMT_DATAO1
- DATA_DG for data and redo log files with ASM disk DATA_01
- FRA_DG for archive logs files with ASM disk FRA_01
« VM network adapter is connected to port group APPS-1614 and assigned an |IP address 172.16.14.45

All Oracle on VMware platform best practices were followed as per the
VMware Hybrid Cloud Best Practices Guide for Oracle Workloads.
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& Oracle19¢-0OL8 02 & @& | actonsv
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest O5; Qracle Linux 8 (64-bit)
Compatibility: ESXi 7.0 U2 and later (VM version 19)
VMware Tools:  Running, version: 11296 {(Guest Managed)

MORE INFO
DNS Name: oracle19c-ol8-vvol.corp.localdomain
IP Addresses: 172.16.14.45
Host: sc2esxl2.vslab.local
LAUNCH WEEB CONSOLE
LAUNGCH REMOTE CONSOLE @ A @ E,'E|
VM Hardware ~
> CPU 12 CPU(s)
> Memory D 128 GB, 1.28 GB memory active
> Hard disk 1 8C GB
Total hard disks 5 hard disks
> Network adapter 1 APP5-1614 {connected)
CD/DVD drive 1 Disconnected 9 v
> Video card & MB
VMCI device Device cn the virtual machine PCI bus that provides support for the virtual
machine communication interface
> Other Additional Hardware
Compatibility ESXi 7.0 U2 and later (VM version 19)

FIGURE 33. VM Oracle19¢c-OL8 Summary

VM Oracle19¢c-0OL8 VMDKs are shown below. All SCSI controllers are set to VMware Paravirtual SCSI Controller type.

Hard disks 5 total | 1.5 TB

> Hard 80 GB | SCSI(0:0)

disk 1 %

> Hard 80 GB | SCSIO:1)

disk 2 -

> Hard 100 GB | SCSI(1:0)

disk 3 -

> Hard 1024 GB | SCSI(2:0)

disk 4 v

> Hard 250 GB | SCSI(3:0)

disk 5 -
> SCSI controller O VMware Paravirtual
> SCSI controller 1 VMware Paravirtual
> SCSI controller 2 VMware Paravirtual
> SCSl controller 3 VMware Paravirtual

FIGURE 34. VM Oracle19¢c-OL8 VMDKs
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VMKD details:

» Hard Disk 1 - 80GB for operating system
» Hard Disk 2 - 80GB for Oracle Grid and RDBMS binaries

» Hard Disk 3 - 100GB for Oracle Grid Infrastructure Management Repository (GIMR) (Management Database (MGMTDB)) (ASM Disk
Group MGMT_DATA)

» Hard Disk 4 — 1TB for database vvol19c data and redo log files (ASM Disk Group DATA_DG)
» Hard Disk 5 — 250GB for database vvol19c¢ archive logs files (ASM Disk Group FRA_DG)

Oracle ASM disk group details:

Reg mir_ free MB

FIGURE 35. Oracle ASM Disk Group

Hard Disk 4 (1TB) details are shown below:

v Hard disk 4 1 TB ~
Maximum Size 20.59TB
VM storage policy Datastore Default v
Type Thin Provision
Sharing No sharing v
Disk File " is&&@ r;c\e_19:»(; L;&Qeéc._ofs_'s@ap
Shares NormaT v_ - __ ______ v
Limit - IOPs Unlimited v
Disk Mode Dependent v
Virtual Device Node SCSlcontroller 2 v SCSK2:0) Hard disk 4 v

FIGURE 36. Hard Disk 4 (1TB)
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VM Oracle19¢c-OL8-RMAN details are as follows:

« 12 vCPUs with 128GB RAM
« Oracle SGA set to 96GB with traditional HugePages and PGA set to 6GB

« VM hosts both Oracle Grid and RDBMS 19.8 multi-tenant production database rmandb with a pluggable database pdb1 for
Oracle RMAN catalog purpose and an xfs file system /rman for holding Oracle RMAN backups

« 2 ASM disks groups
- MGMT_DATA for Oracle Grid Infrastructure Management Repository (GIMR) with ASM disk MGMT_DATAO1
- RMAN_DATA_DG for data, redo log files and archive log files with ASM disk RMAN_DATA_0O1

« VM network adapter is connected to port group APPS-1614 and assigned an IP address 172.16.14.46

All Oracle on VMware platform best practices were followed as outlined in
VVMware Hybrid Cloud Best Practices Guide for Oracle Workloads.

& Oracle19¢c-OL8-RMAN 02 & @ ACTIONS Vv

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest OS: Oracle Linux 8 {(64-bit)
Compatibility: ESXi 7.0 U2 and later (VM version 19)
VMware Tools: Running, version:11296 (Guest Managed)

MORE INFO
DNS Name: oracle19¢c-ol8-vvol-rman.corp.localdomain
IP Addresses: 172.16.14.46
Host: sc2esx12.vslab.local
LAUNCH WEB CONSOLE
LAUNCH REMOTE consoLe @D 0 @ QE'
VM Hardware ~
> CPU 12 CPU(s)
> Memory D 128 GB, 15.36 GB memory active
> Hard disk 1 100 GB
Total hard disks 5 hard disks
> Network adapter 1 APPS-1614 (connected)
CD/DVD drive 1 Disconnected G v
> Video card 4 MB
VMCI device Device on the virtual machine PCl bus that provides support for the virtual

machine communication interface

v

Other Additional Hardware

Compatibility ESXi 7.0 U2 and later (VM version 19)

FIGURE 37. VM Oracle19¢-OL8-RMAN Summary
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VM Oracle19¢c-OL8-RMAN VMDKs are shown below. All SCSI controllers are set to VMware Paravirtual SCSI Controller type.

Hard disks Stotal |15 TB

> Hard 80 GB | SCSI(0:0)

disk 1 -

> Hard 80 GB | SCSI(01)

disk 2 -

> Hard 100 GB | SCSI(1:0)

disk 3 4

> Hard 250 GB | SCSI(2:0)

disk 4 -

> Hard 1024 GB | SCSI(3:0)

disk 5 -
> SCSl controller 0 VMware Paravirtual
> SCsl controller 1 VMware Paravirtual
> SCSl controller 2 VMware Paravirtual
> SCsl controller 3 VMware Paravirtual

FIGURE 38. VM Oracle19¢c-OL8-RMAN VMDKs

VMDK details:

» Hard Disk 1 - 80GB for operating system
» Hard Disk 2 - 80GB for Oracle Grid and RDBMS binaries

» Hard Disk 3 - 100GB for Oracle Grid Infrastructure Management Repository (GIMR) (Management Database (MGMTDB)) (ASM Disk
Group MGMT_DATA)

» Hard Disk 4 - 250GB for Oracle Database rmandb database, redo log and archive log files (ASM Disk Group DATA_DG)
» Hard Disk 5 — 1TB for XFS filesystem /rman mount point for storing physical RMAN backups

Oracle ASM disk group details:

FIGURE 39. Oracle ASM Disk Group

A two-node Oracle RAC was created on Site A as follows:

« VM pracl19ocl
* VM pracli9c2

The basic steps for a RAC deployment on VMware can be found in

Oracle VMware Hybrid Cloud High Availability Guide Reference Architecture.

For simplicity, and for sake of illustration, the RAC cluster was created with one shared VMDK.
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Storage for the Oracle RAC prac19c VMs was provisioned on the VMFS datastore OraSC2 for all use cases except storage-based
replication using vSphere Virtual Volumes. Oracle RAC prac19¢c VMs were provisioned on the vSphere Virtual Volumes datastore
OraVVOL.

The use cases for application-based replication and VMware-based replication (VMware Site Recovery Manager with VMware vSphere
Replication) can be applied to virtual machines with storage on any VMware datastore (NFS, VMFS, VSAN, vSphere Virtual Volumes).

Details of Oracle RAC VMs prac19c¢1 and prac19c2 are as follows:

» 12 vCPUs with 128GB RAM
» Oracle SGA set to 96GB with traditional HugePages and PGA set to 6GB
« VM hosts both Oracle Grid and RDBMS 19.8 multi-tenant production database vvol19c¢ with a pluggable database pdb1

» For purposes of simplicity and illustration, one ASM disk group was created (DATA_DG) housing all data files, control files, redo log
files, archive log files, CRS and vote disks.

» Separate ASM disk groups are recommended for the RAC and database components as a best practice. Refer to Oracle VMware
Hybrid Cloud High Availability Guide for more information.

« VM pracl19cl public network adapter is connected to port group APPS-1614 and assigned an IP address 172.16.14.191. The private
network adapter is connected to port group APPS-1605 and assigned an IP address 192.168.14.191

« VM prac19c2 public network adapter is connected to port group APPS-1614 and assigned an IP address 172.16.14.192. The private
network adapter is connected to port group APPS-1605 and assigned an IP address 192.168.14.192

All Oracle on VMware platform best practices were followed as described in
VVMware Hybrid Cloud Best Practices Guide for Oracle Workloads.

Oracle RAC prac19c VM'’s VMDKs are shown below. All SCSI controllers are set to VMware Paravirtual SCSI Controller type:
« Two non-shared VMDKs
- Hard Disk 1 80GB for Operating System with disk mode Dependent
- Hard Disk 1 80GB for Oracle Grid Infrastructure and RDBMS binaries with disk mode Dependent
« One shared VMDK (500 GB) with multi-writer attribute and disk mode Independent-Persistent for RAC cluster

Details of the shared VMDK with multi-writer flag and disk mode Independent-Persistent are shown below:

Edit Settings  practoc X Edit Settings ~ pracioc2 X
Virtual Hardware VM Options Virtual Hardware VM Options
ADD NEW DEVICE ¥ ADD NEW DEVICE ¥
> CPU S ) > CPU 8 v @
> Memory 3 v GB v > Memory 32 v GB v
> Hard disk 1 80 6B v > Hard disk 1 80 [
> Hard disk 2 80 [

> Hard disk 2 80 GB v

Maximum Size 19.28 T8

« EZTvmdk Maximum Size 1928 T8
i HIsmas polley DetastoreDefallcy, £ shar_mg Is storage policy Datastore Default ¥

TS Multi-writer e O

i -~
i ( Thick rovision Eager zeroed™ /' Tye ¢ ThickProvision Eager Zereed ™)

~ = ~ - _ -
Sharing m‘”’“:__:_ _ Sharing MR- — ==
e e e — e mmmmm e ———

Disk File ~ [Crasca)procioai/pracioc 2vmax " - —_————— Bk = — = === L [omscalprectocyprocio 2ymdk . o=
Sheres Normali= 1000 ¥ Shares Normal v
Limit - 10Ps Uniimited v — P —

Disk Mode Disk Mode Independen: - Persistent v

Virtual Device Node

Virtual Device Node

\ Same SCSI

Controller Position

FIGURE 40. Oracle RAC prac19c Shared VMDK Details
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Details of the RAC public network and private interconnect are shown below:

SERVER praci9ci praci9c2 PORTGROUP

P 172.16.14.191 172.16.14.192

Public FDQN prac19cl.vslab.local prac19c2.vslab.local APPS-1614

Public IP 172.16.14.191 172.16.14.192

Private FDQN prac19cl-privi.vslab.local prac19c2-privl.vslab.local APPS-1605

Private IP 192.168.14.191 192.168.14.192

VIP FDQN prac19ocl-vip.vslab.local prac19c2-vip.vslab.local APPS-1605

VIP IP 172.16.14.193 172.16.14.194

SCAN praci9c-scan.vslab.local

172.16.14.195

172.16.14.196

172.16.14.197

TABLE 6. Oracle RAC Public and Private Network Details

e A

6 praciact HACE @R it & pracl9c2 oo @ AcTions ¥

SUmmSly I MenitorN Conligiine SRR Pernifiiods NN Datestores IR etvorks IS Sospdliots g Updares Summary  Monitor  Configure  Permissions  Datastores  Netwarks — Snapshots  Updates
Guest OS: Oracle Linux 7 (64-bit)

Gue:

Oracle Linux 7 (64-bity

Compatibiity:  ESXI 7.6 and later (VM version 17)
VMware Tools:  Running, version 11269 (Guest Managed)
MORE INFO

Compatibility:  ESXi 7.0 and later (VM version 17)

VMware Tools: Running, version:11269 (Guest Managed)
MORE INFO

DNS Name: pract9ct vslab loca! DNS Neme:

IP Addresses.  172.16.14.191

praciac2 vsleb jocel
IP Addresses:  172.16.14.192
3 VIEW AL § IP ADDRESSES
LAUNCH WES CONSOLE . i T N G VIEW ALL 5 1P ADDRESSES
ost: sc2esxi0vslab oc2 .
LauNcH REMoTE consate (@ Launch REmOTE consoLe D HO Flspdlzianioc

dru 4%

VM Hardware Ey VM Hardware ~
> cPU 12 CPU(s) > CPU 12 CPU(s)
> Memory 1] 128 @B, 16.54 GB memory active > Memory [l 128 6B, .52 6B memory active
> Hard disk 1 80 GB > Hard disk 1 80 GB
Total hard disks 3 hard disks / Public Interface Total hard disks 3 hard disks
—_————— -
> Network adapter 1 € _APPS-16W (connecteg™ > Network acapter 1 Capps-1614 onnected)
e =T
> N FPPe1508 wonnesT : Network adapter 2 S TEOS tconnected
etwork adapter 2 ¢ APPs1E0s cennecie® ——— Private Interconnect <— clwnrk adapler e connected), s
~< = o =
CD/DVD drive 1 Disconnected LR CO/DVD drive 1 Disconnéted G
> Video eard amB > Video card 8MB
VMCI device Device an the virtual machine PCI bus that provides support for the virtua VMCI device Device on the virtual machine PCI bus that provides support for the virtual
machine communication interface machine communication interface
5 Other AdeTtional isrdere > Other Additional Hardware:
Compatibility E$X1 7.0 and later (VM version 17) Compatibility ESXI 7.0 and later (VM version 17)

FIGURE 41. Oracle RAC prac19c Public Network and Private Interconnect
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Details of the RAC public network, private interconnect, VIP and HAIP |P address are shown below:

FIGURE 42. Oracle RAC prac19c Networking Details
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Details of the RAC cluster services are shown below:

ONLINE
ONLINE
NLINE

etl.asmr rk
ONLINE

ONLINE ONLINE )] ] NLIN ONLINE

ONLINE ON p pen , H 1 o o ONLINE
ONLINE (¢ p )] H( 0 2 ONLINE
INE ONLINE pracl9c STABL: ONLINE

NLINE ONLINE S 3 INE ONLINE

ONLINE ONLINE 5 ) 1 N ONLINE

ONLINE ONLINE sracloe NLIN ONLINE

ONLINE ILINE

FIGURE 43. Oracle RAC prac19c Cluster Services

For the Oracle Data Guard use case, two VMs were created with one VM on Site A and one VM on Site B as follows:

+ VM Oracle19¢-OL8-Primary on Site A with IP address 172.16.14.50
« VM Oracle19c-OL8-Standby on Site B with IP address 172.16.14.51

Each VM was created with the following tools or characteristics:

« VM version 19 on ESXi 7.0 U2
» Guest operating system Oracle Enterprise Linux 8.3 UEK
« Oracle Grid and RDBMS binaries version 19.12

» For sake of simplicity and illustration, one ASM disk group was created called DATA_ DG which houses all the data files, control files,
redo log files and archive log files. Creating separate ASM disk groups for these components is recommended as a best practice.
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Storage for VM Oracle19¢c-OL8-Primary was provisioned on the VMFS datastore OraPure. Storage for VM Oracle19c-OL8-Standby
was provisioned on the NFS datastore AZ2-TINTRI-EC6090.

Details for VM Oracle19c-OL8-Primary are as follows:

« 8 vCPUs with 32 GB RAM
» Oracle SGA set to 16B with traditional HugePages and PGA set to 6GB
» VM hosts both Oracle Grid and RDBMS 19.12 multi-tenant production database ora19c¢ with a pluggable database pdb1

» For the sake of simplicity and illustration, one ASM disk group was created called DATA_DG which houses all the datafiles,
control files, redo log files and archive log files. Creating separate ASM disk groups for these components is recommended
as a best practice.

« VM network adapter is connected to port group APPS-1614 and assigned an |P address 172.16.14.50

All Oracle on VMware platform best practices were followed as described in
VMware Hybrid Cloud Best Practices Guide for Oracle Workloads.

& Oracle19c-OL8-Primary 0 & @ | actonsv

Summary Maniter Configure Permissions Datastores Networks Snapshots Updates

Guest OS: Qracle Linux & (64-bit)

Compatibility:  ESXi 7.0 and later (VM version 17)

VMware Tools:  Running, version:11328 (Guest Managed)
MORE IMFQn — — — _

DNS Name: = SraclelSc-ol8-primary.vsiab 1o

|P Addressed ~1721614.50 -

-

Host s TvSRsTen T T

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ (_\ @ E!il

VM Hardware

> CPU 8 CPU(s)
> Memory [ 22 cB, 0.64 6B memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1614 (connected)
CD/DVD drive 1 Disconnected %
> Video card 8MB
VMCI device Device on the virtual machine PCI bus that provides support for the virtual machine
communication interface
> Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)
Edit Settings

Related Objects

Cluster (D) aca-sitec

Host El sc2esxi2.vslab.local
Networks (B APPS-1614

Storage B orapure

FIGURE 44. Primary Database VM Oracle19C-OL8-Primary
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Details of VM Oracle19¢c-OL8-Standby are as follows:

» 8 vCPUs with 32 GB RAM
» Oracle SGA set to 16B with traditional HugePages and PGA set to 6GB
» VM hosts both Oracle Grid and RDBMS 19.12 multi-tenant standby production database oral9c with a pluggable database pdb1

» For sake of simplicity and illustration, one ASM disk group was created called DATA_ DG which houses all the datafiles, control files,
redo log files and archive log files. Creating separate ASM disk groups for these components is recommended as a best practice.

« VM network adapter is connected to port group APPS-1810 and assigned an |IP address 172.18.10.51

All Oracle on VMware platform best practices were followed as outlined in
VMware Hybrid Cloud Best Practices Guide for Oracle Workloads.

& Oracle19¢-OL8-Standby O & @ | acronsv

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guesl 0S: Oracle Linux 8 (84-bil)

Compalibility:  ESXi 7.0 and later (VM version 17)

VMware Tools:  Running, version:11328 (Guest Managec)
"‘ﬂmm- S =~ 8

DNS Name: o oracle19c-ol8-slandby.vslab.local Y

P Addresses® ~172,1810.51 )

Host: azzesx2vsTab e~
LAUNCH WEB CONSOLE

LAUNCH REMOTE coNsoLE (D (_\ f{‘g}

VM Hardware

> CPU 8 CPU(s)
> Memory ﬂ 32 GB, 0.32 GB memory active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 APPS-1810 (connected)
CD/DVD drive 1 Disconnected b
> Video card 8 MB
VMCI device Device on the virtual machine PCI bus that provides support for the virtual machine

communicalion interface

Other Addilional Hardware

Compatibility ESXi 7.0 and laler (VM version 17)

Related Objects

Cluster (h az2BCAN
Hest [] azzesx24.vsiablocal
Networks ) APPS-1810
Storage B AZ2-TINTRI-EC6090

FIGURE 45. Physical Standby VM Oracle19C-OL8-Standby
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VMware Site Recovery Manager with vSphere Replication and
VMware Site Recovery Manager with Array Based Replication

The Site Recovery Manager and vSphere Replication Appliance information Site Pair Summary for Site A and Site B are as shown below:

vCenter Server: sc2wvcO3.vslab.local [7  az2wvcOlvslab.ocal [7]
vCenter Version: 7.0.2,17958471 7.0.2,17920168

vCenter Host Name: sc2wve03.vslab.local@43 az2wvcOlvslab.local: 443
Platform Services Controller:  sc2wvc03.vslab.local:{143 az2wvcOl.vslab.local:443

Site Recovery Manager

) Protection Groups:1 [ Recovery Plans:1

- - -
+ Name L Primary_site_dename (  OR.Site pename
e . -

Server SAMSCIDCOLYslab.local443 ACTIONS v srmaz201.vslab.local443 ACTIONS v

Version 84.0,1791319 8.4.0,17913191

> com ymware. vcDr-onprem com.ymware.veDr-onprem

Legged in as VSPHERE.LOCAL\Administrator VSPHERE.LOCAL\ACmInistrator

Remote SRM connection  Connected + Connected

vSphere Replication

[®) Replicated VMs from Primary_Site:0  [f) Replicated VMs from DR_Site:0

~ Name Primary_Site DR_Sile:
Server VRSC2DCOLvslablocal:8043 ACTIONS v VRAZ201vslab local:B043 ACTIONS v
Version 8.4.0.9813, 17913754 8.4.0.9813, 17913754
Domain Name / 1P VRSC2DCO1vslablocal VRAZ201vslab local
Remote VR connection + Connected + Connected

FIGURE 46. Site A and Site B Pairing Summary

The network mappings, folder mappings, resource mappings and placeholder datastore mappings must be setup for both use
cases below:

- Site Recovery Manager with vSphere Replication
« Site Recovery Manager with array-based replication (LUN OR vVOL level)

The network-mapping port groups between Site A and Site B is as shown below:

NETWORK SOURCE SITE PORT GROUP DESTINATION DESTINATION TEST DESTINATION
SITE NETWORK RECOVERY NETWORK

Public Network Site A APPS-1614 Site B APPS-1810 APPS-1810

Private Site A APPS-1605 Site B APPS-1809 APPS-1805

Interconnect

Public Network Site B APPS-1810 Site A APPS-1614 APPS-1614

Private Site B APPS-1805 Site A APPS-1605 APPS-1605

Interconnect

TABLE 7. Network-Mapping Details between Site A and Site B
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The network-mapping for protected site public network APPS-1614 to recovery site recovery network APPS-1810 is as shown below.
The recovery site test network is also APPS-1810.

Network Mappings

sc2wvecO3.vslab.local | az2wvcOi.vslab.local
NEW EDIT DELETE
sc2wvcD3.vslab.local T r Recovery Network ¥ Reverse Mapping r Test Network
& apps 1605 & arpsi8os Yes & aPps 1809
@ APPS-1614 & APPS-1810 Yes (& APPS-1810

8 ' 1 exporT~

IP Customization

Site sc2wved3.vslab. local az2wvedvslab local
Network APPS-1614 APPS1810

Subnet 172.16.14.0 17218100

Subnet mask 255.255.255.0 255.250.205.0
Range start 172.16.14.0 17218100

Range end 172.16.14.255 17218.10.255

Network settings to be applied to the recovery site network

Gateway 17218104
DNS addresses 172.16.31.6; 172.16.31.7
DNS suffixes vslab.local

Primary WINS server

Secondary WINS server

FIGURE 47. Network Mapping Between Site A and Site B for Planned Recovery Use Case

The network mapping for protected site private interconnect network APPS-1605 to recovery site recovery network APPS-1805 is as
shown below. The recovery site test network is APPS-1809.

Network Mappings

NEW EDIT DELETE
se2wve03.vslab.local Ty Recovery Network T Reverse Mapping T Test Network
(2) APPS-1605 2y APPS-1805 Yes (%) APPS-1809
& APPS-1614 &) APPS-1810 Yes & APPS-1810

B ' 11 exPoRrT~

IP Customization

Site sc2wvel3.vslab.local az2wvcbivslablocal
Network APPS-1605 APPS-1805

Subnet 192.168.14.0 192.168.11.0

Subnet mask 250.200.250.0 205.255.255.0
Range start 192.168.14.0 192.168.14.0

Range end 192.168.14.250 192.168.14.205

Netwaork settings to be applied to the recovery site network

Gateway
DNS addresses 172.16.31.6; 172.16.31.7
DNS suffixes vslab local

Primary WINS server

Secondary WINS server

FIGURE 48. Network Mapping Between Site A and Site B for Test Recovery Use Case
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The network mapping for recovery site public network APPS-1810 to protected site recovery network APPS-1614 is as shown below.
The recovery site test network is APPS-1614.

Network Mappings

NEW EDIT DELETE
azawvcOl.vslab.local O 4 Recovery Network v Reverse Mapping v Test Network T IP Customization
& APPS-1805 & APPS-1605 Yes £ APPS-1605 Yes
2 APPS-1810 {2y APPS-1614 Yes (2 APPS-1614 Yes
1 (I} EXPORT v
IP Customization
Network APPS-1810 APPS-1614
Subnet 172.18.10.0 172.16.14.0

Subnet mask
Range start

Range end

255255 255.0
17218100
1721810 255

255.255.255.0
17216140
1721614 255

Network settings to be applied to the recovery site network

Gateway 172.16.14.1
DNS addresses 172.16.31.6; 172.16.31.7
DNS suffixes vslab.local
Primary WINS server

Secondary WINS server

FIGURE 49. Network Mapping Between Site B and Site A for Planned Recovery Use Case

The network mapping for recovery site private interconnect network APPS-1805 to protected site recovery network APPS-1605 is as
shown below. The recovery site test network is APPS-1605.

Network Mappings
[sczmveos vatan iocar |

NEW EDIT DELETE

az2wveOl.vslab.local T r Recovery Network T Reverse Mapping T Test Network T IP Customization
(2 APPS-1805 (2 APPS-1605 Yes ) APPS-1605 Yes

& APPS 1810 &) APPS 1614 Yes & APPS 1614 Yes
1 (1] EXPORT v

IP Customization

Site az2wvcOl.vslab local sc2wveD3.vslab.local
Netwaork APPS-1805 APPS-1605
Subnet 192.168.14.0 192.168.14.0
Subnet mask 255.55.255.0 255.255.955.0
Range start 192.168.14.0 192.16814.0
Range end 192.168.14.255 192.168.14.255

Network settings to be applied to the recovery site network
Gateway
DNS addresses 1/2.16.31.6,1/2.16.31./
DNS suffixes vslab.local
Primary WINS server

Secondary WINS server

FIGURE 50. Network Mapping Between Site B and Site A for Test Recovery Use Case
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The folder mapping from Site A to Site B is as shown below:
Folder Mappings
PP -:2wvcOl.vslab.local
NEW
sc2wvcO3.vslab.local S8 2 ¢ azzwvcol.vsiab.local T Reverse Mapping Exists
[ oracle B= [ oracle-DR E= Yes
FIGURE 51. Folder Mappings from Site A to Site B
The folder mapping from Site B to Site A is as shown below:
Folder Mappings
[ sc2wvc03.vslab.local
NEW
|:\ az2wvcOl.vslab.local IO 4 sc2wvcD3.vslab.local h 4 Reverse Mapping Exists
[ || EJoracleDRr k= Ooracke = Yes
FIGURE 52. Folder Mappings from Site B to Site A
The resource mapping from Site A to Site B is as shown below:
Resource Mappings
T Reverse Mapping
Yes

sc2wvcO3.vslab.local az2wvcOl.vslab.local
(O 4 az2wvcOl.vslab.local

NEW
AZ2BCAMN

sc2wveO3.vslab.local

O
BCA-SiteC

]
FIGURE 53. Resource Mappings from Site A to Site B

The resource mapping from Site B to Site A is as shown below:

Reverse Mapping

Resource Mappings
[ sc2wvc03.vslab.local
Y
Yes

(O 4 sc2wvcD3.vslab.local

NEW
BCA-SiteC

az2wvcOl.vslab.local

O
AZ2BCAN

FIGURE 54. Resource Mappings from Site B to Site A
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The placeholder datastore mapping between Site A and Site B is as shown below. The placeholder datastore on the recovery site is
used by Site Recovery Manager to store placeholder VMs.

Placeholder Datastores

local az2wvcOl.vslab.local

Name
B Hpco2
& oraTintri

1+ v Host/Cluster
GPU4, HPC3, GPU2, BCA3, GPUL
BCA-SiteC, BCA-INte| (Reserved)
[3 SC2-TINTRIFECE6090
& sPARKO1

BCA-SiteC, BCA-Intel (Reserved), GPU2, GPU1, BCA3, GPU4, Legacy Management
BCA3, GPU4

AL CERCIECHEEEII 222w vcO1.vslab.local
NEW

Name 1 v | Host/Cluster

8 Az2-OrsPure AZ2BCAT

FIGURE 55. Placeholder Datastore Mappings between Site A and Site B

VMware Site Recovery Manager with vSphere Replication
The graphic below illustrates Site Recovery Manager and vSphere Replication setup between on-premises Site A and Site B:

vCenter Server: sc2wveO03.vslab.local [ az2wvcOlvslab.local [
vCenter Version: 7.0\2,17694817 7.0.2,17920168
vCenter Host Name: sc2ywveQ3.vslab.local:443 z2wvcOlvslab.local:443

Platform Services Controller:  sc2wWveO3.vslab.local:443 az2wvcOl.vslab.local:443

Replication Senvers

sc2wvcO3.vslab.local az2wvcOl.vslab.local

REGISTER
Replication Server T T Domain Name / IP Y Status
E] VRSC2DCO1 (embedded) VRSC2DCO1.vslab.local ‘ Connected

FIGURE 56. Site A Replication Server Details

Replication Servers

[ sc2wvcO3.vslab.local az2wvcOl.vslab.local

REGISTER
Replication Server O ¢ Domain Name / IP Y Status h 4 Replications
[ vraz201 (embedded) VRAZ20.vslab.local W, Connecled 2

FIGURE 57. Site B Replication Server Details
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Site Recovery Manager and vSphere Replication pairings and IP addresses for on-premises and VMware Cloud on AWS are shown below:

COMPONENT SOURCE APPLIANCE DESTINATION SITE APPLIANCE
SITE

SRM Appliance Site A SRMSC2DCO1.vslab.local Site B SRMAZO1.vslab.local

IP Address 172.16.31.145 172.16.31.147

vSphere Replication Site A VRSC2DCO1.vslab.local Site B VRAZO1.vslab.local

Appliance

IP Address 172.16.31.144 172.16.31.146

SRM Appliance Site A SRMSC2DCO03.vslab.local VMware Cloud on srm.sddc-44-232-220-144.
AWS vmwarevmec.com

IP Address 172.16.31.149 10.129.224 .24

vSphere Replication Site A VRSC2DCO1.vslab.local VMware Cloud on vr.sddc-44-232-220-144.

Appliance AWS vmwarevmec.com

IP Address 172.16.31.144 10.129.224 .23

TABLE 8. VSPHERE REPLICATION NETWORK PAIRING DETAILS

Setup of Site Recovery Manager and vSphere Replication is beyond the scope of this paper.

The steps to configure replication are as shown below:

VMW Site Recon

Site Pair % Replications O Protection Groups D Recovery Plans

Outgoing sc2wvcO3.vslab.local = @ az2wvcOl.vslab.local

Incoming \E!

Virtual Machine

T v | Status

Configure Replication Target site

Site name (Tl az2wvcOl.vslab.local
1 Target site
Status + Logged in

2 Virtual machines
Select the vSphere Replication server that will handle the replication.

Auto-assign vSphere Replication Server

° Manually select vSphere Replication Server

Name b ¢ Replications

© [ VRA7201 (embedded) 1

FIGURE 58. SITE A: Configure Replication Start Steps

vmware
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Choose the VMs to protect.

Configure Replication Virtual machines X
Select the virtual machines that you want to protect, Already replicated VMs are not shown in this list,

1 Target site All Selected (2)

2 Virtual machines SELECT ALL CLEAR SELECTION

\7\ Name Y VM Folder [N 4 Compute Resource h 4
[ | @ VSLAB-DC35 B infrastructure @ Microsoft Infrastructure
[ (vSLAB-DC36 [ infrastructure @ Microsoft Infrastructure
\:\ 31 VSLAB-DC37 B infrastructure @ Microsoft Infrastructure
[ @ sc2jumpo3 CJuumpBoxes @ Jumpservers

[ (@ scojumpod ] JumpBoxes @ Jumpservers

] & sc2jumpl9 [ JumpBoxes @ Jumpservers

[ foractoc [CJoracle BCA-SiteC

[ @ oracigc2 [ oracle BCA-SiteC

[ | @ oracle1gc-BM Bloracle BCA-SiteC

(11 oracle19c-0OL8 [ oracle BCA-SiteC

4 (91 Oracle19c-OL8-RMAN [Joracle BCA-SiteC

[]| (@ oracle9c-OL8-vvOL O oracle BCA-SiteC

[ (@ oraclelgc-OL8-VVOL-RMAN Dloracle BCA-SiteC

[ | @ oracle1Sc-PMEM [l oracle BCA-Intel (Reserved)
[ | @ oracle1gc-PMEM-RedoTest Coracle BCA-Intel (Reserved)

[ ]| (@ oracle’dc-PMEM-RedoTesto601 Coracle BCA-Intel (Reserved)
)| @ prac1ct Bloracle BCA-SiteC

[ @ pracige2 Dloracle BCA-SiteC

[ ]| @ractoct Cloracle BCA-SiteC

[ Bracige2 Bloracle BCA-SiteC

[ ]| fsB-OL76-ORAISC Coracle BCA-SiteC

[ [ Template-OL8-OL18C Coracle BCA-SiteC

2 45 - 66 of 129 VM(s) K < 3 /10 >

CANCEL

NEXT

FIGURE 59. SITE A: Choose VMs to Protect
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Choose the target datastore and RPO.

Configure Replication - 4
Ms

Target datastore

Select a datastore for the replicated files.

1 Target site The selected virtual machines are using 1.78 TB. (D)

2 Virtual machines Disk format: Same as source
VM storage policy; Datastore Default

3 Target datastore

Name 1
© O azzoraPure
AZ2-TINTRI-EC6090

Capacity
30TB
14372 TB

1 Target site

2 Virtual machines

3 Target datastore

4 Replication settings

(I configure datastore per virtual machine

Free Type T
29.94TB VMFS
762478 NFS
8prB VvoL
Replication settings X

Configure the replication settings for the virtual machines.

Recovery point objective (RPO) (1)

5 minutes ()

24 hours
5 minutes

Enable paint in time instances (1)
Instances per day

Days

Enable guest OS quiescing (D
Enable network compression for VR data (1)

Enable eneryplion for VR data (1)

FIGURE 60. SITE A: Pick Target Datastore and RPO
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Create protection group SC2-AZ2-SRM-VR-PG and recovery plan SC2-AZ2-Oracle-RP.

Configure Replication -
Oracle19¢-0OL8

1 Target site
2 Virtual machines
3 Target datastore

4 Replication settings

5 Protection group

Protection group

You can add these virtual machines to a protection group.

Add to existing protection group
° Add to new protection group

Do not add to protection group now

Protection group name: SC2-AZ2-SRM-VR-PG

63 changlers remaining

Configure Replication -
Oracle19c-OL8

Target site

8]

Virtual machines

w

Target datastore

IS

Replication settings

o

Protection group

6 Recovery plan

Recovery plan

ou can optionally add this protection group to a recovery plan.

c to existing recovery plan

€3 charal

FIGURE 61. SITE A: Create Protection Group and Recovery Plan

The replication configuration summary is as shown below:

Ready to complete

Review your selected settings.

Configure Replication - 2
VMs

1 Target site

2 Virtual machines

3 Target datastore

4 Replication settings

5 Protection group

6 Recovery plan

7 Ready to complete

vmware

Target site

Replication server

Auto-replicate new disks

VMs to be replicated

Quiescing

Network compression

Encryption

Recovery point objective

Points in time recovery

Protection group

Recovery plan

az2wvc0l.vslab.local

VRAZ201 (embedded)
Enabled

2

Disabled

Disabled

Disabled

5 minutes

Disabled

Q) $C2-AZ2-SRM-VR-PG (new)

[F] sc2-az2-Oracle-RP (new)

FIGURE 62. SITE A: Ready to Configure Replication
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After the setup completes, vSphere Replication will automatically seed the source data to target as baseline first OR we can force a sync.

[ e Peir

H Recovery

O rotection Groups

L|j_'] Replications

@ sc2wvcO3.vslab.local - ) az2wvcOlvslab.local

QOutgoing
Incoming HEW
Virtual Machine o P8, ¢ Status " RPO b i Target
> | @ oracigioc-oLs v OK 5 minutes [ DR_site
> | @ OracleidOLB-RMAN v/ OK 5 minutes [hpr_site

vmw Site Recovery

Y | Replication Server T | Protection Group
B vraz201 SC2-AZ2-SRM-VR-PG
[ vrazoo SC2-AZ2-SRM-VR-PG

sitePair  [[JReplications  { Mrotection Groups [ ] Recovery Plans
e (@) sc2wvcO3.vslab.local —» (@ az2wvcOlvslab.local
New RECONFIGURE  PAUSE REMOVE  SYNE NOW
Incoming
v VilsiMachine 1 7 Status
[] ) Oracieldc-OLE Vv OK
Configured disks: 505 Last instance sync point:
Auto-replicate new disks Enabled Last sync duration:
ool L9 VR Last sync size:
Bulescing: Disabled
Lag tim:
Netwerk compression: Disabled
#po:
Encyption: Dissbled
Datastors: O Az2-OraPure  Polnten time:
ot ket (@ Detestore Defauit Replcadisk usage:

FIGURE 63. SITE A: vSphere Replication Seed Process

The protection group is as shown below:

Protection Groups

0 ¢
O SC2-AZ2-SRM-VR-PG

Protection Status

v OK

Name Recovery Status T Protection Type

Ready Indlividual VMs

SC2-AZ2-SRM-VR-PG

Ssummary Issues Permissions

Protection Group:

Protection Type:

Protected Site:

rotection Group Details
Status:

> Virtual Machines:

O SC2-AZ2-SRM-VR-PG DELETE

Recovery Plans Virtual Machines

Virtual Machine L 4 Protection Statt ¥ Recovery Resource Pool L 4 Recovery Host 4 Recovery Folder
{3 Craclelgc-OLB ok [0 azzecan [ azzesxz3.vslab.local £ oracle-DR
(3) Oracleigc-OLE-RMAN @ ok 3 azzBcan [ azzesx24.vslab.local £ oracle-DR

v RO v Repllcation Server

[] vrRaZ201

Target T

[1] OR_Site:

5 minutes

Jun 18, 2021, 2:03:39 PM
1sacond

599 MB

1 minute and 15 seconds
5 minutes

Disabled

0 628¢8

Protected Site h d Recovery Site

Primary_Site DR_Site

EDIT MOVE DELETE

Recovery Plans Virtual Machines

Frimary_Site

DR_Site
QK
2
Y Recovery Network
E= & APPsigi0
= & APPS-1810

FIGURE 64. SITE A: Protection Group and Virtual Machines

vmware
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The recovery plan is as shown below:

D Recovery Plans

Recovery Plans
NEW

Name Tt r Status b Protected Site b 4 Recovery Site

[ sc2-az2-0racle-RP —> Ready Primary_Site DR_Site

0 SC2-AZ2-Oracle-RP  eonr  mwove orere st un Leamt

Summary  Recovery Steps  lssues  History  Permissions  FrotectionGroups  Virtual Machines

Recovery Plan:  $C2-A72-Oracle-RP
Protectes Sie Frimery_sie

Ok_se

~ Plan Status. ~ VM status

Plan status: -3 Roacy Rescy for Recovary: 2vms
This plan s ready for lest of recovery InProgesa oM
Success: oM
> Recent Wistory R e
Grren avms
Incompiate: avms

otat 2 vm

FIGURE 65. SITE A: Recovery Plan

The recovery steps of the recovery plan are as shown below:

0 SC2-AZ2-Oracle-RP EDIT MOVE  DELETE  TEST RUN
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS TEST RUN
Plan status: — Ready
Description: This plan is ready for test or recovery
Recovery Step Status Step Started

> Synchronize storage
[ 2. Restore recovery site hosts from standby
[l 3. suspend non-critical ¥YMs at recovery site
> @ 4. Create writable storage snapshot
> {08 5. Configure test networks
6. Power on priority 1 VMs
B 7. Power on priority 2 VMs
> [8) 8. Power on priority 3 VMs
B 9. Power on priority 4 VMs

B 0. Power on priority 5 YMs
FIGURE 66. SITE A: Recovery Plan Steps

Currently, VMware vSphere Replication 8.4 cannot replicate VMs that share VMDK files. This limitation can be found in
VVMware vSphere Replication 8.4 Release Notes.
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Attempting to use vSphere Replication of Oracle RAC prac19c¢ results in two shadow VMs created at the DR site, each with three
standalone VMDKs (two 80GB VMDKs and one 500GB VMDK), which is inconsistent with the Oracle RAC VMDK layout. The 500GB
VMDK is shared between the two Oracle RAC VMs.

Configure Replication - 2 Ready to complete
VMS Review your selected settings.
Target site 2z2wvcQlvslab.local
1 Target site
Replication server Auto-assign
2 Virtual machines
Auto-replicate new disks Enabled
3 Target datastore VMs to be replicated 2
n: s
4 Replication settings Sindrs PEAblac
Network compression Disabled
5 Protection group
Encryption Disabled
& MiSSing network mappmgs Recovery point objective S minutes
7 Ready to complete Polnts in time recovery Disabled
Protection group O SC2-AZ2-5RM-VR-PG

JTotal network mappings 1

@1 sc2wvcO3.vslablocal = (%] az2wvcOl.vslab.local

NEw SELECT ALL

VetsiMachies 4y | St v w0 v | Targer ¥ | Bepacation Server v | Protaction Group.
> Boneencols oK s minutes Mor_ste [ veazzo! 5C2.AT2-SRM.VR-PG
v Bpredid o W/ OK 5 mintes MOR_Ste @ vraz201 5C2.AT2.SRM.VR.PG

- -~
'd N\,
- a aiees: 3913 . Last nstance synepeini:  Jun 18, 2021, 5.07.19 PM
=T D T TEnabied Lot it
Manageaby: sk p—— a7imB
autescing: Disabled
Lag tme: 4 minutes and 41 seconds
Network compression:  Disabled
apo: 5 minutes
Encryption Disabied
& O AZ2Cropure Pt ot Dissbied
— (3 Detastors Detour Aeplca dsk usage: @ssoce
v B pracies o oK 5 minutes Mior_ste [ veazzo1 5C2.A72-5RM-VR-PG
- - %
Lar—— 3013 st ntance ncoant  Jun 18, 2021, 5052 P
~ Z oS
AitsThouews rew iy “Tndblea Last syne curation: 21 minutes and 33 seconds
S acmd by sied Last syne size: 1261868
autes Disebled
Lot 2 minutes and 8 seconds
Metwork comprassion:  Disabled
o 5 minutes
Eneryplion Disabiea
vawstors: @ Azzorepure PO Deebed
Sterage pelkeys (@ Datastore Deaur Reptica aisk usage: 37851868

FIGURE 67. Limitations with Clustered VMDKs

Keep in mind, both Oracle RAC VMs prac19¢1 and prac19¢2 contain three VMDKs:

» Two non-shared VMDKs

- Hard Disk 1 80GB for operating system with disk mode Dependent

- Hard Disk 1 80GB for Oracle Grid Infrastructure and RDBMS binaries with disk mode Dependent
» One shared VMDK (500GB) with multi-writer attribute and disk mode Independent-Persistent
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VMware Site Recovery Manager with Array-Based Replication (LUN Level)
The Site Recovery Manager and Pure Storage Array pairings between on-premises Site A and Site B are shown below:

COMPONENT SOURCE APPLIANCE DESTINATION SITE APPLIANCE
SITE

SRM Appliance Site A SRMSC2DCO1.vslab.local Site B SRMAZO1.vslab.local

IP Address 172.16.31.145 172.16.31.147

Pure Storage Site A Pure-X50-BCA Site B wdc-tsa-pure-01

TABLE 9. Site Recovery Manager Site A and B Network Pairing

Site A Pure Storage Pure-X50-BCA and Site B Pure Storage wdc-tsa-pure-01 are paired as indicated below:

Array  Hosts  Volumes Pods  File Systems  Policies

@ > Aray

Size DataReduction  Unique  Replication ~ Snapshots  Shared  System  Total
234431540 M 4101 450T 000 322M 13T 000 581T

Pure-X50-BCA 1D 3841D405-3333-482-2637-D13977355c9a

o= | = @ E @ @ & D o = ©

o=

Hosts Host Volumes Volume Volume Protection Frotection Group Pods File Directories Directory Policies
Groups Snapshets Groups Groups Snapshots Systems Snapsnots
M " 128 6 36 3 1 1 0 0 0 2
Array Connections + ¢
Name Status Type Version Management Address Replication Transport Replication Address Throttied
72165114
o wdctsapureol ected icat 616 72165022 Ethernet (P e Fal ®
wdcAsapure: connecte: asynceplication eme EE alse &Ex
7216517

FIGURE 68. SITE A: Pure Storage Pure-X50-BCA

Array Hosts Volumes Pods File Systems Policies

@ > Amay
size DataReduction  Unique  Replication  Snapshots Shared  System  Total
52046 4ztot 38676 000 2636 29s6c 000 791G

wec-tsa-pure-01 1D fabfE67¢-2490-44 5 bd42-35c63leacsdb

o= & = (a2 © @ o D O o2 ©
Hosts Host Volumes Volume Protection Protection Group Pods File Directorles Directory Policies:
Group: snapshots Groups Groups Snapshets systems Snapshots
3 1 3 582 1 2 97 1 o] 0 0 3
Array Connections + ¢
Name Status Type Version Management Address Replication Transport Replication Address Throttied
D28 510
®  PuieX50-8CA connected asyncaeplication 616 Ethermet (F) il Faise &
. asyneaep) 3 - L m216 5112 2 9 Eix
72165113

FIGURE 69. SITE B: Pure Storage wdc-tsa-pure-01
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Site A Pure Storage Pure-X50-BCA and Site B Pure Storage wdc-tsa-pure-01 Replication links are as shown below:

Array Connections

Replication Transport

Anay status
wiesa-pure-01 ® connected Ethemet (IP)
Remote Array Local Array oAl
ETH2: 17216 5112 ETH3: 172165113
ETHZ: 172165114 L J L 4
<ro
ETH3: 72165115 L J L J
L J L 2
T
v v
Array Ports
FC Port Name Speed Failover FC Port Name Speed Failover
CTOFCO P 524493 TCAG:64:FA:00 16 Gb/s CTLFCO P 524A:93TCAG:64:FAID [
CTO.FC1 PP 524A:93.7CAG64.FA01 o CTLFCT QP 524A:93.7CAG64 FAT o
CTOFC2 P 5244193 7CAG G4 FA:02 16 Gbis CTIFC2 P 524493 TCAGIG4 FA2 16 Gb/s
CTOFC3 P 524493 7CAG:64FA03 4] CTIFC3 P 524A:937CAGB4FAT 0
FIGURE 70. SITE A: Pure Storage Pure-X50-BCA Replication Links
Array Connections
Array Status Replication Transport
Pure-X50-BCA ® connected Ethernet (IP)
cT0 cn
Remote Array Local Array
ETH2: 17216 5114 ETH3: 17216 5115 ETH2: 17216 5116 ETH3: 17216 5117
ETH2: 17216 8112 L J L J L J L
cT
ETH3: 72165113 L J L L J L J
Array Ports ~
FC Port Name Speed Fallover FC Port Name Speed
CTOFCO ) 52.4A:93.TA:50:46:BC:00 16 Gbis CTLFCO I3 52:4A:93.TA:50:46:BC:10 16 Gb/s
CTO.FC1 ) 52.4A:937A:50:46:BC01 o CTFC I3 52:4A:93.7A:50:46:8C:1 o
CTOFC2 ) 52:4A:93TAI50:46:BC:02 o CTILFC2 P 52:4A:93.7A:50:46:8C:12 16 Gbis
cToFcs I 524AS3TAB046:8C03 ° cTiFe: 3 524AI3TAB0AGECT 0

FIGURE 71. SITE B: Pure Storage wdc-tsa-pure-01 Replication Links

Follow steps in the FlashRecover Replication Configuration and Best Practices Guide to connect the two Pure Storage arrays
for replication.
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Site A Pure Storage Pure-X50-BCA has storage pod SC2POD and protection group SC2PG. Volume OraSC2 (20TB) is part of the
storage pod SC2POD.

Array Hosts Volumes Pods File Systems Policies

B > Pods > P SC2POD (promoted)

ze  DataReduction Unique  Replization  Snapshots  Shared  System  Total
30T 183to1 8126 000 000 8570M - 818G

Arrays

Name Status Frozen At Madiator Status
Pure X50-8CA

& online. online

Pod Replica Links ~

ymnﬁ T Birection Remate Pod Remote Array

1 Y
A & SC2POD promoted) ] AZ2POD wdc-tsa-pure-01
~ =

Status Recovery Point

@ replicating 2021.06-18 19,53

Volumes ~ QoS Detls o1 = § Protection Groups -

Namea Size Volumes | Snapshots | Reduction Namea Snapshots

= SC2POD; Orasc2 207 226 000 CETCT I @ SC2PODSC2PG

Snapshots Pelicies Protection Groups ActiveDR eCluster

@ > Protection Groups > (@ SC2POD : SC2PG

Snapshots
0.00
Members ~ Hoft § Snapshot Schedule
Namea Enabled False
Create a snapshot on source every 1hours
Retain all snapshots on source for 1days
= §C2POD:OASC2 X then retain 4 snapshots per day for 7 more days

Targets ~

: Replication Schedule
Namea Allowed
apshot to targets every 4 hours
ots on targets for 1 days
No targets found then retain 4 snapshots per day for 7 more days

FIGURE 72. SITE A: Pure Storage POD, Protection Group and Protected Volume

vmware
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Site B Pure Storage wdc-tsa-pure-01 has storage pod AZ2POD. Volume A2POD::0OraSC2 is the corresponding recovery volume in
the storage pod AZ2POD.

Array Hosts Volumes Pods File Systems Policles

@ > Pods > f AZ2POD (demotec)

Size  DataReducion Unique  Replicaion Snapshots  Shared System  Total
20T 62to1 33606 000 000 4230M - 33646
Arrays
Name Status Frozen At Mediator Status
- P -
wdc-tsa-pure-01 ‘ @ online 2021-06-17 10:12:56 online
e e 2%
Pod Replica Links ~
Local Pod Direction Remeote Pod Remete Array Status Recovery Point
o AZ2POD (demoted) = SC2POD Pure-X50-BCA ® replicating 2021-06-18 1957
Volumes ~ QoS Detalls 1ot + } Protection Groups A
Namea Size Volumes Snapshots. Reduction Namea Snapshots.
= AZ2POD:Orasc2 20T 33606 000 62te1 3 @ AZZPOD:SC2PG 000
Snapshots Policies Protection Groups Acti ActiveCluster
@ > Protection Groups > () AZ2POD : SC2PG
Snapshots
000
Members ~ RET T Snapshot Schedule
Namea Enabled: False
Create asnapshot on source every Thours

Retain all s

pshots on source for 1days
x then retain 4 snapshots per day for 7 more days

Targets ~ Replication Schedule
Namea Allowed Enabled: False
Replicate a snapshot to targets every 4 hours
Retain all snapshots on targets for 1 days
Mo targes found. then retain 4 snapshots per day for 7 more days

FIGURE 73. SITE B: Pure Storage POD, Protection Group and Protected Volume

A replica link is created between Site A storage pod SC2POD and Site B storage pod AZ2POD.

Create Replica Link

Local Pod Name SC2POD

-
Remote Array welc-tsa-pure-01 M
Connect Array
Remote Pod Name AZ2POD

Create Remote Pod

Cancel Create

FIGURE 74. Pure Storage Replica Link Between Site A and Site B

vmware
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Information on configuring the replica link can be found in
SRM User Guide: FlashArray Continuous Replication (ActiveDR) Workflows guide.

Site Recovery Manager includes two important features that allow discovery of the Pure Storage replication environment—the Pure

Storage SRA and Array Managers.

Storage Replication Adapters
[ sc2wvc03.vslab.local

RESCAN ADAPTERS

Storage Replication Adapters
az2wvcOl.vslab.local ]

RESCAN ADAPTERS

Pure Storage FlashArray SRA Pure Storage FlashArray SRA

Status

Version

Vendor

Install Location

Vendor URL

Supported Array Models

Supported Software

Stretched Storage

' OK

4.1.0

Pure Storage

puresra:latest

http:/support. purestorage.com
Pure Storage, FA-400 series

Pure Storage, FlashArray//m
MORE

Purity Operating Envircnment 4.10.0 or higher

Supperted

Status

Version

Vendor

Install Location

Vendor URL

Supported Array Models

Supported Software

Stretched Storage

W OK

4.1.0

Pure Storage

puresra:latest
http://support.purestorage.com
Pure Storage, FA-400 series

Pure Storage, FlashArray//m
MORE

Purity Operating Envirenment 4.10.0 or higher

Supported

FIGURE 75. Site A and Site B Storage Replication Adapters

Details regarding configuration of Pure Storage SRA can be found in
SRM User Guide: Installing the FlashArray Storage Replication Adapter.

After the protected site and recovery site are paired up, the array managers are configured so that Site Recovery Manager can discover
replicated devices, compute datastore groups, and initiate storage operations.

Array Pairs
ADD ARRAY PAIR v ARRAY MANAGER PAIR v
Array Pair v Array Manager Pair A d Last Array Manager Ping

> |« Pure-X50-BCA « wdc-tsa-pure-01
Qo ' SC2POD «» AZ2POD

+ Success, 6/18/21, 12:50:05 PM -0700
+ Success, 6/18/21, 12:50:05 PM -0700

PureProtectedSite «+ PureRecoverySite

PureProtectedSite «» PureRecoverySite

EXPORT v

¥ DISCOVER DEVICES

Device (sc2wvc03.vslab.ocal) T | Datastore T | Status Y | Device (az2wvcOlvslabulocal) Y | Protection Group Y Local Consistancy Group

Orasc2 Local: [OrasC2] = Forward Replica of SC2POD:Crasc2 SC2PCD

Figure 76. Site A and Site B Array Managers

vmware
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Additional array managers details are shown below:

amTTTTT S - -."'\
Edif.L.c_)caI Array Manag_e;‘ Ediﬂl{e_mote Array Manager

Enter a name for the array manager on wveO3.vslab.local" PureProtectedSite Enter a name for the array managehgn "az2wvcOl.vslab.local™: PureRecoverySite

The local Array(s) The local Array(s)
Cennection parameters for the local Array(s) Connection parameters for the local Array(s)

Address 172165017 Address 1721650.22
Enter the address| nter the address(es) of the local Array(s)
Username
Username
Enter the usemarme for the local Array(s) Enter th for the local Array(
nler the username for the local Array(s)
Password @

Enter the password for the local Array(s)
Enter the passwerd for the lecal Array(sy
The peer Array(s) N
Connection parameters for the remete Array(s) The peer Arra

Connection parameters for the

e Array(s)
Address 1721650 22

Enter the comma seperated addressles) of the peer Array(sh Address 17216.50.17
Enter the
Username
Enter a usamame that is 93 Admin on ol pesr Array(sh Username
Enter a usemame a0e Admin on 2l b
Password @
Enter he pa of the Slorage Admin user Password @

Enter the

FIGURE 77. Site A and Site B Array Managers Details

Information regarding configuration of Pure Storage Array Manager can be found in
SRM User Guide: Configuring the FlashArray SRA Array Managers.

Installing Pure Storage SRA and Pure Storage Array Manager is beyond the scope of this paper.
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Site A protection group SC2-AZ2-SRM-SRA-PG for array-based replication is created as shown below.

The steps to create the protection group for array-based replication are as shown below:

New Protection Group Name and direction

1 Name and direction Name: 5C2-AZ2-SRM-SRA-PG

62 characters remaining

Description:
SC2-AZ2-SRM-SRA-PG

4078 characters remainina

© Primary_Site > DR_Site
DR_Site = Primary_Site

Location:

o]

Protection Groups
New Protection Group
Name and direction

2 Type

3 Datastore groups

Type
Select the type of protection group you want to create:

© Datastore groups (array-based replication)

Protect all virtual machines which are on specific datastores,

Individual ¥Ms (vSphere Replication)

Protect specific virtual machines, regardless of the datastores.

Virtual Volumes (vWol replication)

Frotect virtual

achines which are on replic Vol storage

Storage policies (array-based replication)

Protect virtual machines with specific storage policies.

Select array pair

Array Pair 4 ¥ | Array Manager Pair

+ Pure-X50-BCA — wdc-lsa-pure-01

PureProlectedSite — PureRecoverySile
© - SC2POD « AZ2POD

PureProlectedSite «» PureRecoverySite

FIGURE 78. SITE A: Array Based Replication Create Protection Group

vmware

REFERENCE ARCHITECTURE | 69



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

Choose the protected datastore and create a new recovery plan SC2-AZ2-Oracle-SRA-RP.

New Protection Group Datastore groups

0 MErpendelest Select the dalastore groups Lo be part of Lhis proteclion group. Dataslore groups contain datastores which must be recovered

together:
T
2 Type CLEAR SELECTION
Datastore Group v | staws b4
3 Datastore groups Orasc2 Add to this protection group

1 datastore groups

The following virtual madgines are in the selected datastore groups:
Virtual Machine
3 Oraclel9c-OL8
& oracieigc OLE RMAN
B prac19c2

v | Datastore v | Status v
Orasc2 Add to this protection group
Orasc2 Add 10 this protection group
Add 1o this protection group

{3 pracigel Add to this protection group

New Protection Group Recovery plan

‘You can optionally add this protection group to a recovery plan

1 Name and direction Add to existing recovery plan
© Add to new recovery plan
2 Type Do not adld to recovery plan now

3 Datastore groups

Recovery plan hame: SC2-AZ2-Oracle-SRA-RP

£9 characters remaining

4 Recovery plan

FIGURE 79. SITE A: Pick Protected Datastore and Create New recovery plan

The protection group summary and recovery plan details are as shown below:

New Protection Group Ready to complete

Review your selected settings.

1 Name and direction

2 Type

3 Datastore groups

4 Recovery plan

5 Ready to complete

vmware

Name

Description

Protected site

Recovery site

Location

Protection group type

Array pair

Datastore groups

Total virtual machines

Recovery plan

SC2-AZ2-SRM-SRA-PG

SC2-AZ2-SRM-SRA-PG

Primary_Site

DR_Site

Protection Groups

Datastore groups (array-based replication)

SC2POD « AZ2POD {PureProtectedSite «— PureRecoverySite)
OrasC2

4

[] sC2-AZ2-Oracle-SRA-RP (new)

FIGURE 80. Protection Group and Recovery Plan Details
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The details of protection group SC2-AZ2-SRM-SRA-PG are as shown below:

Protection Groups

NEW EDIT MOVE DELETE

Name T v Protection Status Y Recovery Status Y Protection Type 4 Protected Site Y Recovery Site

° 0 8¢2-A72-SRM-SRA-PG V' OK Ready Datastore groups Primary_Site DR_Site

SC2-AZ2-SRM-SRA-PG EDIT  MOVE  DELETE

Summary Issues Permissions Datastores Devices Recovery Plans Virtual Machines

Protection Group: SC2-AZ2-SRM-SRA-PG

Protection Type: Datastore groups (array-based replication)
Protected Site: Primary_Site
Recovery Site: DR_Site
Array Pair: SC2POD ~ AZ2POD

. Array Managers; PureProtectedSite «— PureRecoverySite
Description: $5C2-AZ2-SRM-SRA-PG

v Protection Group Details

Status: OK
Datastores: 1
> Virtual Machines: 4

FIGURE 81. Protection Group Details

Protection group SC2-AZ2-SRM-SRA-PG for array-based replication is protecting both single-instance Oracle VMs Oracle19¢c-OL8 and
Oracle19¢c-OL8-RMAN and Oracle RAC prac19c VMs.

O SC2-AZ2-SRM-5RA-PG EDIT  MOVE  DELETE

Ssummary Issues Permissions Datastores Devices Recovery Plans Virtual Machines
DE N DNFI RE A
Virtual Machine o Protection Status T Recovery Resource Pool b 4 Recovery Host T Recovery Folder  d Recovery Netwerk
) Oraclelgc-OLS @ ox AZ2BCAN [ azzesxz3.vslab.local ] oracle-DR 1= & APPS-1510
P Oraclelde-OL8-RMAN @ ox AZ2BCAN [ aszesx22 vslab local 1 oracle-DR = &) APPS-1310
&) pracigel Qox [ azz2BCan [ azzesxz2.vslab.local 3 oracle-DR = £ APPS1810,APPS-1805
@ praciacz @ ox AZ2BCAN [ azzesxz4.vslab.local 3 oracle-DR k= APPS-1810,APPS-1805

FIGURE 82. Protection Group Virtual Machine Details

The discovered devices are as shown below:

O SC2-AZ2-SRM-SRA-PG EDIT  MOVE  DELETE

Summary Issues Permissions Datastores Devices Recovery Plans Virtual Machines
Device (sc2wvcO3.vslab.local) T Datastore b 4 Status b 4 Device (az2wvcO1.vslab.local) A 4 Local Consistency Group
Orasc2 Local: [OrasC2] — Forward Replica of SC2POD:0OrasC2 SC2POD

FIGURE 83. Site A Discovered Devices
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Information regarding discovered devices can be found in SRM User Guide: Discovering Replicated Devices with the FlashArray SRA.

Recovery plan SC2-AZ2-Oracle-SRA-RP for array-based replication is as shown below:

O SC2-AZ2-SRM-SRA-PG EDIT  MOVE  DELETE

Summary Issues Permissions Datastores Devices Recovery Plans Virtual Machines
Name 1+ v Status A 4 Protected Site 4 Recovery Site
] sC2-AZ2-Oracle-SRA-RP — Ready Primary_Site DR_Site
0 SC2-AZ2-Oracle-SRA-RP EDIT MOVE  DELETE  TEST nun Learnm
Summary Recovery Steps ssues History Parmissions Protaction Groups Virtual Machines

Recovery Plan:  SC2-AZ2-Oracle-SRA-RP

. Prouchasts;  Prmary.Sta
H Rocovery St OR_Sie
L Deseription:
« Planstatus © WM status
Plan status: > Reacy Ready for Rocovery 1
This plan is ready for tast or racovery In Progress: O WMs
Success: 0 VMs
> Recent History o "

Error: 0 whs
Incompiete: 0vMs

Total 4 WMs

FIGURE 84. Array-Based Replication Recovery Plan Details

More information regarding testing a recovery plan can be found in
SRM User Guide: FlashArray Continuous Replication (ActiveDR) Workflows.

Further information regarding Site Recovery Manager with array-based replication can be found in
Using Array-Based Replication with Site Recovery Manager.
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VMware Site Recovery Manager with Array-Based Replication (vWOL Level)
Details of Site A Pure Storage Pure-X50-BCA vVOL storage providers are as shown below:

O puresTORAGE

l + ADD | 2 EDIT ‘ - REMOVE ! [ < REGISTER STORAGE PROVIDER | §] IMPORT PROTECTION GROUPS
Array Alias Ay Array URL
° Pure-X50-BCA https:/172.16.50.19
<

@ sc2wvcO3.vslab.local AcTIONS ¥

Summary  Monitor  Configure  Permissions  Datacenters  Hosts& Clusters  VMs  Datastores  Networks  Linked vCenter Server Systems  Extensions  Updates

Settings ~ Storage Providers
General + Add ) Synchrenize Storege Providers o Rescen X Remove Refresh certificate
Licensing Storage Provider/Storage Sys. Y Status T Active/Standoy T | Prierity URL T Last Rescan Time
Message of the Day . S
Advanced Settings Sf78C s ebue a0~ active .

Authenticztion Proxy b IOFILTER Provider sc2esxédv..  Offine “ “ Iips Hisc2esx6d vslab.oca 9080/, 10/19/2020, 8:58.25 PM
nter HA
» IGFILTER Provider sc2esx@5.v..  Offing - - Ipshsc2esn68 velab.ocal 9080k, 12/23/2020, 71745 AM
2,

I b (OFILTER Provider scesx66y..  Offine 5 & Pitps://sc7esx66 ¥SIADI0CAIA0BON..  10/09/2070, G007 PM
Trust Authol » IOFILTER Provider sc2vesxti Online - - hittps j#sc2ve sxO1 vslab local: SORO/. 05/04/2021, 12:0536 PM
Key Providers ™\ . .

» IOFILTER Provider sc2vesx02..  Onfine & = Pitps Jalbocal 9080/ 120536 PM

Alaim Definitions —————

-
Pure X650 BCA ctO ~ Oniine https/172.16 5C.17:8084/vorslon.xm| 03/09/2021, 10:48:20 AM
-

Scheduled Tasks

“UTEXERATA (372 onine) Standoy 200
AN @ 4 Pure-X50-BCACH! oniing - - httpsi#172.16.50.18:8084/versionxm|  O5/24/2021, T:14:41 PM
Update Pure X80 BCA (2/2 online) Actve 200
Internat Connectivity b VMware VSAN Onine Nitpi0calnostIOBO/VSaNHEaItAVE..  06/19/2021, 530106 AM

INFINIDAT L
General  Supported Vendor IDs  Certificate Info

Provider name Pure-X5C-BCA-CtD

Provicer status Oniine

Active/standby status =

Activation Autematic

URL hutps://172.16.50.17:8084/verslon xmi
Provider version 1

VASA API version 30

Default namespace  com.purestorage

Provider ID 2841b405-2323-48c2-2637-b13977355¢92-0
Supported profiles Storage Profile Based Management

ReplicationProfie

FIGURE 85. SITE A: Storage Provider Details—ctO
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{® PuRresTORAGE

[ -+ ADD I & EDIT ‘ - REMOVE ] I > REGISTER STORAGE PROVIDER 4] IMPORT PROTECTION GROUPS

Array Alias 4, g Array URL

© Pure-X50-BCA https://172.16.50.19

= sc2wvc03.vslab.local ACTIONS v

Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks Linked vCenter Server Systems Extensions Updates

Settings v Storage Providers

eneral | Add ) Synchronize Storage Providers | B Rescan X Remove Ref

Storage Provider/Storage Sys. ¥ Status T Active/Standby v Priority URL T LastRescan Time
oge of the Day
Advansed Settings 5f72821c 1dS9-cb9e-499¢ .. Active 1
Authentidgtion Proxy » IOFILTER Provider sc2esx64.y..  Offiine - - httpsi/sc2esx64.vslablocal 9080/, 10/19/2020, 8:59:25 PM
yCantenlic » IOFILTER Provider sc2esx@8 v, Offiine https://sc2esx65 vslab.local: 80807V, 1242342070, 7:17-48 AM
Security v .
» IOFILTER Provider sc2esx66.v..  Offiine - - hitps:#/sc2e5x66.vslablocal 9080/ Y..  10/09/2020, 6:08:24 PM
Trust Autherity » IOFILTER Provider sc2vesxo... Online = 2 https//sc2vesxOlvslablocal 3080/ 05/04/2021, 12:05:36 Pt
Key Providers
» (OFILTER Provider sc2vesx02..  Oniine - - hitps /sc2vesx02.vslablocal 8080/ 05/04/2021, 12:05:36 Pt

Alarm Definitions
4 Pure XS0 BCA-€t0 Oniine. hUps//172.16 50.17:8084/verslonxml  G3/09/2021, 10:45:20 Al

Scheduled Tasks

Pure-X50-BCA (2/2 enline) Standoy 200

-
Pure-X80-BCA-ct1 i Online https//172.16.50.18:8084/version.xm| 08/24/2021, 1:14:41 PM
VSAN v =
o —— -
Update Pure-X$0-BCA (2/2 onling) Active 200
Internet Connectivity » VMware vSAN online - - hitp:#localhost:1080/vsanHealth/vs..  06/14/202), 5:30:06 AM
INFINIDAT L 1

General Supported Vendor IDs Certificate Info

Provider name: Pure-X50-BCA-ctl

Provicler status Online

Active/standby status -~

Activation Automatic

URL https://172.16.50.18:8084/version.xml
Provider version 1

VASA ADI vareinn a0

FIGURE 86. SITE A: Storage Provider Details—ct1

Details of Site B Pure Storage wdc-tsa-pure-01vVOL storage providers are as shown below:

{ PURESTORAGE

[ + ADD [ 2 EDIT [ ~ REMOVE ] [ = REGISTER STORAGE PROVIDER | 4 IMPORT PROTECTION GROUPS
Array Alias iy Array URL
© wdc-tsa-pure-01 https://172.16.50.22

az2wveOlvslablocal | scrows v £ az2wveOlvslablocal | acnows v

Summary  Monitor  Configure  Permissions  Datacenters  Hosts & Clusters /V{"j Linked vCenter Server Systems  symmary  Monitor  Configure  Permissions  Datacenters  Hosts@ Clusters  VMs  Datastores  Networks  Linked vCenter Server Systems

Settings v Storage Providers Settings ~ Storage Providers
Genera F Add 1) Synchronze Storage Providers | B Resean.”X Remave ares + Add £ Synchronize Starage Providers & X Remove b certife
Licensing <oge rovder Storage Sy o
Storage Frovider/Storage Sys. T Status T Activesstandoy X Lcanag Storage Providar/Storage Sys. ¥ Status T Activerstandoy T priorty AL
Massage of the Day - s Meseage of the Day
» FLTER Provder arzoscaay.  Offine PRtpEa72010X24 ¥ 8D I0CA 0ROART S, b IOFLTER Provider az2sw2ay.  Offine - PUpsaz28 324 ¥318 110239000/ vers,

Advanced Settings

. Advanced Settings

Authentication Proxy | | IOFRTER Provider ey bbbl 5 » IOFLTER Provider az2es22v.  Offine Allps:faz2e 5622 vsioblocal- 0080/ vers
vCenter HA » IOFLTER Provider arzenxas...” Ofine - - Pitpsaziesia3 vslan iocsl:3080/vers § IOFLTER Provider sz26923v..  Offing = Alps70220 %23 ¥5i0b105210080/vars
i P ine s Tm—— R T
Security v e 5 s 01 on PALGS172:16 50218084/ vorsion. et Y ¢ Tawdctenproorar N e RS —
thort . 122 e stana 200 ~- - =
Trust Authority . —dlsa e /2 eniney oy O Ve (55 5. 51272 oniinc) Stancioy 200
re-01 . - - :017216.50.20:0084/version.xml
o Frokies i e ok N 00BN ko Key Providers Wl 52 - 110 onino - A1/ 216.50 2058081/ vorson Xl
Aarm Definitions apun i 0
- 3 e QL2 ormne) iz 0 Alerm Defnitons i tea-pure- 01273 i) sctivo 200
Sckscided eia » Vhaware vsan onino - - Pitpoeainost 0B vsankea tusany. . P "
» rwaro vSaN onine Attpfocaihost 80/vsoneahvsony.
vSAN v .
Update General  Supported Vendor IDs  Certificate Info
prctnte Updete General  Supported Vendor IDs  Gertificats Info
Internat Cannectivity —_—
Provider name wdctsa-pure-O1-<i0 Internet Connectivity
Provides stotus Onlne Provider nome wd-tso-pure-01-ct)
Active/standby stetus Provider Onine
Activation Adtometic Activafstanaby status
URL hitps./172.16.50.20.8084/ version.xm| Activation Autometic
Provider version 120 URL https:/172.16.50 218084/ version.xm
VASA APl version 30 Provider version
3 com purestorage VASA API versin .
12b16870-849b.44c5-b042-B5CEBleonddb-0 Defaut namespace rest
Supporied profies  Storage Profie Basad Management Provider I fa016678-849b-44¢5-bel42-8506 10284451
RepicationPrafiic Supported profies  Storage Profie Based Management

RaplicationProfie

FIGURE 87. SITE B: Storage Provider Details
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Site A Pure Storage vVOL datastore OraVVOL is as shown below:

B CraVVOL ACTIONS ¥

Summary Monitor Configure Permissions Files Hosts VMs

Type: vVol Storage
URL:  dsi/f/vmifs/volumes/vvol:3209833ef6833000-9b879a832d2b5158/ Used: 147 T8
Details ~ Related Objects
Location ds:///vmfs/volumes/vvol:3209833ef6833000-9b8792832d2b5158/
Custom Attributes
Type ¥Vol
Astribute Value
Hosts o SRM-comumusareveDr::protected
Virtual machines 12
VM templates o
Active storage provider Pure-X50-BCA-ct1
Edit
Tags
FlashArray
Array Pure-X50-BCA
Active Storage Provider Pure-X50-BCA-ctl
Protocol Endpoint pure-protacol-andpoint AS41B4CSA3A348CACOCTISFF
Volume Groups In Use 34
Volumes In Use 95
FIGURE 88. SITE A: vVOL Datastore
Site B Pure Storage vVOL datastore AZ20raVVOL is as shown below:
B8 AZ20ravvoL ACTIONS v/
Summary Monitor Configure Permissions Files Hosts VMs
Type: vVol Storage
URL:  dsi/ffvmfs/volumes/vvol:52cc3c9at87 e393e-220e901faf033899/ NGt ME
Details ~ Related Objects
Location ds:fffvmis/volumes/vvol:52¢c3c92587e393e-220e9C1faf033899/
Custom Attributes
Type wWol
Hosts 3 FlashArray
Virtual machines o]
VM templates ° Aray wdc-tsa-pure-01
Active Storage Provider wdc-tsa-pure-01-ct0
Active storage provider wele-tsa-pure-01-ct0
ProtacsiSageaint pure-protocol-andpoint FABFE67E849B44C500011018
Velume Groups In Use 1
Velumes In Use 1
Tags v
Storage Capability Profiles ~

FIGURE 89. SITE B: vVOL Datastore
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Create a Pure Storage protection group SC2vVOLPG on Site A. We do not need to create a Pure Storage protection group on Site B.

Protection

Snapshots  Policies  Protection Groups ~ ActiveDR  ActiveCluster

@ > Protection Groups

Snapshots
10964 M

Sourrce Protection Groups ~

Namea

Snapshots Tatgets
© pure-vasa-default 000
SC2PODISC2PG 000
10964 M Allowed on 1of 1replication targets
FIGURE 90. SITE A: Storage Protection Group
Create the VMware replication-based VM storage policy vWOL Replication Policy for Site A.
Edit VM Storage Policy Name and description
e
Name: ¢ yVOL Replication Pelicy] ™
= ——-- =
AN
Description:
vVOoL Repucancn\w{cy
@t VM Storage Policy Policy structure
| 1 N e and description
a(‘ Host based services
ructure Create rules for data services provided by hosts, Available data services could include encryption, /O control, caching, etc
Host based services will be applied in addition to any datastore specific rules.
| | Enable host based rules
Datastore specific rules
Create rules for a specific storage type to configure data services provided by the datastores. The rules will be applied
when VMs are placed on the specific storage type.
() Enable rules for "vSAN" storage
|| Enable rules for "vSANDIrect" storage
Enable rules for "com.purestorage storage.policy” storage
] Enable rules for "INFINIBOX VVOL" storage
[ | Enable tag based placement rules
Edit VM Storage Policy om.purestorage.storage.policy rules N
1 Name and description Placement Replication Tags
Pure Storage FlashArray (D Yes v

REMOVE
2 Policy structure

\ ADD RULE ¥

2

3 com.purestorage.storage.policy rul

FIGURE 91. Site A vVOL Storage Replication Policy

vmware
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for Site A.

The following is a continuation of the steps needed to create VMware replication-based VM storage policy vWVOL Replication Policy

Edit VM Storage Policy

com.purestorage.storage.policy rules

Name and description Placement Replication Tags
—
Disabled
2 Policy structure -~
© custom T
N A e
com.purestorage storage.policy rul Provider: ?t:c'm purestorage storage.replication
S -

Edit VM Storage Policy

1 Name and description

2 Policy structure

Target sites (1)

3 com.pu restorage.storage.’pphcﬁ’;uh

4 Storage compatibility

vmware

REMOVE

ADD ROW
ADD RULE v Edit VM Storage Policy com.purestorage.storage.policy rules
1 Name and description Placement Replication Tags
Add tag rules te fllter datastores to be used for placement of VMs.
2 Policy structure
| A0 TG RULE
orage.policy rul
Storage compatibility _— X
m INCDMP/AIHE[E
D Expand q;tastf)’r; clusters Cempatible storage & PB (8 PB free)
//”// v Filter
Name Datacenter Type Free Space Capacity Warnings
_—— T
¢_B oravvoL > sc2bc vWol 8.00PB 800 PB

FIGURE 92. SITE A: vVOL Storage Replication Policy Continued
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The vWOL storage replication policy is created as shown below:

Edit VM Storage Policy

1 Name and description

2 Policy structure

3 com.purestorage.storage.policy rul
4 Storage compatibility

5 Review al

Review and finish

General
Name
Description

vCenter Server

com.purestorage.storage.policy rules
Placement
Pure Storage FlashArray
Replication
Provider
T Tergetsites

vVVOL Replication Policy
vVOL Replication Policy
sc2wvcO3.vslab.local

Yes

com.puresterage.storage.replication
wele-tse-pure-01

— >

VM Storage Policies

CREATE EDIT CLONE  CHECK

Narme
B MIOHOY SIS St aYs puiy T i
@ Performancefiash

& performancenfs

@ VM Encryption Policy

@ vSAN Default Storage Policy

& VVel No Requirements Policy

REAPPLY  DELETE

) sczwvcO3.vslab local
sc2wwvcO3.vslab.local
) sc2wvcO3.vslab.local
+ sc2wvcO3.vslab.local

sc2wvcO3.vslab local

(] [2 Host-local PMem Default Storage Policy &) az2wvcCl.vslab.local
D 2 Management Storage policy - Encryption /) az2wvcQl.vslab.local
O 2 Management Storage Policy - Large (&7 az2wvcCl.vslab.local
()| B Management Storage Policy - Regular ) az2wveOivsiab. local
D (2 Management Storage Policy - Single Node 7 az2wvellvsiab local
O E Management Storage Policy - Stretched [ az2wvcQlvslab. local
1
Rules VM Compliance VM Template Storage Compatibility

General

Name wVOL Replication Policy

Description VWOL Replication Policy

Rule-set 1: com.purestorage.storage.policy
Placement

Storage Type

com.purestorage storage policy
Pure Storage FlashArray Yes
Replication > Custom

Provider cem.puresterage.storage.replication

Target sites welc-tsa-pure-01

FIGURE 93. SITE A: vVOL Storage Replication Policy Complete

vmware

REFERENCE ARCHITECTURE | 78



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

Create the VMware replication-based VM storage policy vVOL Replication Policy for Site B in the same way.

VM Storage Policies

CREATE EDIT CLONE CHECK REAPPLY DELETE
()| Name vC
D g Management Storage Policy - Large L] az2wvcOl.vslab.local
(]| & VVeol No Requirements Policy 5 azzwvcOlvslab local
D Ea Management Storage Policy - Stretch... E] az2wvcOlvslab.local
D E VM Encryption Policy E] az2wvcOlvslab.local
D @ Management Storage policy - Encrypt.. ) az2wvcOlvslab.local
D g Management Storage Policy - Single ... ) az2wvcOlvslab.local
D Eg Host-local PMem Default Storage Poll... Q az2wvcOl.vslab.local
D E@ vSAN Default Storage Policy Q az2wvcOl.vslab.local
v vVOL Replication Policy - AZ2 & az2wvcCl.vslah local
() = Management Storage Policy - Regular ) az2wvcClvslab.local
—/ [ I P, b Chavnco malios Thin (eI P YOPRRP.Y T P T PRy
1
ules VM Compliance VM Template Storage Compatibility
General
Name vVOL Replication Policy - AZ2
Description vVOL Replication Policy - AZ2

Rule-set 1: com.purestorage.storage.policy

Placement
Storage Type com.purestorage.storage.policy
Pure Storage FlashArray Yes

Replication > Custom
Provider com.purestorage.storage.replication

Target sites Pure-X50-BCA

FIGURE 94. SITE B: vVOL Storage Replication Policy Details
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On Site A, we need to assign the VMware replication-based VM storage policy vWOL Replication Policy to both single-instance Oracle
VMs Oracle19¢c-OL8 and Oracle19¢-OL8-RMAN and Oracle RAC prac19c VMs to be protected by FlashArray periodic replication.

Steps to assign the VMware replication-based VM storage policy vWOL Replication Policy to single-instance Oracle VM Oracle19¢c-OL8
are shown below:

| W cmeom | o | Qe ] Edlt VM Storage Polices  orssesexs-uvot x

o B 8 @ & Oraclel9c-OL8-VVOL :
— WM storage policy: | VVel No Requirements Policy ~ Configure per disk (I
> (3 az2wvcOlvsiab ocal Summary  Monitor  Configure  Per
N — Datastore Default
~ (3 sc2wvc03 vslob loca
Senir v Polici
~ [ 562:00 Rl olcies Management Storage policy - Encryption
> fhecane Reservea) VM SDRS Rues CHECK VM STORA Name Datastore Datastore Type
v ([J) BCA-SiteC. &8 Actions - OrackeSc-OLBWEL  TAPP Options 5 VM Encryption Policy
O scaemropyssion , Irm Dafnitons iciad B VM ho N . OravvoL vVol
| Sl popm , Management Storage Policy - Stretched
Guest OS . "
& B Harddisx Hard disk 1] management Storage Policy - Stretched Lite OravvoL ol
£l sczesxi2vsioblocd  snapsnots » ware EVC B, Hard disic
@ oraciscl ¥ i it e 51 User Mappings B, Hard gk > Hard disk 2| Manegement Storage Policy - Large OravvoL Wol
@ ersc1ze2 - :
0 Fe Storage ~ B Hard dise VVol No Reguirements Policy
3 o i
(B scuticon 8 viorete. | S N e > Hard disk 3 OravvoL wwel
Cene » Braoar = Management Storage Policy - Regular
> "
Faun Torrance . Hard disk 4] 1 nagement Storege poiicy - Thin oravver vvel
G Oracie9c-OL8-VW( - . %
& precisar b e ‘l"—“"il"l_f\__ ? | Hard disk 5| performancents OravvoL wWol
@ praciacz Tempiste »| @ Check VM Storsge Porcy Complience | — e B /0. Repication Policy
@ recioet Compatibiity | @& Rear =
@ reci9c2 ! s " |Performancefiash
,//‘
A Management Storage Policy - Single Node
" VSAN Default Storage Policy
Edit VM Storage Policies  OracleT9c-OL8-VVOL X
a
VM storage policy: ‘ vVOL Replication Policy V| Configure per disk a
Replication groups: (1) Mot cunﬁgurecﬂ CONFIGURE ‘
Name Disk Size Datastore Datastore Type
> B VM home - CravvoL vVol
> Hard disk 1 soce OravvoL vvol
> Hard disk 2 80 cB OraVvoL vVol
> Hard disk 3 100 GB OraVvoL vVol
> Hard disk 4 1TB CraVVoL vWol
> Hard disk 5 250 GB CraVvoL wWol

FIGURE 95. SITE A: Assign Storage Policy vVOL Replication Policy to VMs
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Configure VM Replication Groups x  Edit VM Storage Policies  Cracle19¢-0L8-vvOL X
The following storage objects are being replicated to a remote location. Select a common replication group for all il “‘C'f""“;y XNOL Rupisaion Poly 4 Configure per cisx ()

objects or select different ones for each storage object. o Ririion grovps. 4 Sihasei [FonAemE

Replication group: | Pure-X50-BCASC2VVOLPG v | —

Nawme Disksize Datasters Datastors Type
> B UMhome - OraVVoOL wWol
Name VM Storage Policy
? Hardl disk 1 BOGB OravvoL Vel
B3 VM home VWOL Replication Pelicy
? Hard disk 2 80 GB OravvoL wVol
Hard disk 1 WOL Replication Policy >
Hard disic3 100 6B orvvoL ol
Hard disk 2 VVOL Repiication Palicy > Horddisks 118 orvvoL Wi
Hardl disk 3 VVOL Replication Policy > Merddisks 280 GB oravvoL el
Hard disk 4 WOL Replication Policy
Hard disk S WWOL Replication Pelicy
S items
6 tams B .
+/ Valld replication group cenfiguration. @ Oracle19¢c-0OL8-VVOL o2 e & ACTIONS v £

Summary ~ Monitor  Configure  Permissions ~ Datastores ~ Networks  Snapshots  Updates =

Settings v Policies

VM SDRS Rules CHECK VM STORAGE POLICY COMPLIANCE

vApp Options =

Alarm Definitions _— ¥ | VMStorage Policy ¥  Compliance Status

VM home & VvVOL Replication Policy ~ Compliant

Hard diisk 1 & vVOL Repiication Policy ' Compliant
VMware EVC Hardl disk 2 & vVOL Replication Policy /' Compliant
ClestUsenianeings Hard disk 3 [ vVOL Replication Policy ' Compliant
Pure Storage ot Hard disk 4 & vVOL Replication Policy ~* Compliant

Virtual Velumes Hard disk § E vVOL Replication Policy ~ Compliant

FIGURE 96. SITE A: Assign Storage Policy vVOL Replication Policy to VMs Continued

Steps to assign the replication-based VM to single-instance Oracle VM Oracle19¢-OL8-RMAN and Oracle RAC prac19c VMs are the
same as shown above.

Single-instance Oracle VMs Oracle19¢c-OL8 and Oracle19¢c-OL8-RMAN now have storage policy vVOL Replication Policy applied.

&% Oracle19¢c-OL8 o & & ACTIONS v/

o~
Summary M

Configure Permissions Datastores Networks Snapshots Updates

Settings licies
VM SDRS Rules CHECRWM STORAGE POLICY COMPLIANCE EAPPLY VM
vApp Options
e Danmione Name \\\ T WS T~ ¥ | Compliance Status v | LastChecked
Setieciliad Tasm O| B YMhome \\‘ J "R vVOL Replication Poliey™ «, e ~ Compliant 06/23/2021, 8:26:26 PM
& Hard disk1 o @ vVOL Replication Policy \ +/ Compliant 06/23/2021, 8:26:26 PM
VMware EVC B Hard disk 2 l’ @ vVOL Replication Policy \I +/ Compliant 06/23/2021, 8:26:26 PM
Guest User Mappings | | (O | & Harddisk3 | @ VVOL Replication Policy ] ' Compliant 08/23/2021, 8:26:26 PM
Pure Storage & )| & Hard disk4 ‘\ & vVOL Replication Pelicy ,’ v/ Compliant 06/23/2021, 8:26:26 PM
Virtual Volumes & Hord disk 5 N @ oL Replication Poiicy 7 ' Comgliant 06/23/2021, 8:26:26 PM
S e -
& Orac\e1\9c—OL8—RMAN O @ @& | acmionsv
Summary MQ\?'\}IQ\COH"QUre Permissions Datastores Networks Snapshots Updates
Settings v Pbliges
VM SDRS Rules CHECK\\N\STQRAGE POLICY COMPLIANCE APPLY VM AGE PC
vApp Options N0
Alarm DefRtions Name \\ T VMil\me - o T | Compliance Status T | LastChecked
e T O B wMhome ™ + & vvoL Replication Policy™ , /' Compliant 06/23/2021, 82712 PM
O | & Herddisk1 A ;' B VVOL Replication Policy \\ + Compliant 06/23/2021, 8:27:12 PM
VMware EVC O | B Harddisk2 |’ B VVOL Replication Policy ‘I +/ Compliant 08/23/2021, 8:27:12 PM
Guest User Mappings B, Hard disk 3 \ VWOL Replication Policy 1] / Compliant 06/23/2021, 8:27:12 PM
Pure Storage . O | B Herddisk4 \\ & VvVOL Replication Policy ,’  Compliant 06/23/2021, 8:27:12 PM
Virtual Volumes O | & Herddisks h \g VVOL Replication Pohcz s % +/ Compliant 06/23/2021, 8:27:12 PM
. -

FIGURE 97. SITE A: Single-Instance VM’s Storage Policy vVOL Replication Policy
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Oracle RAC prac19c VMs now have storage policy vWOL Replication Policy applied.

& pracloci 08 @ @ | acrons v
~
e
Summary MDnitBr\\ Configure Permissions Datastores Networks Snapshots Updates
) G
Settings £ F’OIMS
b
.
VM SDRS Rules CHECK VM S?NQGE POLICY COMPLIANCE ~ REAPPLY VM STORA
vApp Cptions \ A =0 s -
Alatm Definitions Name ‘\\\ . )M Storage Policy ~ L T Compliance Status T Last Checked
Scheduled Tasks O B VM home 'S :/ B vVOL Repiication Policy \‘ ~ Compliant 06/23/2021, 8:27:34 PM
B Hard disk 1 | E vVOL Replication Policy 1 ~/ Compliant 06/23/2021, 8:27:34 PM
\ 1
VMware EVC B Hard disk 2 \ B vVOL Replication Policy ¢ " Compliant ©6/23/2021, 8:27:34 PM
5 ; ~ ~ ’
Guest User Mappings (@] B Hard disk 3 E\VVOL Replication Pohc\,} s + Compliant 06/23/2021, 8:30:20 PM
~o -
155 prac‘l9c2 o) & & ACTIONS vV
.
~.
e
Summary Monitsr\ Configure Permissions Datastores Networks Snapshots Updates
S
Settings v pOﬁGLe\S
<
™~
VM SDRS Rules CHECK VM STQRAGE POLICY COMPLIANCE  REAPPLY VM ST EP
vApp Cptions \\.\ -
. - ~
Alarm Deflnitions Name \\\ v V/M‘El;rage Policy Wi o T Compliance Status v Last Checked
Scheduled Tasks O B3 VM home S ,’@ vVOL Replication Policy \\ ~ Compliant 06/23/2021, 8:127:49 PM
= N ‘
O & Hard disk 1 l @ vVOL Replication Policy “ ~ Compliant 06/23/2021, 8:27:49 PM
VMware EVC O & Hard disk 2 \\ & vVOL Replication Policy 1’ ~/ Compliant 06/23/2021, 8:27:49 PM
GuestUser Mappings | | () | @ Hard disk 3 N @ wWOL Replication Policy, /. /' Compliant 06/23/2021, 8:30:58 PM
~ -
~o -

FIGURE 98. SITE A: Oracle RAC VM’s Storage Policy vVOL Replication Policy
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VM Storage Policies

CREATE EDIT CLONE CHECK REAPPLY DELETE

D Name vC
L LR viairagsinsniL olvrayg s puTiey T [Ed s beditiadiia il
(]| & Performanceflash () sc2wvcO3.vslab.local
[:] E2 performancenfs ﬂ sc2wvc03.vslab local
D B VM Encryption Policy ) sc2wve03.vslab local
(]| & vSAN Default Storage Policy ) sc2wvcO3.vslab local
[:] B VVol No Requirements Policy Q sc2wvc03.vslab. local
v B2 vVOL Replication Policy H sc2wvcO3.vslab local
() Eg Host-local PMem Default Storage Policy () az2wvcOl.vslab.local
D B2 Management Storage policy - Encryption 5 az2wveOlvslab local
[:] E@ Management Storage Policy - Large Q az2wvcOl.vslab.local
[:] G2 Management Storage Policy - Regular ) az2wvcOlvslab local
(]| B Management Storage Policy - Single Node ) az2wvcOl.vslab.local
[:] G2 Management Storage Policy - Stretched 5 az2wvcOlvslab local
1
‘ules VM Compliance VM Template Storage Compatikility
General

Name vVOL Replication Policy

Description vVOL Replication Policy

Rule-set 1: com.purestorage.storage.policy

Placement
Storage Type com.purestorage.storage.policy
Pure Storage FlashArray Yes

Replication > Custom
Provider com.purestorage.storage.replication

Target sites wdc-tsa-pure-C1

FIGURE 99. SITE B: Storage Policy vVOL Replication Policy
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The single-instance Oracle VMs Oracle19¢-OL8 and Oracle19¢-OL8-RMAN VM and the Oracle RAC vvolrac VMs to be protected by
FlashArray periodic replication are now part of the Site A Pure Storage protection group SC2vVOLPG.

Protection

Policies Protection Groups

Snapshots

- b
@ > Protection Groups {(2 SC2WOLPG 7,

X

Snapshots -~
1287 M -
a7
Members ~

Namea

RS
= wol-Oraclglgt’oL8-Stce3ald-vg/Comna@s0eaata
’ ~
= .'vdl'CMCIr'\‘JC -OL8-5fee3ald-vg/Data J\Sﬁbi\'\
/7 \

—{\«clruvHCI\:‘\‘JC—JL'drb’c«,-ir'\i\'fr\.a Data2s719208

\

= wol-Oracle19¢-OL8-5fce3ald-vg/Data. 70128497 \

I \
= wol-Oracle19¢-OL8-5fce3ald-vg/Data-d69aeets \
1

Oracle9c-OL8-5fce3ald-vg/Data-e17b037b ]

= wol-Oracle19c-OL8-RMAN-13dI9767-vg/Config-14072fcy
1
s wol-Oracle19¢-OL8-RMAN-3d19767vg/Data DGL‘?"}L"}

-l_- wol-Oracle18c-OL8-RMAN-f2df9767-vg/Data 5232}3{75
AY

= w} |-Oracle19¢-OL8-RMAN12d9767 vg! I.“V'VMV‘J';L(HJMI

vmware

ActiveDR

ActiveCluster
1100t 19 >
%
Protection
Snapshots Policies Protection Groups ActiveDR ActiveCluster

-

7
@ > Protection Groups ©) SC2wWOLRG~
Snapshots
12817 M
Members ~

Namea
i

- <
-
- S
= x

= wol-Oracle19c-OL8-RMA Nrram.@?e?v_ﬂ'Data'dOEaT‘\m
\
= wvol-Oracle19¢-OL8-RMAN-f3c{9767-yg/Data-d5284al4
\
= wol-praci9cl-90c766¢ce-vg/Config-b H2AI05
= Wol-praci9c1-80¢766¢e-vg/Data-04c63445
1
= wol-praclocl-20c766ce-vg Dah-Ocnnnzqs
= wol-praci9ct-90c766ce-vg/Data-2d5b187d
7
= wol-prac19c2-41059974-vg/Config-99p1esas
/

= wol-pracl9c2-41059974-vg/Data-bb95d6b
’

e
& yolprac1ac2 41059974 varData-Sece596!
-

i

FIGURE 100. SITE B: Storage Protection Groups and vVOLs
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Create vSphere Virtual Volumes replication storage policy mappings between Site A and Site B.

Storage Policy Mappings

az2wvcol.vsiab.local

NEW
‘\Ssl\qv;cf}a vslab.local T v | azawveOlvsiablocal ¥ | Reverse Mapping Exists
T New Storage Policy Creation mode
\“‘\\Mapplngs Select the way you want to create mappings.

Automatically prepare mappings for storage policies with matching names
1 Creation mode

The sys tomatically m mes under the s

icy with matc

© Prepare mappings manually

Recovery storage policies X

Cenfigure recovery sterage pelicy mappings for one or more siorage policies,

Q

v {7 wawvcorslaniocal

§ Host-local PMem Defeult Storage Pelicy

)
g
[
)
3
2
%
@

% Management Sterage policy - Encryption

2 Recovery storage policies Host-local PMem Dafault Storas i
Management Storage Policy - Large R Hastdcoal P e Disfat St aae Pty

Management Storage Policy - Regular (@ Menagemen Storege polcy - Encryption

(@ Mansgement Storage Policy - Large

Manzgement Storage Policy - Stretched @ Wanagement Storage Policy - Reguar

(3 Management Storage Policy - Single Nade

@

@

@

@ Mmanzgement Sterage Poliey - Single Node
@

(@ Management Storage Policy - Stretched Lite
@

Managemant Sterage Palicy - Stretcned
Management Storage polcy - Thin @ Menag, ree o

Performancefiash (@ Management Storage Policy - Stretched Lite

[§ Management Storage policy - Thin

(@ perfarmancents

[@ WM Encrygtion Policy & VM Encryption Policy

G VSAN De rage Polcy (@ vSAN Default Storage Policy
@ Vol No Requ (@ VVol No Requirements Policy

@ @ vVOL Repiication P [ VVOL Repiication Pelicy - AZ2

o

scawvcosvsiablocal Y  azawveolvsiabiocal T

@ wWoL Replication Policy (@ wOL Repiication Policy - AZ2

1mappingls)

FIGURE 101. vVOL Replication Storage Policy Mapping Between Site A and B
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Further steps to create vSphere Virtual Volumes replication storage policy mappings between Site A and Site B are as shown below:

New Storage Policy Reverse mappings X
Mapplngs Select configured mappings for which to automatically create reverse mappings. This might overwrite existing mappings.
az2wycOl.vslab.ocal T r ‘sc2wvco3.vslab ocal r

1 Creation mode [ wWOL Replication Policy - AZ2 [ vWOL Replication Policy

2 Recovery storage policies

e e . New Storage Policy Ready to complete

\ Mappings Review your settings before finishing the wizard
\ sc2wveodvsiablocal az2wvcolvsiab.local Reverse Mapping
. 1 Creation mode
(@ ¥VOL Replication Policy (@ VWOL Replication Palicy - AZ2 Yes
\ 2 Recovery storage policies

\ 3 Reverss mappings

A 4 Ready to complete

Storage Poligﬁy{Mapp%rTg'é'/

az2wvcOl.vslab.local
NEW \

sc2wveO3.vslab.local T ‘r\ az2wvcOlvslab.local 4 Reverse Mapping Exists
E& vVOL Replication Policy \E&vvol_ Replication Policy - AZ2 Yes

Storage Policy bl‘appings
A

[ sc2wvco3.vslab.local |

NEW

az2wvcOlvslab.local T v sc2wvcO3.vslab.local T Reverse Mapping Exists

8 vWOL Replication Policy - AZ2 E8 wWOL Replication Policy Yes

FIGURE 102. vVOL Replication Storage Policy Mapping Between Site A and B Continued
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Create a new VMware Site Recovery Manager protection group SC2-AZ2-SRM-SRA-VVOL-PG on Site A for vWOL-based replication.

New Protection Group Name and direction
1 Name and direction Name: SC2-AZ2-SRM-SRA-VVOL-PG

2 Type Description:

3 Replication groups

4 Recovery plan

omanng

Direction: © Primary_Site = DR_Site .
5 Ready to complete .
DR_Site » Primary_Site \ New Protection Group Type
Seiect the type of protection group you want te create
Location: Q, Name and direction Datastore groups (array-based repication)
Protect ol virlual machings which oscitc datask
Protection Groups
Individual VMs (vSphere Repl’ D
Protect soecili Vitust machines, 0aicaess of the datast
@ Virtual Volumes (vol replication)
P Prolect vietusl mactines which are on replicated ol sorag
Storage policies (array-based repication)
Ready to complete Protect virtual machines with specific storage polic
\Se\ect fault domain
Fault Domain + v | Description v | swws
©  Pure-xs0-8CA Pure Storage VASA Provider 1.2.0 Pure-X50-BCA v oK
New Protection Group Replication groups o %
1 Name and direction Select replication groups. Repl\cat\cn/g[g;lpe«(éﬁ‘tém virtual machines which are recovered together.
'/,/"/'/ CLEAR SELECTION
2 Type ——
(] ‘/mﬂcnﬂon Group ¥  Virtual Machines Status
P > Pure-X50-BCA:SC2vVOLPG 2 Add to this protectio...
3 Replication groups

IS

Recovery plan

@

Ready to complete

FIGURE 103. SITE A: Site Recovery Manager Protection Group for vVOL

Create a new VMware Site Recovery Manager recovery plan SC2-AZ2-Oracle-SRA-VV on Site A for vWVOL-based replication.

New Protection Group Recovery plan
You can optienally add this protection group to a recovery plan.
1 Name and direction Add to existing recovery plan
© Add to new recovery plan
2 Type Do not add to recovery plan now
3 Replication groups

Recovery plan name: SC2-AZ2-Oracle-SRA-VV

'J‘l\wu'u;lu'x emaining
4 Recovery plan

N

@

Ready to complete

ew Protection Group Ready to complete
Review your selected settings.

lame and direction

Name SC2-AZ2-SRM-SRA-VVOL-PG
% Description SC2-AZ2-SRM-SRA-VVOL-PG
Protected site Primary_Site
3 Replicatlon groups
Recovery site DR_Site
4 Recovery pl R
Location Protection Groups
5 Ready to complete Protection group type virtual Volumes (vVol replication)
Replication groups Pure-X50-BCASC2vVOLPG
Total virtual machines 4
Recovery plan [) sc2-AZ2-Oracle-SRA-VVOL-RP (new)

FIGURE 104. SITE A: Site Recovery Manager Protection Group for vVOL Continued
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The Site Recovery Manager protection group on Site A SC2-AZ2-SRM-SRA-VVOL-PG and the protected VMs are shown below:

@ SC2-AZ2-SRM-SRA-VVOL-PG EDIT  MOVE  DELETE

Issues  Permissions  Replication Groups ~ Recovery Plans  Virtual Machines

—— O SC2-AZ2-SRM-SRA-VVOL-PG

Protection Group: SC2-AZ2-SRM-SRA-VVOL-PG e o

Protection Type: Virtual Valumes (vol replication) e o s A
Summary Issues Eermrss&cmi_. Replication Groups
Protected Site: Primary_Site
Recovary Site: DR_Site
Description: SC2-AZ2-SRM-SRA-VVOL-PG Replication Group

Pure-X50-BCA:SC2vVOLPG

v Protection Group Details

Status: QK

> Virtual Machines: 7l

Summary Issues Permissions

Name _— A ¢ Status

E] sc2-A72-Oracle-SRA-VVOL-RP

O SC2-AZ2-SRM-SRA-VVOL-PG o move  peete

Summary Issues Permissions Replication Groups Recovery Plans Virtual Machines

ﬁlj,,-pmtiau'nﬁQatus T

Virtual Machine Recovery Resource Pool 1 Recovery Host 2 4 Recovery Folder
B Oraclel9c-OLS “ @ ok AZ2BCAT [l azzesx22.vslab.ocal CJoracle-DR
{51 Oracle19¢-OLB-RMAN [/ T3 AZ2BCAN [ azzesx22.vslablocal [ oracle-DR
{5 pracigc 0 QK AZ2BCAN [ az2esx23.vslab.local Ol oracle-DR
£ praci9c2 @ ox [ Az2BCAN [ azeesx24.vslab.local T oracle-DR

© SC2-AZ2-SRM-SRA-VVOL-PG

Replication Groups

—» Ready

EDIT MOVE DELETE

EDIT MOVE

b 4 Protected Site

Primary_Site

Recovery Network
APPS-1810
APPS-1810
& APPS-1810,APPS-1805
&) APPS-1810,APPS-1805

FIGURE 105. SITE A: Site Recovery Manager Protection Group and Protected VMs
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DELETE

Recovery Plans

Virtual Machines

4 ¥ | Virtual Machines

2

Virtual Machines

k4 Recovery Site

DR_Site

VvVol Replication Group
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Pure-X50-BCASC2vWOLPG
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The Site Recovery Manager recovery plan on Site A SC2-AZ2-Oracle-SRA-VVOL-RP is shown below:

0 SC2-AZ2-Oracle-SRA-VVOL-RP EDIT  MOVE  DELETE  TEST RN Learn me
Summary  Recovery History  Permissions  Protection Groups  Virtual Machines
Recovery Plan: “SG2:AZ2-Oracle-SRA-VVOL-RF
= - Primery_St
. St
= oR_sta =
~
. Oescripuon: =
< o~
e *8C2-AZ2-Oracle-SRA-VVOL-RP EDIT  MOVE DELETE  TEST RUN
Plan Status: -5 Ready .
Summary  Recovery Steps ssues Jermissians Jrotection Groups
his plan is ready for test or recovery —
EXPORT STEPS TEST
> Recent History
Flan status: = Ready
Description: This plan is ready for test or recovery
Status Step Started

Recovery Step

> % 1. Synchronize storage
[# 2. Reslore recovery sile hosts from slandby
[ 3. suspend non-critical VMs at recovery site
w8 4, Create wrilable storage snapshol
4.1, Protection Group SC2-AZ2-SRM-SRA-VVOL-PG
> 4.2, pract9c?
» 4.3. Oraclel9c-OL8
> 4.4 Oraclel9c-OL8-RMAN
> 45, practdct
{8 5. Configure test networks
5.1, pracioc2
5.2, Oraclel9¢-OL8
5.3, Oraclel9c-OL8-RMAN
5.4. pracige!
B 5. Power on priority 1 VMs
B3 7. Power on priority 2 VMs
@ 8. Power on pricrity 3 VMs
> 8.1. practoc?
> 82. Oraclel9c-OL8
> 8.3. Oraclel9c-OL8 RMAN
> 8.4. pracioct
B 9 Power on priofity 4 VMs
B '©. Power on pricrity 5 VMs

FIGURE 106. SITE A: Site Recovery Manager Recovery Plan
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VMware Site Recovery
The Site Recovery Manager and vSphere Replication appliance information site pairing summary for Site A and VMware Cloud on AWS
are as shown below:

Summary
vCenter Server: sc2wvcO3.vslab.local [ vcenter.sddc-44-232-220-144.vmwarevmc.com [
EEgEmE vCenter Version: 7.0.2, 17958 7.0.2,18231847 \‘\‘_‘
: : : : vCenter Host Name: scowvcO3vslablucal:443  veenter.sddc-44-232-220-144.vmwarevme eaq:43
anfllan Platform Services Controller:  sc2wveQ3.vslab.locihd43  veenter.sddc-44-232-220-144 vmwarevme.com:443™__
\"\\;_
k\\\
Site Recovery Manager e
.
O Protection Groups:1 ] Recovery Plans:l .
a —_———
et =
v Name \( VMC-DR-Site RENAME )
e S —
Server $rmsc2de03.vslab ocali443 ACTIONS v 51N, $cldC-44-232-220-144,VMWarevme.com:443 ACTIONS v
Version 8.4.0,17913191 8.4.0, 18048862
> com.ymware.veDr com.vmware.veDr
Logged in as VSPHERE.LOCAL\Administrator VMC.LOCAL\cloudadmin
Remote SRM connection + Connected + Connected
vSphere Replication
[y Replicated VMs from Primary_Site:2 [ Replicated VMs from veenter.sddc-44-232-220-144 vmwarevmc.com:0
~ Name Primary_Site veenter sddc-44-232-220-144 ymwarevmec.com
Server VRSC2DCOvslab Jocal:B043 ACTIONS v vr.sddc-44-232-220-144.vmwarevmec.com:8043 ACTIONS v
Version 8.4.0.9813, 17913754 8.4.0.9982, 18008606
Domain Name / IP VRSC2DCC1vslab local vr.sddc-44-232-220-144.vmwarevme.com
Remote VR connection + Connected + Connected

FIGURE 107. Site A and VMware Cloud on AWS Pairing Summary

The network mappings, folder mappings, resource mappings and placeholder datastore mappings must be setup for Site Recovery
Manager with vSphere Replication.

The network mapping port groups between Site A and VMware Cloud on AWS are as shown below:

NETWORK SOURCE SITE PORT GROUP DESTINATION SITE DESTINATION DESTINATION
TEST NETWORK RECOVERY NETWORK
Public Network Site A APPS-1614 VMware Cloud on Apps Team 01 Apps Team 01
AWS

Private Site A APPS-1605 VMware Cloud on Oracle Private Oracle Private
Interconnect AWS
Public Network VMware Cloud Apps Team 01 Site A APPS-1614 APPS-1614

on AWS
Private VMware Cloud Oracle Private Site A APPS-1605 APPS-1605
Interconnect on AWS

TABLE 10. Network Mapping Details between Site A and VMware Cloud on AWS
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The network mapping for protected site public network APPS-1614 to recovery site Recovery Network Apps Team 01 is as shown

below. The recovery site test network is also Apps Team O1.

Network Mappings

veenter.sddc-44-232-220-144.vmwarevme.com ]

NEW EDIT DELETE
sc2wveD3.vslab.local T v Recovery Network
& APPS-1605 & Oracle Private
(2 APPS-1614 &5 Apps Team 01

1 [l EXPORTv

IP Customization

Site sc2wvcO3.vslab.local
Network APPS-1614

Subnet 172.16.14.0

Subnet mask 255.255.255.0

Range start 172.16.14.0

Range end 172.16.14.255

Network settings to be applied to the recovery site network

Gateway 172.16.115.1
DNS addresses 172.16.31.6;172.16.31.7
DNS suffixes vslab.local

Primary WINS server

Secondary WINS server

Y Reverse Mapping Y | TestNetwork
Yes & Oracle Private
Yes & Apps Team O

veenter.sdcic-44-232-220-144 vmwarevmce.com
Apps Team 01

172.16.115.0

255.255.255.0

172.16.115.0

172.16.115.255

FIGURE 108. Network Mapping Between Site A and VMware Cloud on AWS for Planned Recovery Use Case

The network mapping for protected site private interconnect network APPS-1605 to recovery site Recovery Network Oracle Private is

as shown below. The recovery site test network is Oracle Private.

Network Mappings

vecenter.sddc-44-232-220-144.vmwarevmc.com ]

NEW EDIT  DELETE  CREATE REVERSE MAPPIN
sc2wvcO3.vslablocal T ¥ | RecoveryNetwork

2y APPS-1605 & Oracle Private
ADPPS 1614 & Apps Team O1

B 1 exPoRT~

IP Customization

site sc2wveO3.vslab local
Network APPS-1605

Subnet 172.16.5.0

Subnet mask 255.255.255.0

Range start 172.16.5.0

Range end 172.16.5.255

Network settings to be applied to the recovery site network

Gateway
DNS addresses 172.16.3186,172.16.31.7
DNS sutfixes vslab local

Primary WINS server

Secondary WINS server

¥ | ReverseMapsing v | Test Network
Yes. 2 Oracle Private

Yes ) A
25 & Apps Team 01

veenler sddc-44-232-220-144 vimwarevme com
Oracle Private

192.188.14.0

255.255.255.0

192.168.14.0

192.168.14.200

FIGURE 109. Network Mapping Between Site A and VMware Cloud on AWS For Test Recovery Use Case
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The network mapping for recovery site Public Network Apps Team 01 to protected site Recovery Network APPS-1614 is as shown
below. The recovery site test network is APPS-1614.

Network Mappings
vcenter.sddc-44

NEW EDIT DELETE
veenter.sddc-44-232-220-144 . vmwarevmc.com G A o Recovery Network h 4 Reverse Mapping h 4 Test Network

& Apps Team 01 2 APPS-1614 Yes. £ APPS-1614
& Oracle Private & APPS1605 Yes & APPS-1605

1 EXPORT v

IP Customization

Site veenter.sddc-44-232-220-144.ymwarevme.com sc2wvcO3.vslab.local
Netweork Apps Team O1 APPS-1614

Subnet 17216.15.0 17216.14.0

Subnet mask 255.255.255.0 255.255.255.0

Range start 172.16.115.0 17216.14.0

Range end 172.16.115.265 172.16.14.255

Network settings to be applied to the recovery site network

Gateway 172.16.14.1
DNS addresses 172.16.31.6, 172.16.31.7
DNS suffixes wslab.local

Primary WINS server

Secondary WINS server

FIGURE 110. Network Mapping Between VMware Cloud on AWS and Site A for Planned Recovery Use Case

The network mapping for recovery site private network Oracle Private to protected site Recovery Network APPS-1605 is as shown
below. The recovery site test network is APPS-1605.

Network Mappings

sc2wvcO3.vslab.local

NEW ERIT DELETE
veenter.sddc-44-232-220-144.vmwarevme.com R 4 Recovery Network T Reverse Mapping r Test Network b 4 1P Customization
& Apps Team 01 & APPs-1614 Yes & APPs-1614 Yes

& oracle Private &) APPS-1605 Yes (2) APPS-1605 Yes

@ 1 exporT

IP Customization

Site veenter sddc-44-232-220-144 ymwarevme.com scwveO3.vslab.local
Network Oracle Privale APPS-1605

Subnet 192.168.14.0 172.16.5.0

Subnet mask 255255.255.0 255.255.255.0

Range start 192.168.14.0 172.165.0

Range end 192.188.14.255 172.18.5.255

Network settings to be applied to the recovery site network

Gateway
DNS addresses 172.16.31.6; 172.16.31.7
DNS suffixes vslab.local

Primary WINS server

Secondary WINS server

FIGURE 111. Network Mapping Between VMware Cloud on AWS and Site A for Test Recovery Use Case
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The folder mapping from Site A to VMware Cloud on AWS is as shown below:

Reverse Mapping Exists

Folder Mappings
‘ sc2wvcO3.vslab.local vcenter.sddc-44-232-220-144. vmwarevmc.com
M r veenter.sdde-44-232-220-144. vmwar evme. com Y
01 workloads = Yes

NEW

|:\ se2wveD3.vslab.local

()] Doracle =
FIGURE 112. Folder Mappings from Site A to VMware Cloud on AWS

Folder mapping from VMware Cloud on AWS to Site A is as shown below:

h 4 Reverse Mapping Exists
o— Yes

Folder Mappings

sc2wvcD3,vslab.local

[ sc2wveoa.vsiab.local
NEW
|:\ vecenter.sddc-44-232-220-144.vmwarevmc.com O ¢
[ | B3 workloads = Ooracke
FIGURE 113. Folder Mappings from VMware Cloud on AWS to Site A

Resource mapping from Site A to VMware Cloud on AWS is as shown below:

Reverse Mapping

Resource Mappings
h g

sc2wvcO3.vslab.local vcenter.sddc-44-232-220-144 vmwarevmec.com
OIS 4 veenter.sdde-44-232-220-144. vmwarevmc.com
() Compute-ResourcePool Yes

NEW

sc2wveD3.vslab.local

)
[ @ oraclerp
FIGURE 114. Resource Mappings from Site A to VMware Cloud on AWS

The Resource mapping from VMware Cloud on AWS to Site A is as shown below:

Reverse Mapping

Resource Mappings
vcenter.sddc-44-232-220-144. vmwarevme.com
T
Yes

[ sc2wvcO3.vslab.local
sc2wvcD3.vslab.local

T~
@ oracle-RP

NEW

:| vcenter.sddc-44-232-220-144.vmwarevmc.com

0 @ compute-ResourcePool
FIGURE 115. Resource Mappings from VMware Cloud on AWS to Site A

vmware
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The placeholder datastore mapping between Site A and Site B is as shown below. The placeholder datastore on the recovery site is
used by Site Recovery Manager to store placeholder VMs.

Placeholder Datastores

| sc2wvco3.vslab.local vcenter.sddc-44-282-220-144.vmwarevmc.com

NEW

\7| Name L 4 Host/Cluster

\:I 8 HPco2 GPU4, BCAZ, GPU2, GPU1, HPC2

O & oraTintri BCA-SiteC, BCA-Intel (Reserved)

\:I B sc2-TINTRI-ECE090 BCA-SiteC, Legacy Management, GPU4, BCA-Intel {(Reserved), GPU2, GPU1, BCA3
[ B sparko BCA3, GPU4

FIGURE 116. Placeholder Datastore Mappings from Site A to VMware Cloud on AWS

Placeholder Datastores

[ sc2wvcO3.vslab.local m
NEW
\:\ Name O ¢ Host/Cluster
() & vsanDataslore Cluster-1

FIGURE 117. Placeholder Datastore Mappings from VMware Cloud on AWS and Site B

The graphic below illustrates vSphere Replication setup between on-premises Site A and VMware Cloud on AWS.

Replication Servers
\ sc2wvcO3.vslab.local vcenter.sddc-44-232-220-144. vmwarevmec,com

REGISTER CONFIGURE
Replication Server M ¢ Domain Name / IP h ¢ Status h 4 Replications
© [] vRSC2DCO1 (embedded) VRSC2DCO1vslab.local W, Connected o}

FIGURE 118. SITE A: Replication Server Details

Replication Servers

[ sc2wvcO03.vslab.local

Replication Server ™ v Domain Name / IP h 4 Status b 4 Replications

© [ v (embedded) vr.sddc-44-232-220-144... W Connected 2

FIGURE 119. VMware Cloud on AWS Replication Server Details
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Site Recovery Manager and Sphere Replication pairings and IP addresses for Site A and VMware Cloud on AWS are as shown below:

COMPONENT SOURCE SITE APPLIANCE DESTINATION SITE APPLIANCE

SRM Appliance Site A SRMSC2DCO03.vslab.local VMware Cloud on AWS srm.sddc-44-232-220-144.
vmwarevmc.com

IP Address 172.16.31.149 10.129.224.24

vSphere Replication Site A VRSC2DCO1.vslab.local VMware Cloud on AWS vr.sddc-44-232-220-144.
Appliance vmwarevmec.com

IP Address 172.16.31.144 10.129.224 .23

TABLE 11. vSphere Replication Network Pairing Details

Setup of Site Recovery Manager and vSphere Replication is beyond the scope of this paper.

The steps to set up replication between Site A and VMware Cloud on AWS are the same as those required to set up replication between
Site A and Site B.

To enable site recovery on VMware Cloud in an AWS SDDC environment that uses VMware NSX-T, firewall rules must be created
between on-premises and VMware Cloud on AWS management gateway. After the initial firewall rules configuration, one can add, edit
or delete any rules as needed. Learn more about firewall rules.

After setup is complete, vSphere Replication will automatically seed the source data to target as baseline first OR we can force a sync.

= sc2wvcO3.vslablocal - (@ vcenter.sddc-44-232-220-144. vmwarevme.com

NEW

Virtual Machine 1~ v | Status v | meO v | Target ¥ | ReplicationServe y  Protection Group
~ (31 Oraclel9c-OLE v oK 10 minutes [ veenter.sdde-44-232 220 144.vmwarevme.com D wr SC2-VMC-SRM-VR-PG
Configured disks: 50f5 Last instance sync point:  Aug 3, 2021, 1:21:37 PM
Auto-replicate new disks Enabled Last sync duration: 2 seconds
M d by: 3
anaged by s Last syne size: 238 MB
Guiescing: Disabled
Lag time: 52 seconds
Network compression: Disabled
. RPO: 10 minutes
Encryption Disabled
Datastore: @ WorkloadDataslore POINts In time: Disabled
Storage policy: @ Datastore Default ~ Replica disk usage: g1412268
V| [ Oraclel9c-OLB-RMAN &/ OK 10 minutes [ veenter sdde-44-232-220-14. vmwarevme.com [ vr 5C2-VMC-SRM-VR-PG
Configured disks: Sof 5 Last instance sync point: Aug 3, 2021, 1:22:06 PM
Aute-replicate new disks  Enabled Last syne duration: 2 seconds
Managed by: SRM Last sync size: 819 B
Quiescing: Disabled
Lag time: 25 seconds,
Network compression: Disabled
RPO: 10 minutes
Encryption: Disabled
Datastore: B WorkloadDatastore "o N me: Disabled
Storage policy: (@ Dalastore Default ~ Replica disk usage: [B170.34 G8

FIGURE 120. vSphere Replication Source Data Seeding
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The protection group and VMs are as shown below:

@ SC2-VMC-SRM-VR-PG €O

MOVE  DELETE

Summary ssues Permissions. Recovery Plans Virtual Machines
Protection Group:  SC2-VMC-SRM-VR-PG

Protection Type: Individual VMs (vSphere Replication)

Frotected Site: Brimary-Site
Recovery Site: VMC-DR Site
Description:

v Protection Group Details

Status: oK \
~ Virtual Machines: 2

Configured

Not Configured

© SC2-VMC-5RM-VR-PG EDIT

MOVE DELETE

Summary Issues Permissions Recovery Plans Virtual Machines
EHOLDER VI ONFIGURI M
Virtual Machine [ 4 Protection Stat v Recovery Resource Pool A ¢ Recovery Host v Recovery Fold v Recovery Network
) Oracle19c-0L8 @ ok @ Compute-ResourcePool [ 10129324 I workloads t: & Apps Team 01
) Oracle19¢c-OL8-RMAN QoK @ Compute-ResourcePool [ 10129325

I workioads T @ Apps Team 01

FIGURE 121. Site A Protection Group and Virtual Machines

The recovery plan is as shown below:

Recovery Plans

NEW EDIT MOVE DELETE TEST EANUP RUN LU
Name [ 4 Status T Protected Site h 4 Recovery Site
© [ sco-vMc-oracle-RP — Ready Primary-Site VMC-DR-Site

7-;D‘SC2:_\{MC-OFGC‘9-RP EDIT  MOVE

DELETE TEST RUN
Summary Recovery Steps ssues  History  Permissions  Protection Groups Virtual Machines
EXPORT STEPS TEST RUN
Plan status: —» Ready
Description:

This plan is ready for test or recovery

Recovery Step

Status. Step Started Step Completed
> %G 1. Synchronize storage

[# 2. Restore recovery site hosts from standby
[ 3. suspend non-critical VMs at recovery site
> €8} 4. Create writable storage snapshot.
> 88} 5. Configure test networks
1B 6. Power on priority 1¥Ms
B 7. Power on priority 2 VMs
B 8. Power on priority 3 VMs
> B.1. Oraclel9c-OLB-RMAN
> B.2. Oracletdc-OL8
1@ 5. Power on priority 4 VMs
B 0. Power on priority 5 VMs

FIGURE 122. Site A Recovery Plan and Recovery Steps

vmware
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As mentioned before, vSphere Replication 8.4 cannot replicate VMs that share VMDK files. This limitation can be found in
VVMware vSphere Replication 8.4 Release Notes.

VMware Cloud Disaster Recovery
The illustration below shows VMware Cloud Disaster Recovery setup between Site A and VMware Cloud on AWS.

The dashboard for VMware Cloud Disaster Recovery is as shown below. Using VMware Cloud Disaster Recovery with VMware Cloud on
AWS, the recovery SDDC is already provisioned and configured.

Setting up the recovery SDDC is beyond the scope of this paper. Learn more about Deploying a Recovery SDDC.

Monitor

Dashboard

Welcome to VMware Cloud Disaster Recovery

VMware Cloud DR is VMware's easy-to-use, on-demand disaster recovery service, Quick setup

delivered as Saas, with cloud economics.
1) Configure the API token

2 Deploy the cloud file system

3 ) Setupa protected site
4 ) Create a protection group
5 ) Deploy the recovery SDDC
6 ) Create the DR plan
Global summary
System health Cloud backup Protected sites Recovery SDDC Protected VMs DR plans
o g1 18718 C @2 @ 27 VMs @ 5
Calculated every 12h -
Sites Topology
Q Cloud Backup (Oregon) 1.8 Tt backup size
=

vCenter

f
® site A-5C2 - Oracle 1 conmector DR-SDDC
Data Center Site 1
U~
1
Q Data Center Site 1 @ 5

vCenter A
connectors i 4

Site A - SC2 - Oracle
2 hosts

0 DR-5DDC (@ 20.7 1o storage

FIGURE 123. VMware Cloud Disaster Recovery Dashboard
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Cloud backup (Oregon) is as shown below:

vmw VMware Cloud DR Dashboard Sites Protection groups DR plans Monitor

Sites Cloud file systems  Protected sites  Recovery SDDC Depioy new cloud file systerr
Cloud Backup (Oregon) Cloud Backup (Cregon) =~
Details Protection
AWS region  US West (Oregon) Protected VMs Snapshots

Availability zone usw2-azl

Group shapshots

403

Capacity
9 (1983 total VM snapshots)
Protected capacity
1.87iB
Calculated every 12h 291 vCenter VMs
Maximum capacity 27in groups

Protection groups

O1%
Used Name ~ Site VMs Snaps
Applications Data Center Site 1 10 89
Desktop 3 55
Script VMs Data Cen 2 49
Protected sites

Test VMs Data Cen 10 31

On-prem vSphere VMware Cloud on AWS

2 é}] O Users Data C: 3 162
VCDR - Oracle PG Site A - 5C2 - Oracle 2 17

Paired recqvery SDDC

@& or-spoc

FIGURE 124. VMware Cloud Disaster Recovery Cloud Backup

vmware

Create protection group
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On the recovery VMware Cloud on AWS SDDC, there are tree datastores. Datastore dsO1 is scale-out cloud file system (SCFS) storage
mounted as an NFS datastore on the recovery VMware Cloud on AWS SDDC. This datastore should only be used by VMware Cloud DR.

[ B2 & B SDDC-Datacenter ACTIONS v

v veenter.sdde-44-229-154-128 vmwarevme.com Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks

N [} sSDDC-Datacenter

B dso1 Datastore Clusters

B vsanDatastore

Datastore Folders

B workicadDatastore

| Name v ‘ Status v  Type ~  Datastore C... ~  Capacity ~  Free
[3 cs01 ~/ Normal NFS 3 105.4 1B 105.03 B
E vsanDatastore ~/ Normal VSAN 2074 TB 1465 TB
2 WorkloadDatastore " Normal vSAN 2074 7B 1465 TB

8 dsO1 | AcTions v
summary Monitor Configure Permissions Files Hosts VMs

. Type: NFS3
URL ds:/f/vmfs/volumes/4b1e188e-fI5h516f/

3 vsanDatastore

= WorkloadDatastore

Details
Location ds://fvmfs/volumes/4b1e188e-fISh516f/
Type NFS 3
Hosts 2|
Virtual machines 2
VM templates o]
Server 10.2.127.254
Folder Jext_ds_01/dsO1

FIGURE 125. VMware Cloud Disaster Recovery SCFS Storage
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The vsanDatastore and WorkloadDatastore are part of the basic VMware Cloud on AWS storage.

The protected site Site A - SC2 - Oracle is as shown below:

vmw VMware Cloud DR Dashboard Sites Protection groups DR plans Monitor

Sites Cloud file systems Protected sites Recovery SDDC Deploy new cloud file syst:
@ site A - SC2 - Oracle Site A - SC2 - Oracle =.
@ Data Center Site 1 Connectors Protection

Prolecled VMs VM snapshols
@ ore 172.16.14.220 =
Deploy
1% 34
vCenters

G 172.18.1.76 2 VMsingroups
254 lolal vCenler VMs

Register vCenter

Protection groups

Cloud backup target

Pratection group «

VEDR - O

cle PG

a Cloud Backup (Oregon)

Create protection group

FIGURE 126. VMware Cloud Disaster Recovery Protected Site
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The DRaa$S connector appliance is deployed on protected Site A with IP address 172.16.14.220 as shown below:

oo

& da-drc-Release 02 @ @ | acronsv
Summary Monitor Configure Permissicns Datastores Networks Snapshots Updates
Guest OS: Other 4.x or later Linux (64-bit)

Compatibility: ESXi 6.5 and later (VM version 13)

VMware Tools: Running, version:2147483647 (Guest Managed)
MORE INFO

DNS Name: vc_c_:i_r=90_:50_;5§828a:ab

2 Addressesr’___—1_z216.1_4.2_20_ _
VIEW ALL 2 IP ADDRESSES

LAUNCH WEB CONSOLE

Host: sc2esx10.vslab.local

4 5

LAUNCH REMOTE CONSOLE @

VM Hardware ~
> CPU 8 CPU(s)
> Memory D 12 GB, 1.08 GB memory active
> Hard disk 1 100 GB
= =~

> Network adapter 1 { APPS-1614 (connected)

~ -’

o T —_— = - -
> CD/DVD drive 1 Connected @ v
> Video card 4 MB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

v

Other Additional Hardware

Compatibility ESXi 6.5 and later (VM version 13)

FIGURE 127. Site A: DRaaS Connector Appliance
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The protection group VCDR - Oracle PG is created as shown below:

ware Cloud DR board Sites Protection groups DR plans Monitor

Protection groups

Protection groups Create protection group

Protection group ~ Site name Site type Replicates to Health Schedule

- ~

) Site A - SC2 - Oracle On-prem site Cloud Backup (Oregon) OK Active

DR plans  Monitor

Group details Membership Schedule
Snapshots 17 VM name pattern Oraclel®c-OL8* Every 4 hours: snapshot every four hours starting at 12:00 AM. Retain for 1
Schedule Active week
Health OK

Site Site A - SC2 - Oracle

Snapshots

Name Taken timastamp Includes Total size Expiration

VCDR - Oracle PG 03:00 UTC Jul-18-2021 08:00 pm 2VMs 147.2 GiB Jul-25-2021 08:00 pm

VCDR ] 3T Jul-18-2021 04:01 pm 2VMs 147168 Jul-25-2021 04:01 pm

VCDR G 1-07-18T19:00 UTC - Jul-18-202112,01 pm 2VMs 147168 Jul-25-202112:01 pm

VCDR - ¢ 7-18TiE C Jul-18-2021 08:00 am 2VMs 147 GiB Jul-25-2021 08:00 am
'CDR - ¢ Jul-18-2021 04:01 am 2VMs 147 Gig Jul-25-202104:01 am

W TC Jul-18-202112:01 em 2VMs 147 Gig Jul-25-202112:01 am

FIGURE 128. Site A VMware Cloud DR Protection Group

The protection group VCDR - Oracle PG details with VMs Oracle19¢c-OL8 and Oracle19¢c-OL8-RMAN is as shown below:

Edit site protection group -

2 General Protection group name Preview VMs
v T " VC[?S - Cracle PG Previewing VMs matching any query
N R VM name - Cluster Datastore State
N Protected site. vCenter Cloud backup
R, 1 Oraclets BCA-SiteC OrasC2 on
P Site A - SC2 -'Qracle 17218176 Cloud Backup (Oregon) v
B " B10racie19¢-OL8-RMAN  BCA-SiteC Orascz an
VM name pattern < _ B i "
B o 2 virtual machines

A :
namepattern  Oracle19¢c-OL8* =

luding .
Use * as wildcard, comma to-séparate patterns. VM pattern tips

Add vCenter query >\ Preview VMs.

The queries are evaluated with WCenter whenever a new snapshot is taken
o
N\
Edit site protect\ic%;roup -
!
¥ General 4 protection schedules

= Protection schedules

Take snapshots Starting at Keep snapshots for
Every 4 hours - 12AM + 00 - 1 weeks - X

FIGURE 129. SITE A: VMware Cloud DR Protection Group and Protected VMs
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Details of snapshot VCDR - Oracle PG - Every 4 hours - 2021-07-19T03:00 UTC are as shown below for VMs Oracle19¢c-OL8 and
Oracle19¢c-OL8-RMAN:

VCDR - Cracle PG - Every 4 hours - 2021-07-19T03:00 UTC

Snapshot details

-
Teken timestamp Jy|-18-2021 08:0Q pm (16h ago) GI‘Ou;{\VCDR - Qracle PG —\J
Expiration Jul-25-202108:00 pm (in 6c) Includes 2VMs ™~ = T 7
Origin Cloud Backup (Oregon) Total size 147 268

Trigger Auion_’wagc_ ——

Sitee Site A - 5C2- Oracle ™,
< -

N —m—— -

Virtual machines

Name_ — = —

Qrigin vCenter

P ~ R . E o

~
, 7 Oracle19¢-0L8 N 17218.11.76 Restore
' \
b [
\ (9 Oracle19c-OL8-RMAN » 17218176 Reslore
~ ~ ~ rd
N~ _ o~

FIGURE 130. VMware Cloud DR Protection Group Snapshots Details

The snapshot can also be viewed on the protected site Site A - SC2 - Oracle. This snapshot is temporary during the protection group
cycle and will be removed as soon as the changed block data has been successfully replicated to the SCFS.

The snapshot of VM Oracle19¢c-OLS8 is as shown below:

&% Oracle19¢-0OL8 02§ & ACTIONS v

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

TAKE SNAPSHOT [nEvEuT ‘ EDIT ] DELETE | DELETE ALL

Name vedr-internal-snap-ad26ad24-dded-460e-9d21-03917244Ccd
3

© You are here

Description Temperary snapshot taken by YMware Cloud DR as part of 2
backup operation. It will be automatically deleted when the
backup task finishes. Do NOT delete manually.

Timestamp, 7/20/21, 815 AM

Size 66.49 GB

Snapshot the virtual  No
machine's memory

Quiesce guest fle  No
system

FIGURE 131. Site A: Protected VM Oracle19¢c-OL8 Snapshots Details
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The snapshot of VM Oracle19¢-OL8-RMAN is as shown below:

& Oracle19¢-OL8-RMAN 02§ © ACTIONS v

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

TAKE SNAPSHOT... [ REVERT ‘ EDIT DELETE | DELETE ALL ]

Name vedr-internal-snap-6889325f-4c64-4351-a205-cb80a9badlad

© You are here

Description Temporary snapshot taken by VMware Cloud DR as part of
backup operation. It will be automatically deleted when the
backup task finishes. Do NOT delete manually.

Timestamp 7/20/21, 817 AM

Size 80.99GB

Snapshot the virtual  No
machine's memory

Quiesce guest file  No
system

FIGURE 132. Site A: Protected VM Oracle19¢c-OL8-RMAN Snapshots Details

The recovery SDDC DR-SDDC is as shown below:

The network mapping port groups between Site A and VMware Cloud DR on VMware Cloud on AWS is as shown below:

NETWORK SOURCE SITE PORT GROUP DESTINATION SITE DESTINATION DESTINATION
TEST NETWORK RECOVERY NETWORK
Public Network Site A APPS-1614 VMware Cloud DR Oracle Test Oracle Failover
Recovery VMware
Cloud on AWS

TABLE 12. Network Mappings between Site A and Recovery SDDC

Two networks have been created on the recovery SDDC DR-SDDC:

- Oracle Failover with network subnet 192.168.14.1 / 24 for all Failover testing
- Oracle Test with network subset 192.168.15.1 / 24 for all Test testing
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Sites

Cloud file systems Protected sites Recovery SDDC Deploy new cloud file syst
DR-SDDC Details Capacity and usage
SDDC name DR-SDDC Hosts 2
Type VMware Cloud on AWS Physical capacity 20.7 B
Seller VYMware Total CPU 165.6 GHz (72 cores)
AWS region US_WEST_2 Total memory 1099.5 6B
Zore ID us-west-2b
Cloud backup Cloud Backup (Cregon)
Uptime 24d13h
v Clusters 1cluster
Cluster Hosts Storage Host type Status -
Cluster-1 2 207 7. 13 Ready Add hosts
Add cluster
~ Networks 7 networks
Name =« Gateway / bits DHCP IP range DHCP DNS suffix DHCP DNS servers
AppPrivateNetwork 17210101724 172.10.10.100 - 172101 -- - Rename
DR Network 192.168.20.1/24 192.168.20.100 - 192.16... - - Rename
IsolatedTestNetwork 172.30.30.1/24 172.30.30700-17230... -- - Rename
’___.-——-_____..-
¢ < Oracle Failover 192168.141/24 \ - - Rename
h ~Oracle Test 192168151/ 24 » s - - - Rename
=~ — — -
sddc-cgw-network-1 19216811/ 24 192.168.1.2 - 19216812 -- -- Rename
sddc-cloud-dr-proxy-.. 10.68.97.1/28 -- vme.local - (reserved)
Add network
» Public IP addresses No pubiic IPs

» NAT rules

» Firewall rules

FIGURE 133. VMware Cloud DR Failover and Test Network Details

The two networks on the recovery SDDC are as shown below:

®

B 2

v @ veenter.sddc-44-229-

)

154-128. vymwarevme.com Summary

SDDC-Datacenter

» B3 VMC Networks

@ VM Network
&) AppPrivateNetwork
& DR Network

Name T
& IsolatedTestNetwork &3 Oracle Failover
& Oracle Failover O Oracle Test
&Q Oracle Test

& scldc-cgw-network-1

Q sddc-cloud-dr-prexy-network

ACTIONS Vv
Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates
Distributed Switches | Distributed Port Groups | Uplink Port Groups | Network Folders
v Type v NetworkP.. ¥ VMs ¥ Hests ~
NSX network 4] 2
NSX network 2 2

FIGURE 134. Recovery SDDC Failover and Test Network Port Group Details

vmware

No NAT rules

4 firewall rules

Ve v
L— veentersddc-44-229-154-128 vmwarevme. com

[ veentersddc-44-229-154-128vmwarevme.com
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The DR plan Oracle Recovery Plan is as shown below:

Create plan c Duplicate elele

Status Protected site Recovery site Groups  Compliance
© Ready (not testable) DR-SDDC £ Site A - SC2 - Oracle 1 ~ 10m ago
© Ready Site A - SC2 - Oracle < DR-SDDC 1 ~ 1im ago
. == ——— S
A ¢ Oracle Recovery Plan Summary  Reports
Plan Protected groups Continuous compliance e

VCDR - Oracle PG
Oracle Recovery Plan

Site A - 5C2- Oracle & DR-SDDC v

Oracle Recovery Pian

18 /18 checks passed

© Ready Daactivata

FIGURE 135. VMware Cloud DR Recovery Plan

Details of the DR plan Oracle Recovery Plan are as shown below:

Edit plan - Qracle Recovery Plan

Add a new plan
Plan name

Oracle Recovery Plan

Description

N
.. Oracle Recovery Plan

©rtional)

~
\\b\ .
Rec @\ﬁw\tc

= . \\

cript VM Where do you planto failover?

.
y steps g

.
.
@ Existing recovery'SDDC
.

Failover to the recovey ;U%yec oy N
WMware Cloud DR. ™ . »> ((
SO - S
O Recovery SDDC deployed in cas\e\gf dlsaste\r\\ P X CIQE'/

j backup
Lower cost but increased
Resource mapping will b

recovery SDDC is deployed. \ ..
N-oteue site ..
~
\\\

LR SR S O S S S 2

Sites

Failover to VMware Cloud on AWS settings

v Grcm}\

x vCenters \\ Protected site
yCenter folders ™ Which sitg has the protection groups that will be protected?
c e I L =~
= E=ChIEES " Protected site ~ Protected vCenter
CPUGHEN RS \ (P Site A-5c2- Oracle (17218176
IS -

+ |P addresses IR

+ Script VM L ~Recovery spBC ~ N
decovery steps 4 \
¥ Recovery steps ! Failover 1o the deployed rpcovery SDDC
v Alerts \ /
~ _DR-SDDC s
< -

FIGURE 136. VMware Cloud DR Recovery Plan Protected and Recovery Site
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Details of the VMware Cloud DR recovery plan protection group and vCenter mappings are as shown below:

Edit plan - Oracle Recovery Plan

Groups
Choose the protection groups from the protected site included in this plan

Protection group

VCDR - Oracle PG

v Compute resour o
\-\Qr\ly groups in site DR-SDDC are shown

v Virtual networks
« |P addresses s

« Script VM g

~— Edit plan - Oracle Recovery Plan

vCenters

Choose the vCenter in DR-SDDC for each source vCenter

S vCenters e Failover mapping Same for test and failover
Centers ~
W nter folders T
veyeRnteriolaers * source vCenter Target vCenter
+ Compute re:
i F172181176 > 710.2.224.4 .
irual networks
« P acidresses
o Script VM Only source vCenters with VMs protected in this plan are shown

« Alerts

FIGURE 137. VMware Cloud DR Recovery Plan Protection Group and vCenter Mappings

Details of the VMware Cloud DR vCenter folders and compute mappings are as shown below:

Edit plan - Oracle Recovery Plan

Visenetl vCenter folders
W Sites
Map each vCenter folder in Site A - SC2 - Oracle containing protected VMs to a folder in DR-SDDC
¥ Groups
 vCenters Failover mapping Same for test and failover
vC r folders
= vCenter folders Map folders
« Compute resources
S
o Virtual networks™._ [A17218176 [710.2.224.4
S|
v |P addresses [0 5C2-DC/Oracle % [ SDDC-Datacenter/Cloud DR/Oracle e
S
¥ Script VM S
R,
« Recovery steps .
= =
« Alerts g Edit plan - Oracle Recovery Plan
\\\
TR + General Compute resources
.
Sa, ¥ Sites
‘\.\\ Map each vCenter compute resource in Site A - SC2 - Oracle containing protected VMs to a compute
WGroups resource in DR-SDDC

Failover mapping Same for test and failover

Map compute resources

« Virtu

oAy . (717218176 [710.2.224.4 .
v Script VM [ sc2-DC/BCA-SiteC 2 @ SDDC-Datacenter/Cluster-1/Compute-Re..  *
v Re

« Alerts

FIGURE 138. VMware Cloud DR Recovery vCenter Folders and Compute Mappings
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Details of the VMware Cloud DR failover and test network mappings are as shown below:

Edit plan - Oracle Recovery Plan

AT Virtual networks
+ Sites N B

Map each vCenter virtual network in Site A - SC2 - Oracle containing protected VMs to a virtual network in DR-
¥ Groups SDDC
vV S D c 5

Failover mapping Test mapping (J Same for test and failover
« vCenter folders =
=
« Compute resources Map virtual networks RN
Virtual networks

EA 172181176 [710.2.224.4
v P ad
 Script VM & SC2-DC/APPS-1614 2 & SDDC-Datacenter/Oracle Failover X

¥ Recovery steps

SeGlEE Edit plan - Oracle Recovery Pla

¢ General Virtual netwol

Map each vCenter virtlal network in Site A - SC2 - Oracle containing protected VMS 1o a virtual network in Cloud

Backup (Oregon)
v Ve 5 . . S . .
Failover mapping Test mapping [ Same for test and failover
v vCen
+ Compute resources Map virtual networks
< Virtual r
) [717218.1.76 [710.2.224.4
+ |P addresses
& SC2-DC/APPS-1614 % & sDDC-Datacenter/Oracle Test X

+ Script VM

FIGURE 139. VMware Cloud DR Failover and Test Network Mappings

Details of the VMware Cloud DR failover network mappings are as shown below:

Edit plan - Oracle Recovery Plan

v General IP addresses
v Sites

Map source subnets to subnets in DR-SDDC
« Groups
P OIS Failover mapping Test mapping [ Same for test and failover
v vCenter folders ‘ Add rule ‘ Edlit Delete
v Compute rescurces ‘ )

Source Target

 Virtual networks
O P Address Mapping - Oraciel9c-OL8
= |P addresses

172.16.14.45 .) 192.168.14.45
¥ Script VM Subnet mask 255.255.255.0 Subnet mask 255.255.255.0
 Recovery steps Gateways 172.16.14.1 Gateways 192.168.14.1
DNS servers  172.16.31.6 172.16.31.7 DNS senvers 192.168.14.2
& Alerts
O P Address Mapping - Oraciet9c-OL8-RMAN
172.16.14.46 9 192.168.14.46
Subnet mask 255.255.255.0 Subnet mask 255.255.255.0
Gateways 172.16.14.1 Gateways 192.168.14.1
DNS servers 172.16.31.6 172.16.31.7 DNS senvers  192.168.14.2

FIGURE 140. VMware Cloud DR Failover Network Mappings Details
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Details of the VMware Cloud DR test network mappings are as shown below:

Edit plan - Cracle Recovery Plan

v General IP addresses
« Sites )

Map source subnets to subnets in Cloud Backup (Oregon)
v Groups .
v vCenters Fallover mapping Test mapping [ Same for test and failover
v vCenter folders ‘ Add rule ‘ Edit Delete
v Compute resources ) '

Source Target

v Virtual networks
O 1P Address Test Mapping - OracieiSc-OL8
= |P addresses

172.16.14.45 9 192.168.15.45
¥ Script VM Subnet mask  255.255.255.0 Subnet mask  255.255.255.0
v pecovew steps Gateways 172.18.14.1 Gateways 192.168.15.1
DNS servers 172.18.31.6 172.18.31.7 DNS servers 192.168.15.2
v Alerts
O 1P Address Test Mopping - Oraciel9c-OL8-RMAN
172.16.14.486 9 192.168.15.46
Subnet mask 255.255.255.0 Subnet mask 255.255.255.0
Gateways 172.16.14.1 Gateways 122.168.15.1
DNS servers 172.16.31.6 172.16.31.7 DNS servers  182.168.15.2

FIGURE 141. VMware Cloud DR Test Network Mappings Details

Details of the VMware Cloud DR recovery plan optional script are as shown below:

Edit plan - Oracle Recovery Plan

v General Script VM
v Sites ) } )

The script VM s where the custom scripts specified in the recovery steps are run.,
v Groups

Both Windows and Linux are supported; the VM must have VMware Tools installed
v vCenters

When running the plan, you will need to enter the credentials to run the scripts,
v vCenter folders

Learn more about using a script VM,
v Compute resources

v Virtual networks @ Do not run custom scripts
¥ |P addresses O Run scripts on a VM
= Script VM .

Script VM name vCenter
¥ Recovery steps
 Alerts 10.2.224.4 -

Use failover settings for test
Test script VM name Test vCenter
1C.2.224.4 -

FIGURE 142. VMware Cloud DR Recovery Plan Optional Script
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Steps for creating the VMware Cloud DR recovery plan are continued below:

Edit plan - Oracle Recovery Plan Edit
A
v Gel Recovery steps _— ) Step type
+ Sites —
Choose the virtual machine recovery steps )/»"/' O Recover protection groups
+ Groups -

_ =" @ Recover individual VMs

« vCenters Add step Edit //,,)4( ele

/_,.—// O Recover all remaining VMs, files, and groups

« vCenter folders —

1 Recover protection group Oracle Test (O Other actions - wait, run script, and other actions
Recover VMs: (71 Oracle19e-OL8 and (7] Oracle19¢c-OL8-RMAN

« Virtua Power on all recovered VMs,

VMs to recover

+ |P addi : . . . "
2 Wait for user input: Do you wish to continue? VMs to be recoverad in this step: (1) Oraclel9c-OL8 and (11 Oraclel19c-OL8-RMAN

+ Script VM One or more standalone actions
very stepe . Select individual VMs...
¥ Recovery steps 3 Recover all remaining VMs, files, and groups
« Alerts Recover remaining groups and VMs
Do not power on VMs. Power action

O Power on only VMs that were powered-on when snapshotted
@ Power on all recovered VMs

O Do net power on any VMs

Pre-recover actions for each VM

Add action «

Post-recover actions for each VM

Add action v

Step description

Recover protection group Cracle Test

Leave empty to use default description

FIGURE 143. VMware Cloud DR Recovery Plan Steps

Complete the VMware Cloud DR recovery plan configuration.

Edit plan - Oracle Recovery Plan

v General Alerts
« Sites . .
Choose the email recipients and alert triggers

v Groups
 vCenters Email alert recipients Alert triggers
v vCenter folders Go to Configure emall alerts ta add new ) )

o Continuous compliance reports
v Compute resources recipients.

dministrat . Every compliance check

v Virtual networks [ administrator @vmware.com o ik P

(] Compliance warning
+ |P addresses )
(] Compliance error
Secr N
¥ Script VM () Cnce per week
v Recovery steps [ When check results changed

Alerts .
> Plan runtime alerts

[7) Failover runtime status changed
() Waiting for user input

() Failover finished; waiting for user commit

FIGURE 144. VMware Cloud DR Recovery Plan Configure Complete

mware® REFERENCE ARCHITECTURE | 110



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

The DR plan Failback - Oracle Recovery Plan is as shown below:

Monit:

Plans Create plan uplicate

Plan = Status Protected site Recovery site Groups Compliance

© Ready (not testable) DR-SDDC 2  Site A-SC2 - Oracle 1 v 23mago

¢ Failback - Oracle Recovery Plars Summary
Plan Protected groups Continuous compliance i
VCDR - Oracle PG
Failback - Oracle Recovery Plan
DR-SDDC 3 Site A - 5C2 - Gracle V
Cloud file system Cloud Backup (Qregon)
Faitback - Oracle Recovery Pian 18 /18 checks passed show
2hago
(® Ready (not testable) Faiover from vic [

FIGURE 145. VMware Cloud DR Failback Plan Details

Details of DR plan Failback - Oracle Recovery Plan are as shown below.

The details of DR plan Failback - Oracle Recovery Plan is simply the reverse of those for DR plan Oracle Recovery Plan.

Edit plan - Failback - Oracle Recovery Plan

+G Add a new plan
vs Plan name
v Failback - Oracle Recovery P
v

~~._ Description
« Fa tastores S~

“Failback - Oracle Recovery Plan
¥ vGent
v te resou
vV ks
v
e ~
. .
v steps ® Failover to existing on-prer site ~
« Alerts Failback from SODC te existing system ™~
™~ replication
e - =5

© Failover to new system to be deployed
Failback from SOIDC to an on-prem site that will Cloudfbackup™-..
be deployed later 1 ~

Tallover

Recovery SDDC " \\\\ .
Edit plan -"Failback - Oracle Recovery Plan
g
v General A gites
Sites
&l Failback to existing site settings
+ Groups
 vCenters Protected site

The SDDC that has the VMs that will be failed back

¥ vCenter fol
DR-SDDC
« Computer
« Virtual n
Failback site

Where will failbacks take place?

Failback site Failback vCenter

Site A - SC2 - Oracle - 17218 M.76 -

FIGURE 146. VMware Cloud DR Failback Plan Protected and Failback Site
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Details of the VMware Cloud DR failback plan failover and datastore mappings are as shown below:

Edit plan - Failback - Oracle Recovery Plan Edit plan - Failback - Oracle Recovery Plan
v General Groups ¥ General » VCenters
¥ Sites isltes Choose the ve Site A - SC2 - Oracle for each s Cente

The protection groups that were failed over will be failed back ) Choose the vCenter in Site A - SC2 - Oracle for each source vCenter
2 Groups v Groups - -
o e Protection group 2 vCenters Failover mapping
+ Failback datastores YERR~Qlacle PG : ¥ Failback dstastores Source vCenter Target vCenter
e . + vCenter fold

VRl el (F102.204.4 3 Gm2ienzs -

v Computeresources

v Compute

SouUrces
+ Virtal n
+ Virtual networks

Only source vCenters with VMs protected in this plan are shown
v |P addresses

¥ Script VM
¥ Recovery steps
v Recovery steps

overy s  Alerts
 Alerts

Edit plan - Failback - Oracle Recovery Plan

¥ General Fallback datastores
 Sites :

Choose the default targst datastore in Site A - SC2 - Oracle
« Grou

Failover mapping

VMware Cloud DR will attempt to fail back VMs to their original datacenter and datastore. If there is no
datastore with the same name in the failback site, or if the VM was created in the recovery SDDC, then it
will be placed in the datastore specified below.

+ Compute resources
Default datastore

5C2-DC/datastore/BCA-SiteC-vSAN  ~

« Virtual net
« |P addre:
+ Script VM

« Recovery steps

¥ Alerts

FIGURE 147. VMware Cloud DR Failback Plan Failover and Datastore Mappings

Details of the VMware Cloud DR failback plan folder and compute mappings are as shown below:

Edit plan - Failback - Oracle Recovery Plan

vCenter fok\jers

Map sach vCenter folder in DR-SDDC containing protected VMs to a folder in Site A - SC2 - Oracle

Failover mapping

Map folders N
& vCenter folde \
« Compute resc (110.2.224.4 \ [(17218.11.76
¥ Virtual networks [ SDDC-Datacenter/Cloud BR/Oracle 2 [0SC2-DC/Oracle
v N

\\

« Script VM N,
v Recover Edit plan - Failback - Oracle Recovery Plan
v Alerts

v General Compute resources
¥ Sites . .

Map each vCenter compute resource in DR-SDDC containing protected VMs to a compute resource in Site A - 8C2 - Oracle
v Groups

W e Failover mapping

Map compute resources

(71022244 (3 17218.11.76
@ SDDC-Datacenter/Cluster-1/Compute- ResourcePool 2 [ sce-pe/BCA-Site

FIGURE 148. VMware Cloud DR Failback Plan Folder and Compute Mappings
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Details of the VMware Cloud DR failback network mappings are as shown below:

Ecit plan - Failback - Oracle Recovery Plan

Virtual networks

ap

vCenter virtual network in DR-SDDC containing protected VMs to a virtual network in Site A - SC2 - Oracle

// Failover mapping

Map virtual networks

(710223244 [F1721811.76

3 @ SCo-DC/APPS-1614

& SDDC-Datacenter/Oracle Test

—— - Editplan - Failback - Oracle Recovery Plan

T T R T S R T O O

—* IP addresses

Map source subnets to subnets in Site A - 5C2 - Oracle

Failover mapping

Add rule Edit elete
Source Target
O 1P Address Foitback Mapping - Oracle19c-OL8
192.168.14.45 ’ 172.16.14.45
Subnetmask 255.255.255.0 Subnetmask 255.255.355.0
Gateways 192.168.14.1 Geteways 17216141
DNS servers 192.168.14.2 DNS servers 172.16.31.6 172.16.31.7
« Alerts O 1P Adoress Foilbock Mepping - Oraciel9c-OL8-RMAN
192.168.14.46 -) 172.16.14.46
Subnetmask 255.255.255.0 Subnetmask 255.255.255.0
Gateways 192.168.14.1 Gateways 17216141
DNS servers  192.168.14.2 DNS servers 172.16.31.6172,16.31.7

FIGURE 149. VMware Cloud DR Failback Network Mappings

Details of the VMware Cloud DR failback recovery plan optional script are as shown below:

Edit plan - Failback - Oracle Recovery Plan

il
. Script VM

The script VM is where the custom scripts specified in the recovery steps are run

« Groups

Both Windows and Linux are supported; the VM must have VMware Tools installed
+ vCenters

When running the plan, you will need to enter the credentials to run the scripts
+ Failback da

Learn more about using a script WM

« vCenter fol

« Compu @® Do not run custom scripts

QU K/
+ Virtual net w/& © Run scripts on a VM

v IP add

-):::w;lvm/
S Decouneten 17218.11.76
covery steps —

Y - Failback - Oracle Recovery Plan

> Recovery steps

« Virtual networks

+ |P addresses
« Script VM

< Recovery st

 Alertg

Choose the virtual machine recovery steps

Add step Edit Delele

Recover protection group Oracle Test
Recover VMs: (710racle19c-OL8 and (1) Oracle19e-OL8-RMAN
Power on all recovered VMs,

X

‘Wait for user input: Do you wish to continue?
One or more standalone actions

w

Recover all remaining VMs, files, and groups
Recover remaining groups and VMs
Do not power on VMs.

FIGURE 150. VMware Cloud DR Failback Recovery Plan Optional Script
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Complete the VMware Cloud DR failback recovery plan configuration.

Edit plan - Failback - Oracle Recovery Plan

v General Alerts
v Sites - .

Choose the email recipients and alert triggers
v Groups
 vCenters Email alert reciplents Alert triggers
¢ Failback datastores Goto Configure email alerts to add new recipients . .

Continuous compliance reports

¥ vCenter folders [T administrator 2vmware.com

PP T (1) Every compliance check
() Compliance warning

« Virtual networks )
(] Cornpliance error

v |P addresses () Once per week

V¥ Script VM () When check results changed

« Recovery steps .
Y oS Plan runtime alerts

<> Alerts
(7) Failover runtime status changed

() Waiting for user input

() Failover finished; waiting for user commit
FIGURE 151. VMware Cloud DR Failback Recovery Plan Configuration Complete

As VMware Cloud DR uses regularly scheduled snapshots to replicate to the SCFS and VMware snapshots are not compatible with disks
in multi-writer mode, VMware Cloud DR cannot replicate disks in multi-writer mode. VMware snapshots are a point-in-time (PIT)
snapshot and therefore are crash-consistent.

More information regarding VMware Cloud DR components can be found in VMware Cloud Disaster Recovery Documentation.

Solution Validation

This solution primarily validated the business continuity and disaster recovery functionality of Oracle single-instance and Oracle RAC
deployments on VMFS and vSphere Virtual Volumes storage backed by Pure x50 Storage.

Site A was chosen for all business continuity validations. Site B was chosen for on-premises disaster recovery validation and VMware
Cloud on AWS was chosen for cloud-based disaster recovery validation.

Solution Test Overview
This solution validates the business continuity and disaster recovery functionality of Oracle single-instance and Oracle RAC deployments
using Pure x50 Storage on-premises and in VMware clouds, at each of the three levels referenced below:
» Business Continuity
- Application level
—VSphere level
- Storage level
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« Disaster Recovery
- Application level
—VSphere level
- Storage level

The choice of a business continuity or disaster recovery solution is dependent on application needs, SLAs, RTO, RPO and various
other factors.

The focus of the solution was to ensure that for all business continuity and disaster recovery use cases, database data was
always consistent.

Performance testing was not included as part of this reference architecture. Any performance data is a result of the combination of
hardware configuration, software configuration, test methodology, test tool, and workload profile used in the testing.

Performance testing can be conducted by using the SLOB tool against Oracle single instance and RAC, and generating a load on the
database. Oracle AWR and Linux SAR reports can be captured to compare the performance and validate the testing use cases.

Oracle Business Continuity

This section validates Oracle business continuity using Oracle application-based tools, VMware-based tools and storage-based tools for
an Oracle single instance and Oracle RAC using Pure x50 Storage.

On-premises and VMware clouds may have different choices of storage offerings but the type of underlying storage (VMFS, RDM, iSCSI,
NFS, VSAN, vSphere Virtual Volumes) is transparent to the Oracle layer, whether its on-premises or on VMware clouds.

Once VM disks are carved from any of these storage technologies and added to a VM, the guest operating system sees them as a
regular Linux block device (/dev/sdX). The remaining steps to create ASM disks or create filesystems are the same as one would execute
on physical architecture.

Application-Level Business Continuity

Recovery Manager (RMAN) is an Oracle Database client that performs backup and recovery tasks on the databases and automates
administration of the backup strategies.

Other Oracle Database backup tools includes data pump, user managed backups (i.e., cold backup by shutting down the database OR
hot backup by DB BEGIN/END backup commands), and database flashback.

All of these Oracle utilities operate at an Oracle application level and are therefore completely transparent to the underlying physical
infrastructure.

On-premises

This use case focusses on leveraging the Oracle RMAN utility to back up single-instance VM Oracle19¢c-OL8 and the two-node Oracle
RAC prac19c using RMAN catalog database rmandb.

Two VMs are employed for this use case:

» Production VM Oracle19¢-OL8-VVOL
+ RMAN VM Oracle19¢-OL8-VVOL-RMAN with RMAN catalog

RMAN utility is used to back up the database data to:

» Oracle FRA (i.e., fast recovery area), a disk location in which the database can store and manage files related to backup and recovery
- A filesystem (ext3 / ext4 / zfs / xfs) which can then be further backed up by third-party products to media
« Interact directly with media management software to write to sequential media devices such as tape libraries

Learn more about Oracle RMAN Backup.
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& Oracle19¢c-OL8 02 @ @ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks
Guest OS Oracle Linux 8 (64-bit)

Compatibllity:
VMware Tools:

ESXI 7.0 U2 and later (VM version 19)
Running, version:11296 (Guest Managed)
MORE INFO

& Oracle19c-OL8-RMAN

Summary Monitor Configure

Guest OS:
Compatibility:
VMware Tools:

02 @ ®

Permissions

ACTIONS Vv

Datastores Networks

QCracle Linux 8 (64-bit)

ESXi 7.0 U2 and later {VM version 19)
Running, version:11296 (Guest Managed)
MORE INFO

DNS Name: oracle19¢-ol8-vvol.corp.localdomain DNS Name: cracle19¢-ol18-yvol-rman.corp localdomair
IP Addresses:  172.16.14.45 IP Addresses:  172.16.14.46
Host: x12.vslab.| | oo
UL (D (R lost sc2esx12.vslab.loca ey e Host: sc2esxllvslab.local
=
LAUNCH REMOTE consoLE (@) {\ ia % Launch remote consote @ ) iz %

N

\ 4

N
_

DB backup to file
system /tape

Metadata written to
RMAN catalog

FIGURE 152. Oracle RMAN Backup Using RMAN Catalog

Setting up RMAN backup and RMAN catalog is beyond the scope of this paper. Learn more about Oracle RMAN.

Using the Pure Storage Plugin and vSphere Virtual Volumes, the different use cases of Oracle RMAN utility with vSphere Virtual
Volumes to back up a single instance VM and Oracle RAC cluster can be found in Virtualizing Oracle Workloads with \VMware vSphere
Virtual Volumes on VMware Hybrid Cloud.

Using the Oracle RMAN utility, the steps required to back up the two-node Oracle RAC prac19c using RMAN catalog database rmandb
are the same as those employed for single-instance VM Oracle19¢-OL8-VVOL.

More information regarding use of Oracle RMAN to backup an Oracle RAC can be found in Real Application Clusters Administration and
Deployment Guide Managing Backup and Recovery.

VMware Clouds
The above use case, using the Oracle RMAN utility to back up the single-instance VM Oracle19¢c-OL8 and the two-node Oracle RAC
prac19c with RMAN catalog database rmandb, employs the same steps for all VMware clouds as well as on-premises environments

All of these Oracle utilities operate at an Oracle application level and are therefore completely transparent to the underlying
infrastructure, including storage.

vSphere Level Business Continuity
VMware snapshots can be used to take a VM level point-in-time snapshot. Snapshots preserve the state and data of a VM at the time
the snapshot is taken.

A VMware clone of the VM can be created from this VM snapshot, or one can simply create a VM-level clone from an existing VM
without taking a VM-level snapshot.

vmware
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A VMware snapshot of an Oracle VM can be taken before any database operation. The state of the VM can then be reverted back to
that VM-level snapshot in case there are issues with the database operation.

Both web client and PowerCLI can be leveraged for taking a VMware snapshot and clone.

VM operations like VMware snapshots and VMware clones constructs are the same across all underlying VMware storage layers, even
though there may be subtle differences in the ways some of the VM components are represented on these various storage layers.

On-premises
This use case focusses on the use of VMware snapshot and VMware Clone utility to:
» Snapshot a single instance VM Oracle19¢c-OL8 for purpose of reverting to it in case of any application issue

» Clone a new single instance VM Oracle19¢c-OL8-Clone directly from VM Oracle19¢-OL8 or from a point-in-time snapshot of the
single instance VM Oracle19¢-OL8

VMware Snapshot

The VM snapshot can be taken either as a:
« Crash-consistent database snapshot (without placing the database in a backup mode)
» Hot backup database snapshot by placing the database in a backup mode using BEGIN/END Backup commands.
» Cold backup database snapshot by shutting down the database

VMware Snapshot with Crash-Consistent Database Backup
The steps below illustrate the use of VMware Snapshot to take a crash-consistent snapshot of an Oracle single-instance database VM
using the web client and reverting back to the snapshot.

(D B8 e @ Oracle19¢c-OL8 O & @ | acmonsv
2 #z2wvcOlysiab.local Summary Monitor Configure Permissions. Datastores Networks Snapshots Updates
© (7 sc2wveO3 viaboca —
v [l sc2-0C
> () BCA-Inte! (Reserved) Guest OS: Oracie Linux 8 (64-bit)

Compatibiity:  ESXI 7.0 U2 and later (VM version 19)

~ [ BCA-SiteC | &Y actions - Oracieioc-OLE
VMware Tools: Running, version 11296 (Guest Managed)

[ sc2esxo9

Power . MORE INFO
£ se2esxio DNSName:  oracieldc-0i8-wwol corp.locaidomain
[ sczesny  Guestos L IP Addresses:  172.16.14.45
W s sc2esx12vs
[ sezesxiz Snapshots v (& Take Snagshot Host c2esx12vsisb ocal
@ eracigcl i @ r
BEIN et | st 0BT
& Oracie1sc @ Migrate. 3 Revert tc

Clone . irakiste
& Oradetag

12 CPULS)

& oraceloe Fault Tolerance » Delete All Snepshots
B oreceld  yy pojcies o > menmory || 128 GB, 1.28 GB memory active
& praciact
= Template 5 > Hard disk 1 soce
@ practoct- e
Borecioe2|  compatiity & Total hard disks
& praciaczy
S Export System Logs. > Network adapter 1 X
& racioat
& racioc2 | P Edit Settings. €D/DVD drive 1
@ $8-0L76:
? Move to folder > Video card
& seMscag Narrie Snapshot-Oracle19c-0L8-6/18/2021
B samscac  Rename. VMCI device

G Tempiate  Edit Notes

£ vrscapd Description Snapshot-Cracle19c-OL8-6/18/2021
= J Tegs & Custom Attributes » P

& wvolrac

S wwoirsc2 | Add Permission. Compatibility
> Mscas Aearms B Edi Settings.
s fhaon

Include virtual machine’s memory

Quiesce guest file system(requires VM tools)

CANCEL

CREATE

FIGURE 153. Steps to take VMware Snapshot of Oracle VM Oracle19¢c-OL8
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VMware snapshot Snapshot-Oracle19¢c-OL8-6/18/2021 of Oracle VM Oracle19¢c-OL8 is taken successfully.

& Oracle19c-OL8 0§ & ACTIONS v

summary Monitor Configure Permissions Datastores Networks Snapshots Updates

l REVERT | EDIT DELETE | DELETE ALL

Name Snapshot-Oraclel9c-0L8-6/18/2021
@ You are here 0

Description Snapshot-Oracle19¢c-OL8-6/18/2021

Timestamp 8/4/21,10:04 AM

size 69.79 GB

Snapshot the virtual machine's memory No

Quiesce guest file system No

FIGURE 154. VMware Snapshot Snapshot-Oracle19¢c-OL8-6/18/2021 of Oracle VM Oracle19¢c-OL8

The VM Oracle19¢-OL8 contains a point-in-time snapshot to which to revert in the event of an application issue.

To revert to the point-in-time state and data of a VM taken as part of the VM snapshot, follow the steps below.

It’s recommended to shut down the database as you would normally in the VM and power off the VM.

[iw)] B € @ Oraclel9¢c-OL8 | & @ & & | actonsv
T seawveaa vaeh e
Summary Monitor Configure Permissions. Datastores Networks Snapshots Updates
v @ scaoe ==
> (1 BCAInte (Reservech R e | ror [ omuave [onean
v [ BcAStec B Actons - OrecerscLt. . . .

[ sc2esx09vsieb.

Fowar .

[ sczesxovsen Neme Snapsnoi-OraceI9c-OLE-6/18/2021
[} M. ‘Guest 05 -
[ sc2esxilusiablo | Description Snapshot-Oracie1oc-OLE-6/18/2021
L sc2esxi2vsiabld  gnapshots *| &3 Take Snapsnot.
v B orace-rp Timestamp 8/4/21,10:04 AM
gy 2 Opon Romoto Concole | @ Mansge Sngeffhots
size s979c8
ce19e-OLi @) Migrte. @ Revert to Latest Snapsnot
& oracioct . Snepsnot the vitusl macnines memory  No
@ oracr9c2 e
Guiesce guss fe system No
B Oracieive-em Feult Tolerance *| Delete All Snepshots
8 OrecatseoL7s: R

& oracetoc oLe-q
& Oracieioc-OLe-f
@ oracietec.oLe\
@ Oracier9c-OLe-y
& prectoct

B pracioez

@ roctoct

@ raci9e2

& sRmscanco!
& srmscaneos
& Tempiate-OLe-C
@ Template-Oracie

Tags & Custom Attributes

@ Tempiste-Orack Add Permission
2 vescancon

z alorms .
weirset
Revert to latest snaps X
» mecas Deeta from sk
> Eepu
a B Bitfusion . . 3 N Y .
: g::::j on e by s The current state of this virtual machine will be | unless it is saved in a
> @wecs © pure siorege - snapshot. Are you sure you want to revert the currentsigte of the virtual

> (] Legocy Mensgems

' machine to snapshot 'Snapshot-Oracle19c-OL8-6%218%212

CANCEL REVERT

FIGURE 155. Steps to Revert to the VMware Snapshot Snapshot-Oracle19¢c-OL8-6/18/2021
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The operation to revert to the snapshot is successful.

Recent Tasks Alarms

Task Name A 4 Target A 4 Status A 4 Details A 4 Initiator A 4 QueuedF vy
is inaccessible..

Revert snapshot ﬁ'ﬂ Cracle19c-OL8 @ Completed VSPHERE LOCAL\AdmiInistrator 2ms

FIGURE 156. Revert Back to VMware Snapshot Successful

The Oracle VM Oracle19¢-OL8 is up with IP address 172.16.14.45 and the database vvol19c is up. The alert log for the database vvol19¢
shows no errors. Oracle crash recovery is performed when the database vvol19¢ starts up, which is normal and expected.

FIGURE 157. Oracle VM Oracle19¢c-OL8 Alert Log details
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Alternatively, the VM snapshot can also be taken using the VMware PowerCLI command.

New-Snapshot -VM Oracle19c-OL8 -Name ‘Snapshot-Oracle19¢c-OL8-6/188/2021’ -
Memory $false -description Oracle19c-OL8_Snap

VMware Snapshot with Database BEGIN/END Backup Mode with Custom Quiescing Scripts

The steps below illustrate the use of VMware Snapshot of an Oracle single-instance database, by placing the database in a backup
mode using BEGIN/END Backup commands and reverting back to the snapshot.

Putting the database in backup mode can be done either manually or automatically:

» Manual

- Use Oracle native tools (e.g., sqlplus to place the database in a BEGIN backup mode).

- Use web client or VMware PowerCLI to take a VM-level snapshot.

- Use Oracle native tools (e.g., sqlplus to take the database out of the BEGIN backup mode).
« Automatic

- Use custom quiescing scripts to run pre-freeze and post-thaw commands. VMware tools must be installed and running in the
guest operating system for this feature to work correctly.

Prerequisites for custom quiescing scripts:

 The scripts have to be created in the /etc/vmware-tools/backupScripts.d directory on Linux VMs.

» The directory may contain one or multiple scripts that will be executed in sequence. The file names of the scripts affect the execution
order (e.g., 10-application.sh, then 20-database.sh).

» Each script must be able to handle freeze, freezeFail and thaw arguments passed by the VMware tools during the different phases.
« Ensure that the scripts have correct execute permissions.

An example of a custom quiescing is shown below:

« The main script that invokes the freeze and thaw routines is created in the /etc/vmware-tools/backupScripts.d directory and has
correct write permissions for the root user.

» The individual pre-freeze-script and post-thaw-script shell scripts are created under the Oracle user home directory and have correct
write permissions.

Example scripts have been provided in the appendix of this document.
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The steps below illustrate the use of VMware Snapshot of an Oracle single-instance database, by placing the database in a backup
mode using BEGIN/END Backup commands and reverting to the snapshot, using Linux custom quiescing scripts.

& Oracle19¢-0OL8 D@ @ & | acrowsv

Summary  Montor  Configure  Permissions  Datastorss  Netwerks  Saspshots  Usdates
Guest 05:
compaubinty
Viwere Teois

. woREmFo

ONSName  oracenco8-wolcorp ocsdoman
P Addresses 172161445

Host sclesiz vaiab ioca

12 ¢PUGE)

L oy 128.68,128 G8 memory sctive
Bl Take snapshot X
Totel herd disks Sherd dsia
» Metwerk asapter 1 APPS- 1614 connectes)
CDOVD aive 1 4
> Video cord Name Snapshot-Cracle19c-OL8-6/18/2021

VM) devics Bus that provides support fer the vin:

2iShet Description Shapshot-Oracle19¢-0L8-6/18/2021

Compativiity

Eat Sattings

Includle virtual machine's memory

Quiesce guest file system{requires VM tools)

CANCEL CREATE

FIGURE 158. Steps to take VMware Snapshot of Oracle VM Oracle19¢c-OL8 with Quiescing

VMware snapshot Snapshot-Oracle19¢c-OL8-6/18/2021 of Oracle VM Oracle19¢c-OL8 with quiescing is taken successfully.

& Oracle19¢c-0OL8 I - N ACTIONS ¥

Summary Meonitor Configure Permissions Datastores Networks Snapshots Updates

[ REVERT ‘ EDIT | DELETE ‘ DELETE ALL

Name Snapshot-Oraciel9c-OL8-6/18/2021
@ You are here

Deseription Snapshot-Oraclel9c-OL8-6/18/2021

Timestamp 8/4/21,10:04 AM

size 69.79 GB

Snapshet the virtual machine's memory No

Quiesce guest file system No

FIGURE 159. VMware Snapshot Snapshot-Oracle19c-OL8-6/18/2021 of Oracle VM Oracle19¢c-OL8
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The backup steps include:

» The database is placed in a BEGIN backup mode as part of the invocation of pre-freeze-script.
« VMware snapshot Snapshot-Oracle19¢c-OL8-6/18/2021 of Oracle VM Oracle19¢-OLS8 is taken successfully.
» The database is taken out of the BEGIN backup mode (END mode) as part of the invocation of post-thaw-script.

d for T-1.5-601 ID Ox¢

FIGURE 160. ALERT LOG OF DATABASE SHOWING BEGIN/END BACKUP MODES

VMware Snapshot with Cold Database Backup

The steps to take a VMware-level snapshot of an Oracle single-instance database cold by shutting down the database and then
reverting back to the snapshot if needed are the same as those required for the two cases above except, in this case, the database is
shutdown cold.

VMware Clone
A VMware clone of the Oracle VM can also be accomplished in one of two ways:
» Using PowerCLI command or web client to take a point-in-time VMware snapshot and cloning a VM from this snapshot using
VMware PowerCLlI.
- The VMware snapshot can either use database crash-consistent method or database hot backup or database cold backup.

- An example PowerCLI script using vSphere AP/ that contains Clone_ VM task and includes the ability to specify a snapshot to clone
from using the VirtualMachinecloneSpec can be found in the Oracle Database 12¢ on VMware vSAN—Day 2 Operations and
Management guide.

» Clone directly using the web client from an existing Oracle VM

- Clone either using database crash-consistent or database hot backup or database cold backup before performing the cloning
operation.

- Using the web client to perform the VM cloning operation implicitly takes a temporary snapshot and deletes the snapshot after the
cloning operation is completed.

Once the VM clone is created, the database can then be backed up to media for offshore storage and can be restored from, if needed.

VMware vmkfstools command can also be used to clone VMDKs using either the snapshot of the Oracle VM or without the snapshot.
The steps to clone Oracle VM VMDKs from a VM-level snapshot using VMware vmkfstools commmand can be found in the Oracle
Database 12c on VMware vSAN—Day 2 Operations and Management guide.

Using VMware Snapshot, vSphere Virtual Volumes and Pure Storage Plugin, a VM-level or a VMDK-level snapshot can also be taken of
the Oracle single-instance VM. The steps to achieve this can be found in the Virtualizing Oracle Workloads with VMware vSphere Virtual
VVolumes on VMware Hybrid Cloud guide.

The steps for taking a VMware snapshot and clone are the same as those employed for any underlying VMware storage.

®
mware REFERENCE ARCHITECTURE | 122


http://pubs.vmware.com/vsphere-65/index.jsp?topic=%2Fcom.vmware.wssdk.smssdk.doc%2Fvim.VirtualMachine.html
https://core.vmware.com/resource/oracle-database-12c-vmware-vsan-%E2%80%94-day-2-operations-and-management#sec7713-sub2
https://core.vmware.com/resource/oracle-database-12c-vmware-vsan-%E2%80%94-day-2-operations-and-management#sec7713-sub2
https://core.vmware.com/resource/oracle-database-12c-vmware-vsan-%E2%80%94-day-2-operations-and-management#sec7713-sub2
https://core.vmware.com/resource/oracle-database-12c-vmware-vsan-%E2%80%94-day-2-operations-and-management#sec7713-sub2
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/whitepaper/solutions/oracle/vmw-oracle-vvols-hybrid-cloud-sml.pdf
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/whitepaper/solutions/oracle/vmw-oracle-vvols-hybrid-cloud-sml.pdf

Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

In case of snapshot and clone of an Oracle VM using crash-consistent database snapshot, Oracle crash recovery is performed when the
database starts up, which is normal and expected. If and when placing the database in backup mode, database recovery would need to
be performed using archivelog, which is normal and expected.

The steps below illustrate the use of VMware Clone to clone a new Oracle VM directly from an existing Oracle VM, using database
crash-consistent method from the web client.

vm vSphere Client
m & B @ Oracle19c-OL8 O & @ | acrowsv

> (2 z2wvcDlvsib locel Summery  Monilor  Configure  Permissions  Detestores  Nelworks  Snepshots  Updates
v (3 sc2wvc03 vsab oca —

© @y sczoc

Oracle Linux8 (i
ty. ESXI7.0U2end
Tools: RunRIng, Wraon M2

> [ BCA-Intal (Resarvad)

e

B Actcns - cacemc Ll

e | DNS Name: ‘oracieldc-ol8-vvol corp localdomain
[l sc2emivzg  GuestOS L P Addresses: 172161445
[ s2es2vsd g, > e Hast sc2esx12.vslab Joca:
& eracticl 2 open waomen remore consore @ ) 1@ B
& oractdc2 -
@ Orecer5eBl @ Migrate.
Fault Tolerance *| §° Clone to Template. e
B orecet5e0l porge 1. N 125.68.128 68 memry acive
- as &8 Cione a1 Tempiste o Library.
@ precticl S > Hord disk 1 8068
@ proctder-207 empisie
 precrsca 20 Oracle19c¢c-0OL8 - Clone Existing Virtual Machine
Export System Logs. > Network adapter 1 APPS.16M (connected)
& recidcl
& rac15c2 @ ean Settings CD/OVD drive Disconnected %~

1Select a naric and folder Select a name and folder

@ $8-OL76-OR

Vieo car W ’ .
& sRMSC20CC ;e e 2 Select a compute resour... Specify a unique name and target location
& sruscaoee MCI device Device on the virtusi machine PC bus that provides suppor: for the virtua .
& Tempiate-Oi x mechine communication Interfece 3 Select storage . )
W mere]  emNe . Virtual machine name: Oracle19¢c-OL8-Clone
BVRSCIDCON - custom Altrbutes > > Other Addionsl Herdware 4 Select clone options
& weracl -
& wonsc Add Permisgion Compatibility ESXI 7.6 U2 and leter (VM version 19) 5 Ready to complete
> [ BCA3 Alsems Edit Settings -
3 Meput e " . Select 2 locatien for the Virtual machine.

> (&) az2wvcllvslab local

v [ sc2wveC3.vslab.local
v Eﬂ SC2-DC

» [ Bitfusion Templates

> [ Deji-VMs

> B Discovered virtual machine

> BJantest

> [3 Infrastructure

> [ JumpBoxes

> |{m]

FIGURE 161. VMware Clone of Oracle VM Oracle19¢c-OL8
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Select the target compute cluster and datastore for Oracle VM Oracle19¢c-OL8-clone.

Oracle19¢c-OL8 - Clone Existing Virtual Machine

+ 1Select a name and folder Select a compute resource

2 Select a compute resour...

3 Select storage

Select the destination compute resource for this operation

4 Select clone options ~ [ sc2-pc
5 Ready to complete > ([ BCA-Inte! (Reserved)
>
> [BCcA3
> [ePun
> [[MePU2 Oracle19c-OL8 - Clone Existing Virtual Machine
> [McPu4 v 1Select a name and folder  Solect storage
> [MHPC3 v 2 Select a compute resour..  Select the storage for the configuration and disk flles
v El rage
> [D] Legacy Management CONFIGURE PER DISK
a4 ct clone options
VM storage type Standard v
5 Ready to complete
Select virtual disk format Seme format es source v
VM Storage Policy | Keep existing VM storage policies -
| | Disable Storage DRS for this virtual machine
Namo v | StoragoCon v | Capady v | Provisiono ¥ | Froe v Tvpe v | Placomo
@ BCA-SiteC-vS. - 69978 21778 625TB VAN Local
E datastorel (3) = 95.5 GB 141 GE 94.09 GB VMFS 6 Local
@ datastorel (4) .- 955 GB 141 GB 94.09 GB VMFS 6 Local
D | B datastorel (7) - 955 GB 141 GB 94,09 GB VMFS & Local
Compatibility 3 datastorel (8) - 95568 14168 94.09GB VMFS 6 Local
~~ Compatibility checks succeeded. E Orainfinidat - 4547718 1268 4547 TE VMFS 6 Local
D B orpure - 50 T8 147 T8 37178 VMFS 6 Local

FIGURE 162. VMware Clone of Oracle VM Oracle19¢c-OL8 Pick Compute and Datastore

The Oracle VM Oracle19¢c-OL8-clone is up with IP address 172.16.14.55 and the copy of the database vvol19c is up.

@ Oracle19¢c-OL8-Clone 02 @ & | acrons v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS: Oracle Linux 8 (64-bit)

Compatibility:  ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11296 (Guest Managed)

MORE INFO
DNS Name: oraclel9c-ol8.vslab.local
IP Addresses 172.16.14.55
Host: sc2esx09.vslab local
LAUNCH WEB CONSOLE
LAUNCH REMOTE consoLE (D O a0
VM Hardware
> CPU 12 CPU(s)
> Memory 128 GB, 71.68 GB memory active
> Hard disk 1 80 GB
Total hard disks 5 hard disks
> Network adapter 1 APPS-1614 {(connected)
CD/DVD drive 1 Disconnected ]
> Video card 8MB
VMCI device Device on the virtual machine PCl bus that provides support for the
virtual machine communication interface
> Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17)

FIGURE 163. Oracle VM Oracle19c-OL8-Clone Details
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The alert log for the database copy vvol19¢c shows no errors. Oracle crash recovery is performed when the database copy vvol19c starts
up, which is normal and expected.

FIGURE 164. Oracle VM Oracle19¢c-OL8-Clone Alert Log Details
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In case of Oracle RAC, a current restriction of the multi-writer attribute as documented in KB 1034165 is VMware snapshots and cloning
of multi-writer VMDKs are not supported. Currently, the VMware snapshot and cloning utility cannot be used with Oracle RAC to
snapshot or clone RAC VMs with multi-writer VMDKSs.

For an Oracle RAC cluster, independent-persistent disk mode is not required to enable multi-writer for shared VMDKs. However,
default-dependent disk mode causes a cannot snapshot shared disk error when a VM-level snapshot is taken of an Oracle RAC VM. Use
of independent-persistent disk mode allows taking a snapshot of the non-shared disk or disks (e.g., OS, Oracle binaries, standalone file
system), while the shared disk(s) are backed up separately via a storage-level snapshot mechanism (e.g., vVOL-level backup of the
shared VMDKs or LUN-level backup of shared VMDKSs).

In the case of an Oracle RAC cluster, the snapshot process occurs in two steps:

» VM-level snapshot for non-shared VMDKs with disk mode set to Dependent for all RAC VMs
» Application-level (e.g., Oracle RMAN) for the RAC database OR storage-based snapshot for shared RAC VMDKs with disk mode set
to Independent-Persistent from any RAC VM

More information on backing up Oracle RAC using VMware vVols Storage level can be found in the
Virtualizing Oracle Workloads with VMware vSphere Virtual Volumes on VMware Hybrid Cloud guide.

VMware Clouds

The above use case of employs VMware Snapshot and Clone utilities to snapshot or clone the single-instance VM Oracle19¢-OL8 using
the web client or VMware PowerCLI command, following the same steps for all VMware Cloud-supported storage as well as
on-premises storage.

VMware vmkfstools command capability is not available on VMware clouds, as this command requires access to the ESXi hosts.
VMware Cloud is a managed service and does not provide direct access to the ESXi hosts.

Native storage-based snapshot and cloning capability is not available on most VMware clouds as most VMware clouds are managed
services and do not provide direct access to the storage layer.

Current restrictions of the multi-writer attribute, disallowing VMware snapshots or cloning as documented in KB 1034165, applies to
VMware Cloud as well.

Storage Level Business Continuity
Storage-based snapshots can be used to take a storage LUN-level point-in-time snapshot. A storage clone can then be provisioned
from the LUN-level snapshot.

Storage-based snapshots and clones of a VMware datastore are at a storage LUN level, so the granularity of operation is at the storage
LUN level and will not provide VM-level granularity.

A storage-based snapshot can be taken before any database operation and if the state of the database has to be reverted back to the
snapshot, the state of the storage LUN will be reverted back to the snapshot time. This affects the state of all the VMs on that storage
LUN.

Storage-based cloning can also be done by cloning a storage LUN from the storage-based snapshot. The steps to mount a clone of a
VMES datastore with resignaturing can be found in Mount a VMFS Datastore Copy guide.

On the other hand, storage-based snapshots and clones of a VM on vSphere Virtual Volumes is at a vVOL level, so the granularity of
operation is likewise at the vVOL level.

As noted in Supported Backup, Restore and Recovery Operations using Third Party Snapshot Technologies (Oracle Doc ID 604683.1),
third-party storage vendor snapshots must conform to the following requirements:

« Integrated with Oracle’s recommended restore and recovery operations above
- Database crash-consistent at the point of the snapshot
» Write-ordering is preserved for each file within a snapshot
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On-premises Using vSphere VMFS Storage

This use case focusses on employing storage-based snapshot and cloning to take a storage LUN-level point-in-time snapshot and clone

a new storage LUN from the LUN-level snapshot. The storage LUN would then be resignatured before using that as a copy of the
original ESXI| datastore.

A copy of the original VM Oracle19¢c-OL8 would be brought up as VM Oracle19¢c-OL8-Copy and database contents can be copied from
VM Oracle19¢c-OL8-Copy to original VM Oracle19¢-OL8 in the event any database level restores are needed.

The VMFS datastore OraSC2 houses two single-instance VMs and one Oracle RAC as shown below:

B OCrasSC2 ACTIONS V

Summary Monitor Configure Permissions Files Hosts VMs

| Name 1 ~ | State ~  Status
@ Oraclelgc-0L8 Powered On + Normal
B Oracle19c-OLE-RMAN Powered On ~/ Nermal
N pracioct Powered On +” Normal
& practoc2 Powered On + Nermal

FIGURE 165. VMware VMFS Datastore with Single-Instance and Oracle RAC VMs

Use the Pure Storage GUI to take a storage-based snapshot of the LUN OraSC2 called OraSC2-Snap. A storage-based clone ORASC2-
Copy is taken from the storage snapshot OraSC2-Snap. Delete the storage snapshot after the clone ORASC2-Copy is created.

@ > Volumes > =Or

OraSC2
Sz Datakoducton Uniuo  anapshots  Shared  System  Total
201 st 50026 000 : - 520026
Connected Hosts ~ Protection Groups ~
Namea

LUN Mamoa

No hosts found. No protection groups found.

Connected Host Groups ~ taorz § Volume Snapshots ~

Bl ronser o &

Namea

LUN Name Snapshots

23 % No snapshots found.

Create Snapshot

Optional Suffix orasca-snagl

Cancel Create

Volume Snapshots ~

Transfer Mol 4 ¢

Name Createdw Snapshots
All v
) SC2POD::0rasC2.0raSC2-Snap 2021-06-18 10:18:30 0.00 E

FIGURE 166. Create Storage Level Snapshot
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From the storage-based snapshot OraSC2-Snap, create storage clone ORASC2-Copy.

Volume Snapshots ~ Transfer 1of1 =+ %
Name Createdw Snapshots

All ~
) SC2POD:0rasc2.0rasC2-snap 2021-06-18 10:18:30 0.00 :

Copy..
Violume Shapshots ~ 1 i

estore...
Name Created¥ Rename...
Al Destroy...

2021-06-18 10:1; 2639 M H

() SC2POD::OrasC2.0rasc2-snap

Destroved (0) v

Copy Snapshot

You are creating or overwriting a volume by copying snapshot'S@EPOD::0raSC2.0rasCa-Snap’

Pod or Volume Group SC2POD
Name OraSC2-Copy
overwrte (P

FIGURE 167. Create Storage-Based Clone from Storage-Level Snapshot

The clone ORASC2-Copy is attached to the ESXi host which is currently hosting the Oracle VM Oracle19¢c-OLS8.

@ > Volumes > == SC2POD :: QraSC2-Copy

Size Data Reduction  Unique  Snapshots  Shared  System  Total

20T  10tel 0.00 0.00 = b 0.00
Connected Hosts ~ :
Namea LUN
No hosts found.
Connected Host Groups ~ Hof1 ¢
Namea LUN
254 X

B2 BCASIteC

Details

Source §C2POD:0rasc2

Created 2021-06-18 10:18:30

Serlal A841B405A3A348CA00013538

Host Encryption Key Status  none

# Hosts 4
# Connections 1
QoS @

Bandwidth Limit

IOPS Limit

FIGURE 168. Attach Storage-Based Clone to ESXi Host Group
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Rescan the ESXi host’s storage via the web client to see the new LUN.

sc2esx09.vslab.local ACTIONS v/
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage ~ Storage Devices

Storage Adapters

REFRESH DETACH RENAME TURN ON LED TURN OFF LED ERASE PARTITIONS MARK AS HDD DISK MARK AS LOCAL MARK AS PERENNIALLY RESERVED
Host Cache Confiauration [ | Name Tor | LN v | Type ¥ | Copacity Y | Datastore v
oot e nte [] | Local Marvell Processor (e1i.0050430000000000) o scsi processor Not Consumed
o NFINIDAT Fibre Channe! Disk (na2.6742b0f0000008dC0C0C0C000COC3HSE) n disk 454778 2 orainfinidat
- , [0 NFINIDAT Fibra Channsl RAID Ctir (n2a 67420010000005600000000000000000) o array controll - Not Consumed
(7] PURE Fibre Channel Disk (naa 6242937 028415405235 348ca000118H) 253 disic 100 MB Not Consumed
Ruabiachines > [ PUREFibre Channel Disk (naa 62429370a841b405a3a348c200012592) 251 disic 20,00 T8 B OraPure
System 5> (] PUREFbre Channel Disk (naa 6242937C28416405232348ca00012ac0) 252 disk 50000GB  Not Consumed
Hordware , (] PUREFibre Channe! Disk (n22.624263702841040533348c200013066) 250 disk 20008 B oresc2
Virtual Flash >
Alarm Definitions 1 O EXPORT v

Scheduled Tasks

Pure Storage 5  Properties Paths Partition Details
INFINIDAT ~~ Gensral
Name PURE Fibre Channel Disk (n22.62429370a841b405232348c200013538)
Identifier naa.624a9370a841b40523a348c200013538
Type disk
Location /vmfs/devices/disks/naa 624293702841b405232348ca00013538
Capacity 20.00 TB
Drive Type Flash
Hardware Supported
Acceleration
Transport Fibre Channel
Owner NMP
Sector Format 512n

<

Multipathing Policies  ACTIONS v
Path Selection Policy Round Robin (VMware)

Storage Array Type VMW _SATP_ALUA
Policy

FIGURE 169. New Storage LUN on ESXi Server

The steps to create a new datastore OraSC2-Copy with resignaturing are as shown below:

New Datastore Type

Specify datastore type.

0 s

Create a VMFS datastore on a disk/LUN
2 Name and device selection
() NFS

3 Mount option Create an NKS datastore on an NFS share over the network.

wWol

Create a Virtual Voluwes datastore on 2 storage container connected to a storage provider.

New Datastore Nama.and device selection %

Specify datadtore name and 2 disk/LUN for provisioning the datastore.
1 Type
Name: Qrasc2-Copy
8 e Name T LUN A d Capacity v Hardware
PURE Fibre Channel Disk (naa.62429370a841b405232348¢aC0012a¢0) 252 s00.co0GB Suppor!

FIGURE 170. New VMFS Datastore
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Resignature the new datastore OraSC2-Copy.

s

New Datastore Mount option

Select VMFS meunt cption.
1 Type
Specify whether you want to mount the detected VMFS volume with the same signature or with 2 new signature, or

2 Name and device selection format the diisk.

° Assign a new signature
e disk will be retained. A new signature will be assigned te the datastore and references to existing signature

Data on

from VM configuration files will be updated. Datastore will be mounted using the original name.

() Keep existing signature
Data on the disk will baretained. The datastore will be mounted using the same signature. Datastore will be mounted

using the original name.

() Format the disk

The current disk layout will be destrayed and all data will be lost permanently.

New Datastore Ready to cemplete

Review your settings séigctions before finishing the wizard.

1 Type

Type: VMFS

Disk/LUN PURE Fibre Channel Disk (naa.62429370a841b405232348ca00013538)
2 Name and device selection

Mount Option: Assign a new signature

3 Mount option

FIGURE 171. Resignature VMFS Datastore and Complete

The new datastore on cloned volumes is created with a cryptic name, not the one we provided to the wizard.

Right-click on the name to rename it to a user-friendly name.

B snhap-3000alce-OraSCc2 ACTIONS Vv

Summary Monitor Configure Permissions

UPLOAD FILES  UPLOAD FOLDER

v sie T Medified

> [ .dvsData 3 B .dveData 06/11/2021, 12:03:26 PM
> P sddst | B sddst 06/09/2021, 12338 AM
> [ vSphere-HA ]| B3 wSphere-HA 06/16/2021, 7:57110 PM
> E1 Oracelsc-oL8 1| B Oracletoc-OL8 06/18/2021, 9.06:33 AM
T] | B3 Oracie19c-0L8-RMAN 06/17/2021, 5:41:29 PM
% I Ouletie CLERMAN O B3 pracisc 06/17/2021,12:45:28 PM
> [ pracidcl (| B2 precige2 06/17/2021,12:44:53 PM
> B3 pracioe2 ]| B3 $B-0L76-ORAISC 06/15/2021, 8:02:47 PM
> [ S8-0L76-ORAISC Rename snap-3000alce-OrasC2 X

Enter the new name: Orascz-Copy

s OraSCZ{opy‘_‘W_————’—’_’/
Summary ~ Monitor  Configure  Permissions  Files  Hosts  VMs lCANCEL -

NEWFOLDER  UPLOADFILES  UPLOAD FOLDER

Name T s
] £ aviData
> 0 sdos B sansr
> B wSphers-HA £ wSphereHA
> Bl Oracescols B omuieows
£3 Oroclete.OLB-RMAN
> [ OracielSc OLB-RMAN g
B3 praciscr
a

€8.0L76.0RAISC

2]
[a]

> B pracisal
B precioez
o

5B.0L7E-ORAIC

FIGURE 172. Rename VMFS Datastore
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Register the Oracle VM Oracle19¢-OL8 on the datastore copy OraSC2-Copy as Oracle19¢-OL8-Copy.

B OrasC2-Copy ACTIONS v

Summary Monitor Configure Permissions Files Hosts VMs

older name
v NEW FOLDER  UPLOAD FILES  UPLOAD FOLDER  REGISTER VM

v B Orasc2-Copy —
]| Name T

> B3 .dvsData () | Oraciet9c-OL8-75a50227.hiog
> B sddst (]| Oraciet9c-0L8-7c979¢49 vayps 134,217,728\B

0.01KB

> B1 vSphere-HA Oracle19¢-OL8-aux X
264.49 KB

4,977,664 KB

> [ Oraclel9c-OL8-RMAN 0.04 KB

> B3 pracigcl

Select a name and folder

Specify a unicue name and target location
Virtual machine name: Oracle19¢-OL8-Copy

Register Virtual Maching

1 Select a name and folder

Select a location for the virtual machine.

~ [i] sc2-pC
> [ Bitfusion Templates
£ Deji-VMs

v

f Discovered virtual machine

>
> [J gntest
> B3 Infrastructure

B JumpBoxes

FIGURE 173. Register VM Oracle19¢c-OL8-Copy
Select the target compute resources and datastore for Oracle VM Oracle19¢c-OL8-Copy.

Register Virtual Machine Select a compute resource

Select the destination compute resource for this operaticn

1 Select a name and folder v SC2-DC
> [[] BCA-Intel (Reserved)

2 Select a compute resource by [[]] BCA-SiteC

Register Virtual Machine Ready to complete

Click Finish to start creation.

1 Select 2 name and folder
Virtual machine name Oracle19¢-0OL8-Copy

2 Select a compute resource
Folder Oracle

3 Ready to complete Cluster BCA-SiteC

FIGURE 174. VM Oracle19¢c-OL8-Copy Compute Resource and Complete

mware® REFERENCE ARCHITECTURE | 131



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

A copy of the original Oracle VM Oracle19¢-OL8 is brought up as VM Oracle19¢c-OL8-Copy. Assign a new |P address to the VM
Oracle19¢-OL8-Copy. The VM Oracle19¢c-OL8-Copy database has the same name as in the original Oracle VM Oracle19¢-OLS8.

Oracle crash recovery is performed when the database starts up, which is normal and expected.

Perform database operations to restore the database contents as required.

[ BCA-SiteC | acrons v

summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Virtual Machines VM Templates

VAPPS

Name T ~  State ~  Status
ﬁﬂ Qracle19¢-0OL8 Powered On +~ Normal
@ Oracle19e-OL8-Copy Powered Off + Normal

FIGURE 175. VM Oracle19¢c-OL8-Copy

When the database restore operation is completed, the VM copy Oracle19¢c-OL8-Copy can be shut down and unregistered from VM.
The datastore copy OraSC2-Copy can be then unmounted using the web client. Using the Pure Storage GUI, the storage LUN OraSC2-
Copy can then be deleted.

Similar steps can be followed in the case of Oracle VM Oracle19¢-OL8-RMAN, bringing up a copy of the VM Oracle19¢c-OL8-RMAN-Copy.

The steps above for performing storage-based snapshots and cloning of Oracle VM Oracle19¢-OL8 can be used for Oracle RAC
prac19c VMs as well. These can be found in the Oracle Backup of RAC section in Virtualizing Oracle Workloads with VMware vSphere
Virtual Volumes on VMware Hybrid Cloud guide.

Similar steps for performing storage-based backup/restore of Oracle VM Oracle19¢c-OL8 on a VMFS datastore can be found in
Cloning an Oracle Database on VMware VMFES guide.

On-premises Using vSphere Virtual Volumes Storage

As mentioned, storage-based snapshots and clones of a VMFS datastore are at a storage LUN level, so the granularity of operation is
also at the storage LUN level.

In case of vVOLs datastores, granularity of operation can occur at a VM or VMDK level using vSphere Virtual Volumes

« A traditional VM-level snapshot using the web client
« A VMDK-level snapshot using the Pure Storage Plugin

Details for use of vSphere Virtual Volumes and Pure Storage Plugin with Oracle VM backup and restores can be found in the
Virtualizing Oracle Workloads with VMware vSphere Virtual Volumes on VMware Hybrid Cloud guide.

VMware Clouds

Native storage-based snapshot and cloning capability is not available on most VMware clouds as most VMware clouds are managed
services and do not provide direct access to the storage layer.

To enable additional storage capacity in VMware Cloud on AWS, the ability to attach external NFS cloud-managed storage to a VMware
Cloud SDDC through a managed service provider is offered as well (e.g., Faction Cloud Control Volumes). Learn more about Faction
Managed VMware Cloud.

This solution architecture does not focus on third-party provided storage solutions.
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Oracle Disaster Recovery

This section validates Oracle disaster recovery using Oracle application-based tools, VMware-based tools and storage-based tools for
Oracle single-instance and Oracle RAC using Pure x50 Storage.

On-premises and VMware clouds may have different choices of storage offerings but the type of underlying storage (VMFS, RDM, iSCSI,
NFS, VSAN, vSphere Virtual Volumes) is transparent to the Oracle layer, whether its on-premises or on VMware clouds.

Once VM disks are carved from any of these storage technologies and added to a VM, the guest operating system sees them as a
regular Linux block device (/dev/sdX). The remaining steps to create ASM disks or filesystems are the same as those one would employ
on physical architecture.

Application-Level Disaster Recovery

Oracle Data Guard is an Oracle Database tool that provides a comprehensive set of services that create, maintain, manage, and monitor
one or more standby databases, enabling production Oracle databases to survive disasters and data corruptions.

Other Oracle Database DR tools include Oracle GoldenGate. Other third-party DR tools are also available.

All of these Oracle utilities operate at an Oracle application level and are therefore completely transparent to the underlying physical
infrastructure.

On-premises

This use case focusses at a high level on the use of Oracle Data Guard to provide disaster recovery to the single-instance primary VM
Oracle19¢-OL8 on Site A, using the physical standby VM Oracle19¢c-OL8-DG on Site B.

Two VMs are employed for this use case:

+ Primary Database VM Oracle19c-OL8-Primary with IP address 172.16.14.50 on Site A
» Physical standby Database VM Oracle19¢c-OL8-Standby with IP address 172.16.14.51 on Site B

Setup of Oracle Data Guard and Oracle GoldenGate is beyond the scope of this paper. Learn more about Oracle Data Guard.

The primary and standby database status is as shown below. There is no archive log gap on the standby database.

Primary QOracle Database VM Oracle19C-OL8-Primary Standby Oracle Database VM Oracle19C-OL8-Standby

SQL> SELECT sequence#, first_time, next_time, applied SQL> SELECT ARCH.THREAD# "Thread", ARCH.SEQUENCE# "Last Sequence Received", APPL.SEQUENCE# "Last
FROM vsarchived_log ORDER BY sequence#; Sequence Applied”, ARCH.SEQUENCE# - APPL.SEQUENCE# "Difference”
FROM

SEQUENCE# FIRST_TIM NEXT_TIME APPLIED
10 28-JUL-21 28-JUL-21 NO
11 28-JUL-21 28-JUL-21 NO
12 28-JUL-21 31-JUL-21 NO

(SELECT THREAD# SEQUENCE# FROM VSARCHIVED_LOG WHERE (THREAD#FIRST_TIME) IN (SELECT
THREAD# MAX(FIRST_TIME) FROM V$ARCHIVED_LOG GROUP BY THREAD#)) ARCH,

(SELECT THREAD# SEQUENCE# FROM V$LOG_HISTORY WHERE (THREAD#FIRST_TIME) IN (SELECT
THREAD# MAX(FIRST_TIME) FROM V$LOG_HISTORY GROUP BY THREAD#)) APPL

WHERE ARCH.THREAD# = APPL. THREAD#

13 31-JUL-21 31-JUL-21 NO

14 31-JUL-21 01-AUG-21 NO

15 01-AUG-21 02-AUG-21 NO
16 02-AUG-21 02-AUG-21 NO
17 02-AUG-21 03-AUG-21 NO
18 03-AUG-21 03-AUG-21 NO
19 03-AUG-21 03-AUG-21 NO
20 03-AUG-21 03-AUG-21 NO
20 03-AUG-21 03-AUG-21 YES
21 03-AUG-21 03-AUG-21 NO

ORDER BY 1;

Thread Last Sequence Received Last Sequence Applied Difference

SQL> SELECT * FROM V$SARCHIVE_GAP;
no rows selected
SQL>

48 04-AUG-21 04-AUG-21 NO
48 04-AUG-21 04-AUG-21 YES
4904A0G21 04-AUG21-YES
~49_04-AUG-21 04-AUG-21 NO?
70 rows selettet: — — — ~
saQL>

FIGURE 176. Primary and Standby Oracle Database Status
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The standby Oracle VM Oracle19c-OL8-Standby alert log for the database ora19c¢c shows no errors and shows the redo log application if
and when it is generated on the primary database.

FAL

FIGURE 177. Alert log for Standby Oracle Database

The steps for setting up Oracle Data Guard for an Oracle RAC cluster prac19c are similar to a single instance with certain subtleties.
More information can be found in the Oracle Data Guard and Oracle Real Application Clusters guide.

Oracle Data Guard role transitions switchover and failover are the same when applied to physical architecture. Learn more about
role transitions.
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Using VMware Site Recovery Manager Workflow for Oracle Data Guard Role Transition

Oracle Data Guard facilitates the redo transport in a physical Data Guard setup. A database operates in one of the following mutually
exclusive roles: primary or standby.

Oracle Data Guard enables you to change these roles dynamically by using SQL statements, or by using either of the Oracle Data Guard
broker’s interfaces.

Oracle Data Guard supports the following role transitions:
» Switchover - Allows the primary database to switch roles with one of its standby databases. There is no data loss during a
switchover. After a switchover, each database continues to participate in the Oracle Data Guard configuration with its new role.

- Failover — Changes a standby database to the primary role in response to a primary database failure. If the primary database was
not operating in either maximum protection mode or maximum availability mode before the failure, some data loss may occur. If
Flashback database is enabled on the primary database, it can be reinstated as a standby for the new primary database once the
reason for the failure is corrected.

Learn more about role transitions.

VMware Site Recovery Manager is a business continuity and disaster recovery solution that helps you plan, test, and run the recovery of
virtual machines between a protected vCenter Server site and a recovery vCenter Server site.

A use case could be to combine the workflow capability of VMware Site Recovery Manager to assist with the role transitioning of Oracle
Data Guard environments in case of testing a DR scenario or in event of an actual DR.

For example, as part of configuring the recovery plan SC2-VMC-Oracle-RP

» One could configure the recovery of a control VM Oracle19c¢-Control-VM

« Control VM Oracle19c¢c-Control-VM can have a power-on step with a shell script embedded which is executed once the control VM
Oracle19c¢-Control-VM is fully powered up

» The post power-on shell script can run a command on the local control VM or any VM it can ssh to, for example, run a shell script
residing locally on standby VM Oracle19¢c-OL8-Standby to perform the database role transition to failover to a standby database.

0 SC2-VMC-Oracle-RP EDIT  MOVE DELETE  TEST RUN
Summary  RecoverySteps  Issues  History  Permissions  Protection Groups  Virtual Machines

CONFIGURE RECOYERY  PRIORITY GROUR™  STARTUP ACTION ¥

hine + v | Recovery Status ¥ | Status Modified By T | Protection Group T Priority

» | @ Oracidq@c-Control-VM @ Ready for recovery SC2-VMC-Oracle-RP 'SC2-VMC-SRM-VR-PG 3 (Medium)

VM Recovery Properties Oracle19c-Control-VM X
Changes to these properties will apply to this VM in all recovery plans.
Recovery Properties P Customization
3 (Medium)
Priority Group

> VM Dependencies None
VvMotion ) d (The protectio of the-VM does not sUpport YMol

i Shutdown guest OS before power off (requires YMware Tools)
> Shutdewn Action s gu e p (requi wi ]

‘Shutdoum actions are used Lo power off VMs at the prolecied sile during a Fecovery. Shuldown actions a

1 Testor Cleanup.

> Startup Action Power on

Startup actions ere used 1o pawer on VMs at the recovery site during Test and Recovery.
Power On Steps None
* Post Power On Steps
These steps run after the VM is powered on.
+ NEwW

Name Type Timeout

ostep(s)

FIGURE 178. Recovery Plan with Post Power-On Configuration
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The steps to add the post power-on step to VM Oracle19c¢-Control-VM is as shown below.

The post power-on step contains a call out to a shell script, residing locally on standby VM Oracle19¢-OL8-Standby. This shell script
could then perform the database role transition to failover to a standby database.

Add Post Power On Step X

Type: Command on SRM Server
Prompl (requires a user lo acknowledge the prompl beflore the plan conlinues)

@ Command on Recovered VM

Name: Failover to DB Standby

58 characters remaining

Content:
$sh oraclel9¢-ol8-slandby.vslab.local /home/oracle/scripls/odglailover.sh

4023 characters remaining

Timeout: 5 minutes 0 seconds

‘ CANCEL ADD

FIGURE 179. Post Power-On Step with Embedded Shell Script

For example, the invocation command could be ssh oracle19c-ol8-standby.vslab.local /home/oracle/scripts/odgfailover.sh.

Example of a shell script that could be invoked to perform database role transition to failover to a standby database is as shown below:

~ # cat odgfailover.sh

#1 [bin/sh

#  Author : Sudhir Balasubramanian, VMware
# file name : odgfailover.sh

# location : /homeforaclefscripts

# called from : Applicatien VM en Site B

#

# Set up standard ORACLE environment variables
ORACLE_HOSTNAME=oracle19c-ol8-primary.vslab.local; export ORACLE_HOSTNAME
ORACLE_UNQNAME=oral0csh; export ORACLE_UNQNAME

export ORACLE BASE=/u01/appjoracle

export GRID_HOME=/u01/app/19.0.0/grid
DB_HOME=$0RACLE_BASE/product/19.0.0/dbhome_1;export DB_HOME

export ORACLE. HOME=$DB_HOME

export ORACLE_SID=ora19csb
PATH=$ORACLE_HOME/bin:$ORACLE_HOME/OPatch:$GRID_HOME/bin:$ ORACLE_HOME/jdk/bin:$BASE_PATH:/admin/GGate/GG; export PATH
PATH=%$ORACLE_HOME/perl/bin/:$PATH ; export PATH

export TNS ADMIN=%0RACLE HOME/network/admin
LD_LIBRARY_PATH=$ORACLE_HOME/lib:/litb::fusr/lib:/usr/include; export LD_LIBRARY_PATH
#

i Failover to Standby

$ORACLE_HOME/bin/salplus /nolog <<EQFarchl

connect / as sysdba

ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;
SELECT name,open_mode,database role FROM V$DATBASE;

ALTER DATABASE ACTIVATE PHYSICAL STANDBY DATABASE;

ALTER DATABASE OPEN;

exit
EOFarch1

end of script
~

FIGURE 180. Example of a Post Power-On Shell Script
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More details on post power-on steps are shown below:

VM Recovery Properties - Oracle19c-Control-VIM X

Changes to these properties will apply to this VM in all recovery plans.

Recovery Properties |IP Customization

3 (Medium)
Priority Group All virtual machines within a priority group will be started before proceeding to the next priority group. The startup order of virtual machines
within a priority group may be specified by adding VM dependencies. The virtual machines within a priority group will start in parallel, unless
ordered by VM dependencies.

v

VM Dependencies None
vMotion Disabled (The protection group of the VM does not support vMotion)

Shutdown guest OS before power off (requires VMware Tools)

v

Shutdown Action
Shutdown actions are used to power off VMs at the protected site during a Recovery. Shutdown actions are not used for Test or Cleanup.

Power on v

v

Startup Actien e
Startup acticns are used to power on VMs at the recovery site during Test and Recovery.

v

Pre Power On Steps None
v Post Power On Steps
These steps run after the VM is powered on.

+ NEW 2 EDIT X DELETE

Name Type Timeout

© railover to DB Standby Run on Recovered VM 5 min O sec

1step(s)

FIGURE 181. Post Power-On Process Configuration Details

The above use case is appropriate in the event there are a number of standby databases with role transitions to manage. One could
combine the workflow capability of VMware Site Recovery Manager to assist with role transitioning of Oracle Data Guard environments
in a testing DR scenario or in event of an actual DR.

The above use case is relevant for both on-premises and VMware clouds.

VMware Clouds

The above use case employing Oracle Data Guard to provide disaster recovery to the single-instance VM Oracle19¢c-OL8-Primary using
the standby VM Oracle19¢-OL8-Standby is accomplished with the same steps across all VMware clouds and on-premises environments.

On VMware Cloud on AWS, one could use two SDDC clusters deployed on two different availability zones (AZ), setting up the single-
instance VM Oracle19c-OL8-Primary on AZ1 and standby VM Oracle19¢c-OL8-Standby on AZ2, thereby providing Oracle Data Guard
services between the two AZs.
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vSphere Level Disaster Recovery

VMware Site Recovery Manager with VMware vSphere Replication can provide disaster recovery to Oracle VMs from on-premises Site A
to Site B OR from on-premises Site A or Site B to any VMware Cloud.

In a typical Site Recovery Manager installation, the protected site provides business-critical datacenter services. The recovery site is an
alternative infrastructure to which Site Recovery Manager can migrate these services.

vSphere Replication replicates at the VM level. This process occurs independently of the storage layer as mentioned earlier, whether the
VMDK resides on a NFS, VMFS, vSAN or a vWVOL datastore.

As mentioned earlier, Write-order fidelity is guaranteed with vSphere Replication on the disks or VMDKs that comprise a VM.
However, consistency cannot be guaranteed across multiple VMs. vSphere Replication supports replicating VMs on local, attached,
Virtual SAN, FC, iSCSI, or NFS storage. vSphere Replication cannot replicate VMs that are part of an MSCS cluster. vSphere Replication
cannot replicate disks in multi-writer mode.

More information regarding VMware Site Recovery Manager and VMware vSphere Replication can be found in VMware Site Recovery
Manager Installation and Configuration and VMware vSphere Replication.

On-premises
This use case focusses on the utilization of VMware Site Recovery Manager with VMware vSphere Replication to provide disaster
recovery to Oracle single-instance VM Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN across on-premises sites A and B.

The steps to configure vSphere Replication for Oracle VM Oracle19¢c-OL8 are as shown below. These steps are the same for Oracle VM
Oracle19¢c-OL8-RMAN.

This use cases provisions the Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN on a VMFS datastore and holds true for NFS,
VMES, VSAN or vVOL datastores. vSphere Replication operates at a VMDK level completely independent from the underlying datastore
storage characteristics.

Oracle RAC uses the multi-writer attribute to share VMDKs as part of the RAC cluster. The multi-writer attribute is documented in
KB 1034165. Currently, vSphere Replication 8.4 cannot replicate VMs that share VMDK files. This limitation is referenced in VMware
vSphere Replication 8.4 Release Notes.

Test Recovery Plan

The recovery plan can be tested before being used for planned migration or for disaster recovery. Testing a recovery plan will ensure
the primary VM on the protected site is still replicating with the replica VM disk files on the recovery site. The vSphere Replication server
creates redo logs on the VM disk files on the recovery site, so that synchronization can continue normally. During a recovery plan test,
there is no impact or disruption to the protected VMs, replication or RPO.

The VMs on the recovery site are run on a test network and on a temporary snapshot of replicated data at the recovery site. No
operations are disrupted at the protected site. A snapshot is created on the recovery site of all the disk files of the VMs in the
recovery plan.

When running a recovery plan test, recent changes can be replicated to simulate a planned migration, or not replicated to simulate
a disaster.
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Steps to test the recovery plan SC2-AZ2-Oracle-RP are as shown below:

0 SC2-AZ2-Oracle-RP EDIT  MOVE  DELETE  TEST

RUN
Summary  RecoverySteps  Issues  History  Permissions  Protection Groups  Virtual Machines
EXPORT STEPS TEST RUN

Plan status: - Ready

Descriptien: This plan is ready for lest or recovery

Recovery Stop status Step Started

» %1 synenronize storage
[2 2. Restore recovery site hosts from standy Test - SC2-AZ2-Oracle-RP Confirmation options
1 3. Suspend non-critical VMs at recovery site

» & 4. Creale writable storage snapshot

>} 5 Conligure test networks 1 Confirmation options Test confirmation

&8 5. Power on priority 1 VMs

B3 7. Power on priority 2 VMs

C Running this plen in test mode will recover the virtual machines in e test envir on site.

Protected site: Primary_Site
Recovery site: DR_Site
Server connection:  Connected
Number of VMs: 2

Storage options

Specify whether lo replicate recent changes Lo the recovery site. This process might take several minutes and is only
available if the sites are connecled.

Test - SC2-AZ2-Oracle-RP  Ready to complete

Review your selected settings.

Replicate recent changes to recovery site
1 Confirmation options
Name 5C2-A72-Oracle-RP

2 Ready to complete

Protectad site Primary_site
Recovery site DR_Site
Server connection Cemected
Number of VMs 2

Storage synchronization Replicate recent changes Lo recovery site

FIGURE 182. Test Recovery Plan SC2-AZ2-Oracle-RP

The test of the recovery plan completes successfully.

[} SC2-AZ2-Oracle-RP wove
Summary  Recovery Steps ssues  Histery  Permissions  Pratection Graups virtual Machines
EXPORT STEPS canceL
Plan status: i Testin progress
Description: Atestof this s currenty in progress.

Raeovary Step

Status Step Started

> % 1. Synchroniee storage
[3 2. Restore recovery sile hosts from standby V Success Monday, June 28, 2021 10:53:56 AM
1l 3. suspend non-critical VMs at recovery site
3@ 4. Creato wiitabie storage snapshot
» @ 5. Configurs test netwarks
0 6. Fower on priority 1 VMs
B 7. Powe on priority 2 VMs

> @ & Power on priorily 3 s g SC2-AZ2-Oracle-RP MOVE

cueanup
B 5. Power on priority 4 VMs
Summary  RecoverySteps  Issues  HMgry  Permissions  Protection Groups
B 10. Power on priority 5 VMs bl
ExpoRT STERS cLeanup
Plan status: @ Test complete
Description:

The virtual machines have been recovered in a test environment at the recovery site. Review the plan history 10 view any errors or warnings.

Recovery Step

Stas Step Startad Stop Complated

> ' 1. synchronize storage  suceass Manday, June 28, 2021 10:53:56 AM Manday, June 28, 2021 10:53:56 AM
[3.2. Restore recovery site hosts from standby  Success Monday, June 28, 2021 10:53:56 AM Monday, June 28, 2021 10:53:56 AM
1 3. Suspend non critical YMs at recovery site

» & 4. Create writable storage snapshot  Success Mongay, June 78, 2021 10:53:57 AM Monday, June 28, 2021 10:54:04 AM

> & 5. confiqure test netwarks  success Monday, June 28, 2021 T0:54:02 AM Monday, June 28, 2021 10:54:04 AM
B 5. Power on priority 1 VMs
B 7. Poveer on priorily 2 YMs

» B 8. Power on priority 3 VMs W Success Monday, June 28, 2021 10:54:08 AW Monday, June 28, 2021 10:57:25 AM

B3 Power on prioity 4 s

B 0. Power on priority 5 ¥Ms

FIGURE 183. Test Recovery Plan SC2-AZ2-Oracle-RP Completion

vmware
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VMs on Protected Site A are still powered on.

[ BCA-SiteC

Summary Monitor

Virtual Machines

Name '[‘
& Oracle19c-OL8
&7 Oracle19c-OLS-RMAN

ACTIONS VvV
Configure Permissions
Templates VApPS

A State

- B %
4 Powered On™

\
~

!
Powered On #

Hosts VMs

e Status N

" Normal
/" Normal

FIGURE 184. Test Recovery Plan VM Details

Oracle VM Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN on Recovery Site B are powered on with the IP addressing scheme set per
network mappings to test network APPS-1810.

£ Oracle19¢-OL8 02 @ @& ACTIONS ¥
Summary Monitor Configure Permissions Datastores Networks Snapshots
Guest O Oracie Linux 8 (6d-bit)

LAUNCH WEB CONSOLE
LAUNCH REMOTE consoLe @

VM Hardware

> cPU

Memory

Hard disk 1

Total hard disks

> Network adapter 1

CD/DVD drive 1

Video card

VMCI device

Other

Compatibility

vmware

Compatibilty:  ESXi 7.0 and later (VM version 17)
Running, version:T1296 (Guest Managed)

MORE INFO

VMware Tools:

DNS Name:  erggleldc:old.corp locaidemain
1P Addresses € 172181045 _ =

az2esx23vslablocal

Host:
Managed By:  description
DETAILS
AU
12 CPU(s)

[] 128 6B, 128 6B memory active
s06B
S hard disks
—mm

( APPS-1810 (CDHHEC!EEL
Disconnected

BMB

Updates

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface

Additional Hardware

ESXi 7.0 and later (VM version 17)

£ Oracle19¢-OL8-RMAN o2 ACTIONS
Summary  Monitor  Configure  Permission: Datastor Network: napshot: Updates
Guest OS; Oracle Linux 8 (§4-bit)

LAUNCH WEB CONSOLE
LAUNCH REMOTE consoLe (D

VM Hardware

> CPU

> Memory

Hard disk 1

Total hard disks

Network adapter 1

CD/DVD drive 1

Video card

VMCI device

otner

Compatibility

Compatibiity:  ESXi 7.0 and later (VM version 17)

VMwere Tools:  Running, version:11296 (Guest Menaged)
MORE INFO

DNS Name

IP Addresse o
Host

oraclel9¢-ol8-rman corp jocaldomain
————— ki

Managed By:  description
s
DB
8 CPU(s)

|'] o6 cB, 0.96 GB memory active

80 GB

5 hard disks

APPS-1810 (connectady™
~ - /

Disconnected

4MB

Device on the virtual machine PCI bus that provides suppert for the

virtual machine communication interface

Addiitional Hardware

ESXi 7.0 and later (VM version 17)

FIGURE 185. Test Recovery Plan VM Networking Details
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The Oracle VM Oracle19¢-OL8 is up with IP address 172.18.10.45 and the database vvol19c¢ is up.

FIGURE 186. VM Oracl19¢c-OL8 Networking and Database Details

The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

o] ING ENABLED

ding mem O

FIGURE 187. VM Oracl19¢c-OL8 Database Alert Log Details
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The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

As mentioned earlier, write-order fidelity is guaranteed with vSphere Replication on the disks or VMDKSs that comprise a VM.
At the successful completion of the test recovery, perform the cleanup of the test recovery as shown below. As part of the cleanup after

running a test, the vSphere Replication server removes the redo logs from the disks on the recovery site and discards the changes.

s SC2-AZ2-Oracle-RP wove peers
PacoverySteps s Hitory  Permissions  ProlectionGroups  Virtual Machines

¥ou are resdy 10 remave the tes: envronment, un cieanup on ths plan

Cléanup - SC2-AZ2- Confirmation options

Oracle-RP

Cleanup confirmation

1 Confirmation options : Running a cleanup oparation on this plan will Femove the test environment and reset the plan to the Ready state,

Protected site: Primary_Site
Recovery site: DR_Site
Cleanup - SC2-AZ2- Server connection:  Connecled
Oracle-RP Number of Mz 2

Cleanup options
1 Confirmation options SC2-AZ2-Oracle-|
P FeAZ2ANEIC RY if you are experiencing errors during cleanup, you can choose the Force Cleanup oplion to ignore all errors and return the

plan to the Ready state. If you use this oplion, you might need to clean up your storage manually, and you should run another
Protected site Primary_Sile

2 Ready to complete test as soon as possible.

Recovery site DR_Site
- oree cleanup
Server connection Connected
Number of VMs 2
Force cleanup Do notignore cleanup warnings

FIGURE 188. Cleanup Test Recovery Plan SC2-AZ2-Oracle-RP

The cleanup of test recovery is successful.

0 SC2-AZ2-Oracle-RP EDIT  MOVE  DELETE  TEST RUN

Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines

EXPORT STEPS TEST L NUP RUN
Plan status: —> Ready
Description: This plan is ready for test or recovery
Recovery Step Status Step Started Step Completed

> %% 1. Synchronize storage
E‘q 2. Restore recovery site hosts from standby
[l 3. suspend non-critical VMs at recovery site
> @ 4. Create writable storage snapshot
> @ 5. Configure test networks
6. Power on priority 1 VMs
B3 7. Power on pricrity 2 VMs
> B 8. Power on priority 3 VMs
B3 2. Power on priority 4 VMs

B 10. Power on priorily 5 VMs

FIGURE 189. Steps to Cleanup Test Recovery Plan SC2-AZ2-Oracle-RP

vmware
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VMs on Protected Site A are still powered on. We can see the placeholder VMs on recovery Site B are powered off.

1 SC2-AZ2-Oracle-RP EDIT  MOVE  DELETE  TEST RUN

Learn mc

Summary  Recovery Steps  Issues  History  Permissions  Protection Groups  Virtual Machines

Recovery Plan: SC2-AZ2-Oracle-RP

FrowctesSite  Brimary_Sie

fecovery Sie

Descrption:

w Plan status v VM status

Flan Status: -» Ready Ready for Recovery: 2vMs

his plal is Paagy for test or recovery InProgress: ovMs

Success: 0wMs
~ Recent History

Warning: ovMs

Cleanup Monday, June 28, 2021 1141.06 \M Success SR bt ]

Test Menday, June 28, 2021 10:53:51 AM W S s Incomplete: 0 VM
ool 2V
(M BCA-SiteC ACTIONS i AZ2BCAM ACTIONS ¥
Summary Monitor Configure Permissions Hosts VMs Summary Monitor Configure Permissions Hosts VMs

Virtual Mach

es VM Templates * VAPPRS

VM Templates VAPPS
N S \ Ml S| v
ame T v L State _ _ — tatus Name ’S.tﬁt; ——— - v Status
&5 Oracle19¢-0L8 (’ Powered On  \ ~/ Normal b Oracle19c-0OL8 ‘ PoweredOff ~ Nermal
- ! U
rj Oracle19c-OL8-RMAN \.\ Powered On ~/ Normal &P Oracle19c-OL8-RMAN AN \Powered off » /' Normal
~ = -~ - o

FIGURE 190. Cleanup Test Recovery Plan SC2-AZ2-Oracle-RP Successful

More information regarding testing a recovery plan can be found in the VMware Site Recovery Manager guide.

Run Recovery Plan for Planned Migration

Performing a planned migration or disaster recovery by running a recovery plan will result in VM migration from the protected site to the
recovery site. If the protected site suffers an unforeseen event that might result in data loss, the recovery plan can also be run under
unplanned circumstances.

Planned migration — During a planned migration, Site Recovery Manager synchronizes the VM data on the recovery site with the VMs
on the protected site. Site Recovery Manager attempts to shut down the protected VMs gracefully and performs a final synchronization
to prevent data loss, then powers on the VMs on the recovery site. If errors occur during a planned migration, the plan stops so that the
errors can be resolved, and the plan rerun.
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Steps to run a planned migration of recovery plan SC2-AZ2-Oracle-RP are as shown below:

0 SC2-AZ2-Oracle-RP

Summery  [Recovery Steps|

Issues  History  Permissions  Protection Groups
ExpORT STEPS TesT RUN

Plan status:

Description: jan s ready for test or recovery
Rocovary Stop

>%i 1 Synchronize storage
2

@ recovery site h

00 3. suspend nen-critical WMs 2t recovery site

3@ 4 Craso wriabio siorage snapsnor

> @S, Configure test networks
86 Power on prority 1 Vis
B} 7 Power on priority 2 VMs
> @ 8. Power n priority 3 Vs
@ 9. Power on prority 4 Vs

10 Powsr on prority 5 Vs

Recovery - SC2-A72-
Oracle-RP

1 Confirmation options

2 Ready to complete

from standby

eor move

Ready to complete

Review your selected settings.

Protected site

Recovery site

Server connection

Number of VMs.

Recovery type

oeete  TEST RUN

Virtual Machines

Status

Recovery - SC2-AZ2- Confirmation options
Oracle-RP
Recovery confirmation
1 Confirmation options
o FRunning this plan in recovery mode will attempt to shut down the VMs at the protected site and recover the VMs at the recovery site,

Protected site: Primary_site
Recovery site: DR_site
Server connection:  Connected
Number of VMs: 2

| undierstand that this process will permanently alter the virtual machines and infrastructure of both
the protected and recovery datacenters

Recovery type

© Planned migration

age rep

SC2-472-Oracle-RP Disaster recovery

Brimary_Site
DR_Site

Connecled

Blanned migration

FIGURE 191. Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP

Planned migration of recovery plan SC2-AZ2-Oracle-RP completes successfully.

[} SC2-AZ2-Oracle-RP

move
Summary sses  History  Permissions tion Groups
ExponT STERS cancer

Plan status: > Recovary in progress.

Description: Rocovary in 2
Recovery step
> % 1. Pre-synchranize sterage
> B2, Shut down s a1 proteciad sile

B 3. Resume Vs suspended by orevious recovery

. 4. Restore

sy st st rom st
[B.5. Restore protectsd it hosts rom standoy
> 6. Prepare protectzo s v for migration

% 2. synenronize siorage

10 8. Suspena nan-critical Vis at racovary site
»@o.c

56 Power on priority | ¥Ms.

nge recovary site storage to writabie

B3 7. Power on riosity 2 Vs
B

1013 Power on prioriy 4 s

on arforlty 3 Vs

B 12 Power on priorily 5 Vs

vmware

2 SC2-AZ2-Oracle-RP o

Macrines

Stepstarted
Monday, June 28,2021 12:02:52 PM

Monday, June 28,2021 12:02:52 PM

Summary  RecoverySteps  lssues  History Groups  Virtual Machines
ExmoRT STERS RERROTECT

Plan status: @ Recovery Yompieto

Description: The recor

Rucovery step
> %1, resynchroniia storage
> W 2. Shut down YMis al protected site
P 3. Resume Vs suspended by previous recoery
[3 4. Restore recovery site hosts frem standoy
R 5. Restore protected site ¢

fram stancby
» 8 6. Proparo protoctod site-VMs for migeation

» % 7. syncronize

10 8. suspanc n

tcal v a recovery site
» @9, Change racowery site storage to witsble

B 0. Power

n priority 1 VMs

on priority 2 VMs

arity 3 VM5
r on priority 4 VMs

B14. Fover en pririty 5 YMs

nas completed, Raview the plan Mistory Lo view any errors or war

5. You can now prass Repratect to coni

re protection in the reverse direction. Note that
an run the plan in recovery mode lo failback the virtual machines to the original sile.

you plan to failback the virlual machi
run the plan in reprotect mode, then once protection is configured in reverse,

V Success Monday, June 28, 2021 12:02:52 PM Monday, June 28, 2071 126252 PM
¥ Success Monday, June 28, 2021 12:02:52 PM Mord:

June 28, 2071 12:03:03 PM

 Success Monday, June 28, 20212:03:03 PM Monday, June 28, 2

 Success Monday, June 28,202112:03:03 PM Monday, June 28, 2021
+ Success Monday, June 28,2021 12:03:03 PM Monday, June 28, 2021

+ Success Monday, June 28, 2021 12:03:12 PM Monday, Jure 28, 202112
 Suceess Mondiay, June 28, 2021 12:03:12 M Monday, June 28, 2
 Suceass

Monday, June 28, 202112:103:32 PM 26,2021 12:0655 PM

FIGURE 192. Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP in Process
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Planned migration of recovery plan SC2-AZ2-Oracle-RP is successful. Protected Site A VMs are powered off and Recovery Site B VMs

are powered on.

([ BCA-SiteC ACTIONS
Summary Monitor Configure Permissions Hosts VMs
Virtual Machines VM Templates VApPPS
Name 1 v State _ v Status e
i S
@ Oracle19¢-OL8 " Powered Off ~/ Normal
1
@ Oracle19¢-OL8-RMAN ~ Normal

N (Powered lef’ ’

[ AZ2BCAN ACTIONS v
Summary Monitor Configure Permissions Hosts VMs
A eI s Mo

Name 1 ~  State _ ~  Status

- .-
& Oracle19c-OL8 |/ Powered on s +/ Normal
1
Eﬁ Oracle19¢-OL8-RMAN N (Powered On, ~/ Normal

~—— -

FIGURE 193. Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP VM Status

Recovery Site B Oracle VMs Oracle19¢c-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined per
network mappings to recovery network APPS-1810.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢-OL8 is up with IP address 172.18.10.45 and the database vvol19c¢ is
up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected. The Oracle VM Oracle19¢c-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for
the database rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal

and expected.

As mentioned earlier, write-order fidelity is guaranteed with vSphere Replication on the disks or VMDKs that comprise a VM.

@& Oracle19¢c-OL8 o ACTIONS
Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates
Guest OS Oracle Linux 8 (64-bit)
Compatibility:  ESXi 7.0 and later (VM version 17)
VMware Tools:  Running, version:11296 (Guest Managed)
MORE INFO
DNSNeme: _orgoiglogolg.corp.locaidomain
1P AddressesC 172181045 _ =
N e O o Host: 2z2esx23.vslab.local
LAUNCH REMOTE consoLe (D l_\ |
VM Hardware
> CPU 12 CPU(s)
> Memory | ] 128 GB, 152 GB memory active
> Hard disk 1 80 GB
Total hard disks 5 hard disks
oS -
> Network adapter 1 2. _ APPS-1810 (connected) Y
€D/DVD drive 1 Disconnected <

> Video card

VMCI device

> Other

Compatibility

vmware

8MB

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface

Addlitional Hardware

ESXi 7.0 and later (VM version 17)

& Oracle19¢-OL8-RMAN 0 & @ | acmonsv

Summary Monitor Configure Permissions Datastores Networks Snapshets Updates
Guest OS! Oracie Linux 8 (64-bit)
Compatibiiity:  ESXI 7.0 and later (VM version 17)

VMware Tools:

DNS Name:

Host.
LAUNCH WEB CONSOLE

LAUNCH REMOTE consoLe (D (_\ r‘g @

VM Hardware

> CPU

> Memory

> Hard disk 1
Total hard disks

> Network adapter 1
CD/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

.-
\-.

Running, version 11296 (Guest Managed)
MORE INFO

az2esx22.vslab.local

8 CPUEs)
[ 95 GB, 16.32 GB memory active
80 6B

5 hard disks
______ —
APPS-1810 (connected)

A
-
Disconnected

4MB

Device en the virtual machine PCI bus that provides suppert for the

virtual machine communication interface
Additional Hardware

ESX] 7.0 and later (VM version 17)

FIGURE 194. After Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP VM Networking
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At the successful completion of the planned migration, run Reprotect to protect Site B, which is now the new protected site.

s SC2-AZ2-Oracle-RP

EDIT  MOVE  DELETE
Summary  RecoverySteps  Issues  History  Permissions  Protection Groups nes
EXPORT STEPS REPROTECT

Plan status:

© Recovery complete

Description:

run the plan in

Reprotect - SC2-AZ2-
Oracle-RP

1 Confirmation options

ame
2 Ready to complete New protected site
New recovery site
Server connection

Number of VMs

Force cleanup

Ready to complete
Review your selected

The recove(y has completed. Review the plan history to view &

rotect mode, then once protection is configt

Reprotect - SC2-AZ2-
RP

Confirmation options

Reprotect confirmation

ﬁ Funning reprotect on this plan wil comimat the resuls of the recovery, end configure protection in the reverse direction.

New protected site:  DR_Site

New recovery site:  Primary_Site
Server connection:  Connecled

Rumber of VMs: 2

{8 1 uncerstand tha tris eperation cannt be undone

Reprotect options

Repratect operations include steps te clean up the original datastores and devices. If you are experien:
cleanup sleps, you may choose the force cieanup option to ignore all errors and return the plan to the Ready state. If you use

tnis option, you may need to clean up your storage manually, and you should run a Test as 500n as possible.

$C2-AZ2-Oracle-RP
DR_Site
Primary_Site
Connected

2

Do netignore cleanup warnings

FIGURE 195. Reprotect VMs after Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP

Reprotection of VMs after planned migration of recovery plan SC2-AZ2-Oracle-RP is as shown below:

il SC2-AZ2-Oracle-RP

MOVE

Summary  Recovery Steps  lssues  History  Permissions

EXPORT STEPS

Plan status:

Description:

Rucovery stap
[ 1. Restore protected site hosts from standby

» % 2. configure storage te reverse direction

» & 3. Configure protection to reverse direction

> B 4. Clean up storage

> G 5. synchronize storage:

Reprotectin progress

Protection Groups  Virtual Machine

Step Startea
Monday, June 28, 2021 12:2118 PM

W Running Menday, June 28, 2021 12:21:18 PM

£ SC2-AZ2-Oracl

EDIT  MOVE  DELETE  TEST RUN

Summary  Recovery Steps History ~ Permissions  Protection Groups  Virtual Machines

EXPORT STEPS. TEST

Plan status: = Ready

Description: This plan is ready for test o recovery

Recovery Step status Step Started
> % 1. synchrenize storage
[ 2. Restore recovery site hosts from standby
Il 3. Suspend non-crilical WMs al recovery site
> {0} 4. Creale writable storage snapshol
» @) 5. Configure test networks
B 6. Power on pricrity 1VMs
B3 7. Power on priority 2 VMs
> [@ 8. Power on priority 3 VMs
B o. Power on priority 4 VMs

B 10. Power on priority 5 ¥Ms

FIGURE 196. Reprotection of VMs after Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP in Progress

vmware

REFERENCE ARCHITECTURE | 146



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

The reprotect step to protect the Site B is successful. Now the new protected site is Site B and the DR site is Site A.

0 SC2-AZ2-Cracle-RP EDIT  MOVE  DELETE  TEST RUN Learn mo
Summary  Recovery Steps  Issues  History  Permissions  Protection Groups  Virtual Machines
Recovery Plan:  $C2-AZ2-Oracle-RP
= Protected Site: o_Sie
u
n Recavery Site: Frimery_site
= Description:
~ Plan status v VM status
Plan Status: - Ready Ready for Recovery: I, - Vs
This plan is ready for test or recovery InProgress: 0VvMs
Suceess: 0vMs
> Recent History Waraing: 0VMs
Error: QM
Incamplete: 0vMs
Tota: 2 VMs

FIGURE 197. Reprotection of VMs after Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP Successful

Run another planned migration to switch the protected site from Site B back to Site A.

0 SC2-AZ2-Oracle-RP €O MOVE  OELETE  TES o Leamm

Summary  RecoerySteps  sues  History  Permissons  Brotection Groups \Yitual Machine:

5C2-AT2-Oracle:RP
4 o S
. [Ru——
.
 plan status. e VM status
Pranstatus > Rasay Resay for Razsvarys 2
s pian 15 roaoy for st of recovery ovme
> Recent Wistory ovms
s
o v

Recovery - Confirmation options

Cracle-RP

Recovery confirmation

1 Confirmation options
0 Running this PIan N recovery Mode will attempt to shut down the VMS at the Protected site and recover th VM at the recovery site.

Protected site: DR_Site
Recovery site: Primary_Site:
Recovery - SC2-AZ2- Ready to complete Server connection:  Connected
Oracle-RP Review your selected settings. Number of YM3: 2
| understand that this process will permanently alter the virtual machines and infrastructure of both
1 Confirmation options Name S$C2-AZ2-Oracle-RP the protected and recovery datacenters.
Protected site DR _Site
2 Ready to complete. Recovery type
Recovery site i Site
@ Planned migration
Server connection Connected ey C cancel recovery If rrors are ancountered. (Sites must be connected and
Number of VMs. 2
Recovery type Planned migration st 1ecent storage synchronization data.

FIGURE 198. Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP from Site B to Site A
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The planned migration from Site B to Site A is successful.

P} SC2-AZ2-Oracle-RP EDIT

MOVE DELETE
Summary Recovery Steps ssues History Permissions
EXPORT STEPS REPROTECT  CAl

Plan status:

Description:

Protection Groups

Virtual Machines

Q Recovery complete

The recovery has completed. Review the plan history to view any errors or warnings. You can now press Reprotect to confic

run the plan in reprotect mode, then once protection is configured in reverse, you can run the plan in recovery mode to failt

Recovery Step Status Step Started
>SS Pre-synchronize storage + Success Monday, June 28, 202112:27:38 PM
> [ 2. Shut down VMs at protected site + Success Monday, June 28, 202112:27:38 PM

P 3. Resume VMs suspendled by previous recovery

[& 4. Restore recovery sile hosls from standby

+ Success

Monday, June 28, 2021 12:29:16 PM

[ 5. Restore protected site hosts from standiby v success Monday, June 28, 2021 12:29:16 PM
> R 6. Prepare protected site VMs for migration + Success Monday, June 28, 202112:29:16 PM
> ¥ 7. Synchronize storage v Success Monday, June 28, 202112:29:23 PM

[ 8. Suspend non-critical VMs at recovery site
> {@} 9. Change recovery site storage to writable Vv Success Monday, June 28, 202112:29:23 PM

3 0. Power on priority 1VMs

B 1. Power on priorily 2 VMs
» B 12. Power on priority 3 VMs ' Success Monday, June 28, 202112:2%:43 PM

B 13. Power on priority 4 VMs

14, Power on priority 5 VMs

Step Completed
Monday, June 28, 202112:27:38 PM
Meonday, June 28, 2021 12:2%:16 PM

Monday, June 28, 2021 12:29:16 PM
Monday, June 28, 202

12916 PM
Monday, June 28, 2021 12:29:16 PM

Monday, June 28, 2021 12:29:23 PM

Monday, June 28, 202112:29:45 PM

Monday, June 28, 2021 12:33:02 PM

FIGURE 199. Planned Migration of Recovery Plan SC2-AZ2-Oracle-RP from Site B to Site A steps

VMs on Protected Site A vVOL datastore OraVVOL are powered back on and we see the VMs on Recovery Site B are powered off.

s SC2-AZ2-Oracle-RP EDIT  MOVE  DELETE

Leam mors
Summary  RecoverySteps  lssues  History  Permissions  Protectien Virtual Machines
Recovery Plan:  SC2-AZ2-Oracle-RP
. oo s
. Recovery e
. Descrpon
£ Your workioags are not prolected. Run reprolect. [ RepRoTECT
 Plan status ~ VM stats
Plan Status: © Recovery cor Ready for Recavery ovme
The racovery has| inprogress: ovus
press Reprotect
virtual machines tdthe original sitSiQu must irst run the pian In reprotact mode, then once protection Suesas 2
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FIGURE 200. VM Status after Planed Migration from Site B to Site A
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Site A Oracle VM Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined per network

mappings to primary network APPS-1614.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢c-OL8 is up with IP address 172.16.14.45 and the database vvol19c is
up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal

and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with |P address 172.16.14.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

ch P
4 & o - - og @ ACTIONS V'
& Oracle19¢-OL8 0@ @ | acmonsv & Oracle19c-OL8-RMAN 7 e ©
Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates Summiary S MonitorSe Conflgure B Permissions B Datsstores' S Nelworks S snapshots S Updates
Guest OS: Oracle Linux 8 (84-bit) Guest OS: Oracle Linux 8 (64-bit)
Compatibiity:  ESXI 7.0 and later (VM version 17) Compatlbiity:  ESXI7.0 and later (VM version 17)
YMware Tools:  Running, version:11296 (Guest Managed) VMware Tools: Running, version:11296 (Guest Managed)
MORE INFO MORE INFO
DNSName:  oracialdcagig.corp.ocaldomain DNS Name oraclal9c-0l8-rman.corp localdomain
i ggorplocaigoman BSOS e heme  ooecood i
1P Addresses, 172161445 _ P AddressesC, 1721614.46 _ =
“SeIes M VEieh | t: Vsiab.local
e Hest Sc2esAMVEab local NG L oS OiE Hos! cZesR 252 oca
e
Laoncremote consoe @ ) g 0 waunen remore consoe @ £y (1@ BT
VM Haraware A VM Hardware
> CPU 12 CPU(s) > CPU 8 CPU(s)
> Memory 128 GB, 7.68 GB memory active > Memory 96 GB, 11.52 GB memory active
> Hard disk 1 80 GB > Hard disk 1 s0cB
Total hard disks 5 hard disks Total hard disks S hard disks
e = e =
> Network adapter 1 _ APPS-1614 (connected) ) > Network adapter 1 { APPS-1614 (connected) )
e - - -—-— =
CD/DVD drive 1 Disconnected %~ CD/DVD drive 1 Disconnected £
> Video card smB > Video card 4mB
VMC| device Device on the virtual machine PCI bus that provides support for the virtual VMC| device Device on the virtual machine PCl bus thet prevides support fer the virtual
machine communication interface machine cemmunication interface
> Other Addtional Hardware > Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17) Compatibility ESX1 7.0 and later (VM version 17)

FIGURE 201. VM Networking Details after Planed Migration from Site B to Site A

Run Reprotect to reprotect the VMs on the Protected Site A.

[ SC2-AZ2-Oracle-RP EDIT MOVE  DELETE

Summary

s Your workoads e nal protected. Run reprotecl

Reprotect - SC2-AZ2- Confirmation options

Oracle-RP

Reprotect confirmation

1 Confirmation options 2 Running reprotect on this plan wil sarmit the results of

New protected site:  Primary_Sj

New recovery site:

connecled
understand that this operation cannot be undone.

Reprotect - SC2-AZ2-
Oracle-RP

Ready to complete

Review your selected settings

Reprotect options

Learn mare

[ resroTecT

Covery. and configure protection in the reverss direction.

1 Cenfirmation optiens

5C2-A72-Oracle-RP

Reprotect operations include steps to clean up the original datastores and devices. If you are experiencing errors during

cleanup steps, you may choose the force cleanup option to ignore all errors and return the plan to the Ready state. If you use

Primary_Site this oplion, you may need to clean up your storage manually, and you should run a Test as soon as possible.
O e D New protacted ste imary_site you may ¥ g .
New recovery site DR_site orce claanup
Server connection Connected

Number of VMs

Force cleanup

vmware

2

Do notignore cleanup warnings

FIGURE 202. Reprotect Site A VMs After Failback
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Reprotection of Protected Site A vVOL VMs successful.

11 SC2-AZ2-Oracle-RP EDIT  MOVE  DELETE  TEST RUN Leamm

Summary  Recovery Steps  lssues  History  Permissions  Protection Groups  Virtual Machines

Recovery Plan: $C2-AZ2-Oracle-RP
Protected Site: Frimary_Site

Recavery Site: OR_Site

Description:

~ Plan Status ~ VM Status

Plan Status: = Reacy Ready for Recovery: I, Vs

This plan is ready for test or recovery In Progress: 0 ¥Ms

st

> Recent History Warning: 0 WMs

FIGURE 203. Reprotect Site A VMs After Failback Successful
More information regarding running a planned migration can be found in the VMware Site Recovery Manager guide.

Run Recovery Plan for Disaster Recovery

Disaster Recovery — During a disaster recovery, Site Recovery Manager first attempts a storage synchronization. If it succeeds, Site
Recovery Manager uses the synchronized storage state to recover VMs on the recovery site to their most recent available state,
according to the recovery point objective (RPO) that you set when you configure replication.

When you run a recovery plan to perform a disaster recovery, Site Recovery Manager attempts to shut down the VMs on the protected
site. If Site Recovery Manager cannot shut down the VMs, Site Recovery Manager still powers on the copies at the recovery site.

In case the protected site comes back online after disaster recovery, the recovery plan goes into an inconsistent state, where production
VMs are running on both sites, known as a split-brain scenario. Site Recovery Manager detects this state, and you can run the plan again
to power off the VMs on the protected site. The recovery plan then returns to a consistent state, and you can run reprotect.

If Site Recovery Manager detects that a datastore on the protected site is in all paths down (APD) state and is preventing a VM from
shutting down, Site Recovery Manager waits for a period before attempting to shut down the VM again. The APD state is usually
transient, so by waiting for a datastore in the APD state to come back online, Site Recovery Manager can gracefully shut down the
protected VMs on that datastore.

mware® REFERENCE ARCHITECTURE | 150


https://docs.vmware.com/en/Site-Recovery-Manager/8.4/com.vmware.srm.admin.doc/GUID-CE3E131A-B20E-4D88-AD5C-6EC14FAF515A.html

Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

Steps to run a disaster recovery scenario of recovery plan SC2-AZ2-Oracle-RP are as shown below:

1 SC2-AZ2-Oracle-RP

Leam m
Summary sses  Hstory  Permissons  ProtectonGrouos NI .

D Recovery Plan:  SC2-AZ2-Oracle-RP

 Plon status

Plan status: -» fonay

2w
sl ey o tas o econery e
> Racont istary .
ou
o 2w
Reécovery - SC2-AZ2- Confirmation options
Oragle-RP
Recovery confirmation
1 Confikmation options
0 Running this plan in recovery mode will atiempt to shut down the YMs at the protected site and recover the VMs at the recovery site
Protected site: Primary_site
Recovery site: OR_Site
Recovery - SC2-AZ2- Ready to complete Server connection:  Gonnected
Oracle-RP Review your selected settings Number of VMs: 2

understand that this process will permanently alter the virtual machines and infrastructure of both
1 Confirmation options Name 5C2-A72-Oracle-RP
the protected and recovery dalacenters
2 Ready to complete Protected site Primary_Site

Recovery type
DR_Site

Planned migration
Server connection

Connected

Number of VMs 2

10 Disaster recovery
Recovery type

Disaster recovery

& synchronizetion de
Foread recovary De not force recovery

FIGURE 204. Disaster Recovery Use Case for Recovery Plan SC2-AZ2-Oracle-RP

Disaster recovery of recovery plan SC2-AZ2-Oracle-RP is successful. Protected Site A VMs are powered off and Recovery Site B VMs
are powered on.

@ SC2-AZ2-Oracle-RP

EOn MOVE  DELETE Learn more
Summary & Hstory  Per Virtual Machines
y
. P
.
" oR_sie
H
A\ Your workioads are not protected. Run reprotect [ scpaoteet
~ Puan status ~ yM status.
Plan status Raaay for Racovery: ovus
inProgress: ovws
2ums
0w
avigina site
e ovms
incomptete: ovws
l » Recent History ‘\ J
ota: 2vMs

(1 BCA-SiteC ACTIONY Vv (th AZ2BCATI ‘ ACTIONS v

summary Monitor Configur Permissions Hosts VMs mary Monitor Configure Permissions Hosts VMs
Virtual Machines VM Templates\ VApPS VM Templates VApPps
Name T v State — v Status Name N State hod Status
- Lo e
@ Oracle19c-OL8 " Powered Off ~/ Normal & Oracle19c-0L8 (’ Powered On A ~/ Nermal
! 1
@ Oracle19c-OL8-RMAN  (Powerec Off, 4 ~/ Normal & Oracle19¢-OLE-RMAN \ _Powered On_ # +/ Normal
fittithachd S

FIGURE 205. VM’s Status after Disaster Recovery Run of Recovery Plan SC2-AZ2-Oracle-RP
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Recovery Site B Oracle VMs Oracle19¢c-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined per
network mappings to recovery network APPS-1810.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢c-OL8 is up with IP address 172.18.10.45 and the database vvol19c is
up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

As mentioned earlier, write-order fidelity is guaranteed with vSphere Replication on the disks or VMDKs that comprise a VM.

@ Cracle19¢-OL8 oz AcTIoNS & Oracle19¢c-OL8-RMAN [ - ACTIONS v
Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates Summary  Monitor  Configure  Permissions  Datestores  Networks  Snapshots  Updates

Guest OS: Oracle Linux 8 (64-bit)
Compatibiity:  ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:1296 (Guest Managed)

Guest 0S Qracle Linux 8 {64-bit)
Compatibilty:  ESXI 7.0 and later (VM version 17)
VMware Tools: Running, version-11296 (Guest Managed)

MORE INFO
DNS Name: _oraciel9g-ol8.corp.iocaidomain Lk
= B
P AddressesC 1721810 45 = DNS Name oragie19c-ol8-rman.corp.localdomain
_________ ~
Host az2esx23 vsab.local IP Address&: _ 172181048 =
LAUNCH WEB CONSOLE
o e e et S olE Host az2esx22 vslab.local
Lavncrremoreconsoe @ ) 3 IF =
LAUNCH REMOTE CONSOLE @ A {r&; @
VM Hardware
VM Hardware
> CPU 8 CPU(s)
> CPU 12 CPU(S)
> Memory [[] 95 GE. 16.32 GB memory active
> Memory [] 128 GB. 1152 GB memory active
> Hard disk 1 80 GB
> Hard disk 1 30 68
Total hard disks 5 hard disks
Total hard disks 5 hard disis S
______ = =
i . > Network adapter 1 4 APPS-IBIO {connected) ¥
> Network adapter 1 ‘« _ APPS-18IO (connected) , S e
oD Ea R : CD/DVD drive 1 Disconnected
TP, T > Video card 4MB
s e e e e e T e s VMCI device Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface virtual machine communication interface

> Other Additional Hardware > Other Additional Hardware

Compatipility ESXi 7.0 and later (VM version 17) Compatibility ESXi 7.0 and |ater (VM version 17)

FIGURE 206. VM’s Networking Status After Disaster Recovery Run of Recovery Plan SC2-AZ2-Oracle-RP
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In event of real disaster, Site A may not be available. This use case is a DR exercise, so Site A is available in this instance.

After the successful completion of the disaster recovery exercise and ensuring that Site A is back operationally, run Reprotect to protect
Site B, which is now the new protected site.

R SC2-AZ2-Oracle-RP  wr wew omer Losmmore
e P e o U s O e o O s e

. P

H s

s Your worklasds ars not protecled. Run reprolact

Rstoarier
© anstuns ~ st
Plan tatus @ ecomery compiete v s
ows
2w
owws
s
ows
s Becont Hitary
o 2w
Reprotect - SC2-AZ2- Confirmation options
Oracle-RP
Reprotect confirmation
il firmation options. r_\ Running reprotect on this plan will commit the results of the rECoVery, and configure protection in the reverse direction.

Newprotectedsite:  DR_Sile

Reprotect - SC2-AZ2- Ready to complete New recovery zite:  Primary_Site

Oracle-RP Review your selected settings. Siviroanestions  (Connezled
Number of Va: 2

1 Confirmation options understand that this operation cannot be undone.

2 Ready to complete New pratected site DR_Site

Reprotect options

il Erimary_site Reprotact operations include steps to clean up the original datastores and devices. If you are experiencing errors during
e e cleanup steps, you may choose the force cleanup oplion Lo ignore al errors and return the plan Lo the Ready stale. I you use
this option, you may need to clean up your storage manually, and you should run a Test as soon as possible.
Numbar of VMs 2
orce cleanup
Force cleanup Do notignore cleanup warnings

FIGURE 207. Reprotect Site B VMs

Run a planned migration to switch the protected site from Site B back to Site A.

1 SC2-AZ2-Oracle-RP

Leamm

D Recovery Pars $¢2.A22 Gradke AP
< Pansuns
Pl st
" =
> Recent astary 5
Confirmaticn options
Recovery confirmation
o Puning - the Ui ot he recovery s
Protecteasites  DR_Sile
Aecovery sie: Primary._Site
Recovery - SC2-AZ2- Ready to complete Server connaction:  Connecled
] ’ Number ot Va2
Oracle-RP Review your selected settings. pmper ot
nderstand Unat tis process wil parmanenty atr the irual machins and Inrastructure of botn
S nimatonontions Mo e 2 e the protected and recovery alacenters.
[ Recovery type
5 e Protected site DR_Site ¥ty
Recovary site Primary_site Planned migration
ste.
Server comnection Connected
Number of VMs 2
Recovery type Planned migration

FIGURE 208. Planned Migration from Site B to Site A
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Planned migration from Site B to Site A is successful. VMs on Protected Site A are powered back on and we see that VMs on Recovery
Site B powered off.

[ SC2-AZ2-Oracle-RP

MOVE  DELETE

Learn more
Summary  Recovery Steps  lssues  History  Permissens  ProtectionGroups  Virtual Machines

Recovery Plan: SC2-AZ2-Oracle-RP
bro ;oA
Faimory_Sie

/i Your workieads are not protected. Aun reprotect

[ meproTeCT
+ Plan Status - VM Status

Flan Status:

n Prograss:

Suse

Error;

Insomplete:
> Recent Histary

ol 2vms

ACTIONS

[ BCA-SiteC ‘ [ AZ2BCAT1 | ACTIONS Vv

Summary Monitor Configure

Virtual Machines VM Templates |

Reimissions ary  Monitor  Configure  Permissions  Hosts  VMs

VM Templates VADpPS
Narme - i e ¥ Status Name 1 State _ _ v Status
& Oracle19¢-OL8 # “Powered Oon™y +/ Normal @ Oracle19¢-0L8 {’ ’F‘owered Ofr\\ ~ Normal
= 1
@7 Oracle19¢-OL8-RMAN e Powered OrL v’ ~/ Normal @ Oracle19¢c-OL8-RMAN N \Powered Off/ s " Normal

FIGURE 209. Planned Migration from Site B to Site A Successful

Site A Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined per network
mappings to primary network APPS-1614.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢c-OL8 is up with IP address 172.16.14.45 and the database vvol19c is

up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.16.14.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

vmware
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& Oracle19c-OL8 02 § @& | acmonsv
Summary  Monitor  Configure  Permissions  Datastor Network napshots  Updates
Guest O Oracie Linux 8 (64-bit)
Compatibilty:  ESXI 7.0 2nd later (VM version 17)
VMware Tools:  Running, varsion:11296 (Guest Managed)
MORE INFO
DNS Name: oraglelocgig corp.locaidomain
IP Addresses 172161445 _ =
Host: scaesXTLvsieb local
LAUNCH WEB CONSOLE
e oo SoTe ) A -
VM Hardware ~
> cPU 12 CPU(s)
> Memory [] 128 @B, 7.68 GB memory active
> Hard disk 1 8C GB
Total hard disks S hard disks.
> Network adapter 1 { APPS-1614 (connected) |}
CD/DVD drive 1 Disconnected G
> Video card 8MB
VMCI device Device on the virtual machine PCI bus that provides support for the virtuar
machine communication interface
> Other Adelitional Hardware
Compatibility ESXI 7.0 and fater (VM version 17)

Summary

& Oracle19¢-OL8-RMAN

Monitor

LAUNCH WEB CONSOLE

Launcr remote consoie @ (N 3 1)

VM Hardware

> CPU

Memory

Hard disk 1

Total hard disks

Netwerk adapter 1

CD/DVD drive 1

Video card

VMCI device

Other

Compatibility

+

(= P ACTIONS ¥
Configure  Permissions  Datastores  Networks  Snapshots  Updates
Guest OS: Oracle Linux 8 (64-bit)
Compatibiity:  ESX 7.0 and later (VM version 17)
VMwere Tools:  Running, version:11296 (Guest Managed)
MORE INFO
DNS Name: _oracigld¢-ol8-1man.corp Jocaidomain
P Addressesg, T1721614.46 =
Host: “TsR2Vsb jocal
8CPUCS)
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s0GB
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€ TAPPS-1614 (connecied]
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4MB
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machine communication interface

Additional Herdware

ESX1 7.0 and later (VM version 17)

FIGURE 210. VM Networking Status after Planned Migration from Site B to Site A Successful
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1 Confirmation options

2 Ready to complete
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Reprotect confirmation

1 Confirmation options

:\ Running reprotect on this plan will commit the resulls of the recovery, and configure protection in the reverse direction.

New protected site:  Primary_Site

New recovery site DR_Site

Ready to complete

Review your selected settings.

Server connection:  Connected

Number of VMs: 2
| understand that this operation cannot be undone.

New protected site Primary_site

Reprotect options

New recovery site DR_Site Reprotect operations include steps to clean up the original datastores and devices. If you are experiencing errors during
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FIGURE 211. Reprotect VM on Site A
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Reprotection of Protected Site A VMs is successful.

0 SC2-AZ2-Oracle-RP EDIT  MOVE DELETE  TEST RUN Learnm

Summary  Recovery Steps  Issues  History  Permissions  Protection Groups  Virtual Machines

Recovery Plan: $C2-AZ2-Oracle-RP
t Primary._Site

DR_Site

~ Plan Status v VM Status

Plan Status: = Ready Ready for Recovery: L[

This plan is ready for test or recovery In Brogress: oV

Success: VM

> Recent History

Incomplete: ©VMs

Total: 2 VMs
FIGURE 212. Reprotect VM on Site A Successful

More information regarding the disaster recovery steps of a recovery plan can be found in the VMware Site Recovery Manager guide.

VMware Clouds

Site Recovery Manager along with vSphere Replication can be used to provide disaster recovery services from on-premises VMware
environment to all other VMware multi-clouds including VMware Cloud on Dell EMC, Google Cloud VMware Engine (GCVE), Azure
VMware Solutions (AVS), and Oracle Cloud VMware Solution (OCVS).

VMware site recovery brings VMware enterprise-class SDDC disaster recovery-as-a-service to the AWS Cloud.

This use case focusses on utilizing VMware site recovery to provide disaster recovery to Oracle single-instance VMs Oracle19¢c-OL8 and
Oracle19¢c-OL8-RMAN from on-premises Site A to VMware Cloud on AWS.

For on-premises, this use cases provisions the Oracle VMs Oracle19c-OL8 and Oracle19¢c-OL8-RMAN on a VMFS datastore, and applies
as well to NFS, VMFS, vSAN or vWOL datastores. vSphere Replication operates at a VMDK level, completely independent of underlying
datastore storage characteristics.

The underlying storage in VMware Cloud on AWS and other VMware Cloud offerings is VMware hyperconverged storage (VSAN).
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Test Recovery Plan

Steps to test the recovery plan SC2-VMC-Oracle-RP are as shown below:

0 SC2-VMC-Oracle-RP EDIT

DELETE  TEST RUN
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS TEST. RUN
Plan status: “-\_\‘1 - Ready

Description:

Recovery Step
> %1 Synchronize storage
[ 2. Restore recovery site hosts from standby
[ 3. suspend non-critical VMs at recovery site
> {8} 4. Create writable storage snapshot
» {8 5. Configure test networks
6. Power on priorily 1 YMs
B 7. Power on pricrity 2 VMs
+ [ 8. Power on pricrity 3 VMs
» 81 Oracle’9c-OL8-RMAN
> B.2. Oraclel9c-OL8
B ©. Power on priorily 4 VMs

B 10. Power on priorily 5 VMs

This plan is ready for test or recovery

Status \"\sg‘ep Started

Step Completed

Test - SC2-VMC-Oracle-
RP

& Contimation optons

Confirmation options

Test confirmation

Primary site

wmc-ORsite

Sarver connaetion:  Connecled
MombarotvMy 2

Storage options

Specify whethar to replicate recent changes 1a the recavery site. This process might take soveral minutes and is only

availasie if the sites are connecled

[ epicate recont cnanges o racovery sita

EANEED m

FIGURE 213. Start Test Recovery Plan SC2-VMC-Oracle-RP

Confirmation of test recovery plan SC2-VMC-Oracle-RP is as shown below:

Test - SC2-VMC-Oracle-

Ready to complete X
RP

Review your selected settings.

1 Confirmation options

Name 8C2-VMC-Oracle-RP
Protected sit i -Si
2 Ready to complete rotected site Primary-Site
Recovery site YMC-DR-Site
Server connection Connected
Number of VMs 2

Storage synchronization Replicate recent changes to recovery site

CANCEL BACK FINISH

FIGURE 214. Test Recovery Plan SC2-VMC-Oracle-RP Confirmation
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The test of the recovery plan completes successfully.

[l §C2-VMC-Cracle-RP MovE A
Summary  RecoverySteps  lssues  History  Permissions Groups
EXPORT STEPS " CANCEL
Plan status: > Testin progress
1
6%
Description: Atest of ths plan Is currently In progress.
Recovery Step status Step Started Step Completed
> % 1. Synchronize storage  Success Tuesday, August 3, 2021 143:58 PM Tuescay, August 3, 2021 1143:58 PM
[& 2. Restore recovery site hosts from standby V Success Tuesoay, August 3, 2021 1:43:58 PM Tuescay, AUgUSt 3, 2021 1:43:58 PM

1] 2. suspend nen-critical Vivs at recovary sita

> {8} 4. Create writable storage snapshot  Success Tuesday, August 3, 2021 1:43:58 FM Tuesday, August 3, 2021 144:07 PM
> & 5. Configure test networks. + Success uesday, August 3, 2021 144:06 PM Tuesday, August 3, 2021 1:44:07 PM
6. Power on priority 1 VMs

7. Power en priority 2 VMs

> B 8 Power on priority 3 VMs i Running Tuescly, August 3, 203114407 PM I
B 5. Power on priority 4 YMs
B 10. Power on priority 5 VMs.

[ SC2-VMC-Oracle-RP MOVE CLEANUR
Summary  Recovery Steps  lssues  History  Permissions  \Protection Groups  Virtual Machines
EXPORT STEPS CLEANUP
Plan status: @ Testcomplete
Description: The virtual machines have been recovered in a test environment at the recovery site. Review the plan history to view any errors of warnings. When you are ready to remoue the test environment, run cleanup on this plan
Recovery Step Status Step Started Step Completed
» ' 1. Synchronize storage W Success Tuesday, August 3, 2021 14358 PM Tuesday, August 3, 2021 1:43:58 PM
[# 2. Restore recovery site hosts from standby  Success Tuesday, August 3, 2021 1:43:58 PM Tuesday, August 3, 2021 1:43:58 PM
10 3. Suspend non-critical VMs al recovery site
> 4. Create writable storage snapshol +/ Success Tuesday, August 3, 2021 14358 PM wesday, August 3, 2021 1:44:07 PM
5 & 5. Configure test networks + Success Tuesday, Augusl 3, 2021 1.44:06 PM Tuesday, Augusl 3, 2021 1:44.07 PM

@ 6. Power on priorily 1 VMs
B 7. Power on pricrily 2 ¥Ms
» @ 8. Power on priority 3 VMs + Success Tuesday, August 3, 2021 1:44:07 PM Tuesday, August 3, 2021 1:46:25 PM
815, Power on priority 4 YMs
B 10. Power on priority 5 VMs

FIGURE 215. Test Recovery Plan SC2-VMC-Oracle-RP Successful

VMs on Protected Site A are still powered on.

[ BCA-SiteC ‘ ACTIONS V

Summary Monitor Configure Permissions Hosts VMs

Virtual Machines VM Templates VAppSs
Name 1 v State ~  Status b
ch ”-_‘—‘..\
Go Oracle19¢-OL8 i Powered On™, ~/ Normal

- 1
& Oracle19¢-OL8-RMAN * Powered Qg # " Normal

FIGURE 216. Site A VM Details
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Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN on recovery VMware Cloud on AWS are powered on with the IP addressing

scheme set per network mappings to test network Apps Team O1.

£% Oracle19¢-OL8 0§ &

ACTIONS ¥

Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots
Guest OS, Oracle Linux 8 (64-bit)
Compatibiity:  ESXi 7.0 end later (VM version 17)

VMware Tools:  Running, version:11296 (Guest Managed)
MORE INFO

DNS Name: _graclelocig.vgiab. ocal
P Addresses L, 1721611545 _ _
Host 10120323
LAUNCH WEB CONSOLE :
Managed By:  descriptien
LAUNCH REMOTE consoLe (@)
bETAILS
d®9
VM Hardware
> cPU 12 CPU(S)
> Memory 128 GB, 36 GB memory active
> Hard disk 1 80 6B
Total hard disks S herd disks

> Network adapter 1 :'ipps Team O1 (mnnm—;ﬁl\
CD/DVD drive 1 DI smn:ec-xea_ - ©
> Video card aMB
VMCI device Device on the virtuzl machine PCI bus that provides support for the virtual
machine communication interface
> Other Additienal Hardware
Compatibility ESX( 7.0 and later (VM version 17)

DNS Name:

Host:

LAUNCH WEB CONSOLE

e R
ABW
VM Hardware
> cPu
> Memory
> Hard disk 1

Total hard disks

> Network adapter 1
CD/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

o

o -
& Oracle19¢-OL8-RMAN 0oe &« ACTIONS
Summary Monitor Configure Permissions Datastores Networks Snapshots
Guest OS: QOracle Linux 8 (64-bit)
Compatibility:  ESXI 7.0 and later (VM version 17)

VMware Tools:  Running, version:11296 (Guest Managed)

MORE INFO
_otaclalacelg-rman.vsiabloca

1P Addresses, 1726.115.46_ _

description

DETAILS

5CPUGs)
B 95 ce. 5376 GB memory active
s0ce

S hard disks

-

i S
Disconnected o
4MmB

Device on the virtual machine PC1 bus that provides suppert for the virtual
machine communication interface

Additional Hardware

ESXi 7.0 and later (VM versien 17)

FIGURE 217. Test Recovery Plan VM Networking Details

The Oracle VM Oracle19¢-OL8 is up with IP address 172.16.115.45 and the database vvol19c¢ is up. The alert log for the database shows
no errors. Oracle crash recovery is performed when the database starts up, which is normal and expected.

The Oracle VM Oracle19¢c-OL8-RMAN is up with IP address 172.16.115.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

As mentioned earlier, write-order fidelity is guaranteed with vSphere Replication on the disks or VMDKs that comprise a VM. At the
successful completion of the test recovery, perform the cleanup of the test recovery as shown below. As part of the cleanup after
running a test, the vSphere Replication server removes the redo logs from the disks on the recovery site and discards the changes.

vmware
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i SC2-VMC-Oracle-RP MOVE

cLEANUP
Summary ~ RecoverySteps  Issues  History  Permissions  Protection Groups  Virtual Machines

EXPORT STEPS CLEANUP

Plan status: @ Test complete

Description: The virtual machines have bieen recovered in a lest environment at the recovery site. Review the plan history Lo view any errors or warnings. When you are ready Lo remove the test environment, run cleanup on this plan

Recovery Step

Status Step Started Step Completed
> %G 1. synchrenize storage  Success Tuesday, August 3, 2021 1:43:58 PM Tuesday, August 3, 2021 1:43:58 PM
[3 2. Restore racovery sile hosts from standby  Success Tuescay, August 3, 2021 143:58 PM Tuesday, August 3, 2021 143:58 PM

B0 3. suspend nen-critical VMs at recovery site

>} 4. Create wrilable storage snapshol  Success Tuesday, Augusl 3,

143:58 PM Tuesday, Augusl 3, 2021 1:44:07 PM
> 5. Configure test networks Tuesday, August 3, 2021 144:06 PM Tuescay, August 3, 2021 1:44:07 PM
6. Power on priority 1 VMs

B 7. Power on prierity 2 VMs

> @ 8. Powar on priorily 3 VMs Tuasday, Augusl 3, 2021 1:44:07 PM

ay. Augusl 3, 2021 1:46:25 PM
@ 9. Power on prierity 4 VMs

B 10. Pawer on pricrily 5 VMs

Cleanup - SC2-VMC- Confirmation options
Oragle-RP

Cleanup confirmation
1 Confirmation options C Running & cleanup operation on this plan will Femove the test enviroRment and reset the plan to the Ready state.

Protected site: Primary-Site
Recovery site: VMC-DR-Site
Server connection:  Connected
Number of VMs: 2

Cleanup aptions

If you are experiencing errors during cleanup, you can choose the Force Cleanup option to ignore all errors and return the

plan Lo the Ready state. If you use Lhis option, you might need to clean up your storage manually, and you should run another
test as soon as possible.

Force cleanup
FIGURE 218. Start Cleanup Test Recovery Plan SC2-VMC-Oracle-RP

Confirmation of cleanup of test recovery plan SC2-VMC-Oracle-RP is as shown below:

Cleanup - SC2-VMC- Ready to complete
Oracle-RP

Review your selected settings.

1 Confirmation options

Name SC2-VMC-Oracle-RP
2 Ready to complete Protected site Primary-Site
Recovery site VMC-DR-Site
Server connection Connected
Number of VMs 2

Force cleanup Do notignore cleanup warnings

FIGURE 219. Cleanup Test Recovery Plan SC2-VMC-Oracle-RP Confirmation

vmware
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The cleanup of the test recovery is successful.

£ SC2-VMC-Oracle-RP EDIT  MOVE  DELETE  TEST RUN
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS TEST RUN
Plan status: — Ready
Description: This plan is ready for test or recovery
Recovery Step Status Step Started Step Completed

> ¥ 1. Synchronize storage
[& 2. Restore recovery site hosts from standby
[l 3. suspend non-critical VMs at recovery site
> 8% 4. Create writable storage snapshot
> @ 5. Configure test networks
6. Power on priority 1VMs
B 7. Power on priority 2 VMs
> [B) 8. Power on priority 3 VMs
B o. Power on priority 4 VMs
B 1¢. Power on priority 5 VMs

FIGURE 220. Steps to Cleanup Test Recovery Plan SC2-AZ2-Oracle-RP

The VMs on Protected Site A are still powered on. We can see the placeholder VMs on recovery site VMware Cloud on AWS are
powered off.

0 SC2-VMC-Oracle-RP o wove oeere  est A AN

Leam
.
.
.
.
« Plan Status ~ VM Status
Plan Status: Rency tor Racovery: 2vis
1nProgrese: ovMs
ovms
 Recent History. \ e
Cleanup Vsugeess g
<
Test SucceR .
v \\\ ovm
\\ olal 2 VM
Sy
e,
~
@ Oracle-RP \\\ ® Compute-ResourcePool | acrions v
Summary Monitor Canfigure Permissions Resource Pools VMs \\ Summary Monitor Configure Permissions Resource Pools. VMs
— ™ — —
==
wvirtual Machines Templates | vapps & Y Templataz)l| fxappa
~
A .
N Naime 1 v State v stews v Provisioned Space v UsedSpace v HostCPU v HostMem
Name 1 ~  State v Stotus v ProvisonedSpoce v UsedSpece ' HostCPU v HosiMem
= AP Oracle9c-OLE Pawvered Off " Nermal 12979 GB 220MmB QHz oB
(&) Oracle19c-0L8 Powered On ~ Normal 735190885 TB 19763 GB 181 MHz 10397 GB =
= £B Oracle9c-0L8-RMAN Powered Off  Normel 977968 220 MB OHz 0B
&1 Oracie19¢-OLE-RMAN Powered On + Normal 17966 GB 17966 GB 888 MHz 17268

FIGURE 221. Cleanup Test Recovery Plan SC2-VMC-Oracle-RP Successful
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More information regarding the testing recovery plan can be found in the VMware Site Recovery Manager guide.

The steps to run the recovery plan for planned migration and the recovery plan for disaster recovery are the same as those employed in
on-premises use cases.

VMware Cloud Disaster Recovery

VMware Cloud Disaster Recovery is a VMware on-demand disaster recovery service that is delivered as an easy-to-use SaaS solution,
offering cloud economics to help keep disaster recovery costs under control.

VMware Cloud Disaster Recovery can provide disaster recovery to Oracle workloads from on-premises Site A to VMware Cloud on AWS.

VMware Cloud Disaster Recovery uses regularly scheduled snapshots to replicate to the SCFS. VMware snapshots are point-in-
time (PIT) snapshots and are therefore crash-consistent. Write-order fidelity is guaranteed for all VMDKs of the VM as a result.

VMware snapshots are not compatible with disks in multi-writer mode and VMware Cloud Disaster Recovery cannot replicate disks in
multi-writer mode. Learn more about VMware Cloud DR and shared disks.

This use case focusses on the utilization of VMware Cloud Disaster Recovery to provide disaster recovery to two Oracle single-instance
VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN from on-premises Site A to VMware Cloud on AWS.

As VMware Cloud DR uses regularly scheduled snapshots to replicate to the SCFS and VMware snapshots are not compatible with disks
in multi-writer mode, VMware Cloud DR cannot replicate disks in multi-writer mode. VMware snapshots are a point-in-time snapshot
and are therefore crash-consistent.

Failover DR Plan

A DR plan includes a set of recovery steps that capture ordering constraints and action-sequencing instructions for DR operations,
which occur when you run the plan.

A failover DR plan can run after a real-life disaster event, or as a test failover before a real disaster occurs. You can run a failover plan in
the following ways:

 Failover — A failover operation is run following a disaster event when the source site is no longer available. The failover operation
orchestrates on the destination site based on previously replicated snapshots. When failing over to a VMware Cloud on AWS SDDC,
VMs that belong to the protection groups defined in your DR plan are recovered to the vCenter in a recovery SDDC.

- Test failover — A test failover operation is similar to regular failover operation, but runs in the context of its own test execution
environment. Another difference is that by default, a test failover stops on the first failure, whereas a regular failover continues to
run, even after failures. You can override all default behaviors by custom options prior to starting the failover operation. With a test
failover, you have the option to clean up the test plan.

Learn more about How a Failover DR Plan Runs.
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Running a Test Failover of the DR Plan
Steps to test the failover DR plan Oracle Recovery Plan are as shown below:

Oracle Recovery Plan Summary  Reports

Plan Protected groups Continuous compliance =

VCDR - Oracle PG
Oracle Recovery Plan

Site A - SC2 - Oracle 3 DR-SDDC V
Oracle Recovery Plan

18 /18 checks passed

show
Thago

() Ready

Test plan Deactivate

Test plan - Oracle Recovery Plan —

= Snapshots Choose the snapshots to restore for each group
VCDR - Oracle PG
VCDR - Oracle PG - Every 4 hours - 2021-G7-19T19:00 UTC Use different snapshot
Jul-19-202112:01 pm (4h ago)

« This snapshot is already in the test site. No replication needed.
FIGURE 222. Test Failover DR Plan

Test failover operations give you the option of performing a full storage vMotion from the staging datastore to the SDDC datastore to
emulate a real failover—or to leave VMs on the staging datastore to cut down on the failover time (preview feature)—and to allow you to
test and debug your failover faster.

We can select the storage to migrate VMs to during the failover:
« Full storage migration to SDDC. Select this option to migrate all VMs to vSAN storage on the SDDC. The failover operation requires
more time, but this option is optimal for those VMs that need lower latency and higher 1/O.

» Leave VMs and files on the cloud file system. Use the cloud backup SCFS as highly available storage and run recovered VMs directly
from the cloud file system. If you select this, failover is faster and there is no dependency on SDDC hosts for storage capacity. With
this option, the SDDC can be substantially smaller in size because VMs are kept on the cloud file system datastore, eliminating the
VSAN storage capacity constraints. This configuration can be more cost-effective.

mware® REFERENCE ARCHITECTURE | 163



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

With this more cost-effective preview feature, the SDDC can be substantially smaller in size because VMs are kept on the cloud file
system datastore, eliminating VSAN storage capacity constraints, which can incur costs.

Test plan - Oracle Recovery Plan

v Snapshots Runtime settings

= Runtime settings
Error handling

O Ignore all errors
You can still retry all failed actions before committing.

@ Stop on every error
Manually choose to ignore or retry every failed action.

Test storage migration

O Full storage migration to SDDC
Will take more time to complete.,

@® Leave VMs and files in cloud backup
Skip the migration step during this test.

FIGURE 223. Test Failover DR Plan Options

Confirmation of the test failover DR plan is as shown below:

Test plan - Oracle Recovery Plan

+ Snapshots

Preview

v Step 1. Prepare cloud storage resources to run VMs for step Recover protection group Oracle Test

1. Prepare cloud storage resources to run VMs

~ v Step 2. Recover protection group Oracle Test
g 1. Retrieve VM snapshots for 2 VMs
e 2. Recover2VMs
v gimg‘ Wait for user input: Do you wish to continue?
1. WaR\Ti?NLSg\r confirmation: Do you wish to continue?
vStep 4 Recovgl;\aﬂxgmaining VMs, files, and groups
1. Duplicate protection gmu‘b‘m\pshot VCDR - Oracle PG - Every 4 hours - 2021-07-19T19:00 UTC into a snapshot with unlimited retention

v Step 5. Release cloud storage re‘sbw\ges for step Recover all remaining VMs, files, and groups
S

1. Release cloud storage resources S~ Test plan - Oracle Recovery Plan
T~ R Confirmation
. ¥ Runt 1t
T~ S Test will restore a copy of the protected VMs in the destination site:

VMs with virtual harciware version 18 and 19 will be do ded to version 17 during fa

Type TEST PLAN to confirm

TEST PLAN

- ~

Ganeel || € Back | Next > ’\m

FIGURE 224. Confirm Test Failover DR Plan Run
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The test failover is run when the Run Test button is clicked.

Cracle Recovery Plan summary
Plan Protected groups Continuous compliance <
VCDR - Oracle PG
Oracle Recovery Plan
Site A - SC2 - Oracle 3 DR-SDDC V
Orocle Recovery Plan
18 /18 checks passed
show
37m ago
v Test finished with no errors
Success
Step Timestamp Duration Progress
v v Stepl. Prepare cloud storage resources to run VMs for step Recover protection group Oracle Test Jul-19 04:02 pm < 1m Finishec!
v 1. Prepare cloud storage resources 1o run VMs Log  Jul-19 04:02 pm <1m Finished
= « Step 2. Recover protection group Oracle Test Jul-19 04.02pm 3m Finished
v 1. Retrieve VM snapshots for 2 VMs Log  Jul-19 04:02pm <1m Finished
v 2. Recover2VMs Log | Jul-19 04:02 pm 3m Finishec!
* v Slep 3. Wait for user input: Do you wish to continue? Jul-19 04:05 pm 4m Finished
v 1. Wait for user confirmation: Do you wish to continue? Log Jul-1904:05pm 4m Finished
= « Step 4. Recover all remaining VMs, files, and groups Jul-19 0409 pm < 1m Finished
v 1. Duplicate protection group snapshat VCDOR - Oracle PG - Every 4 hours - 2021-07-19T19:00 UTC into a snapshot with unlimited retention Log | Jul-19 04:09 pm <1m Finishec!
* « Slep 5. Release cloud storage rescurces for step Recover all remaining VMs, files, and groups Jul-18 04:09 pm < 1m Finished
v 1. Release cloud storage resources Log  Jul-19 04:09 pm <im

FIGURE 225. Test Failover DR Plan Completed Successfully

The test completed with no errors.

& Oracle19¢-OL8 O @ @& | acmonsv @ Oracle19¢-OL8-RMAN og & @ ACTIONS
Summary  Monitor  Configure  Permissions  Datestores  Networks  Snapshots Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots
Guest OS: Oracle Linux § (84-bit) Guest O8: Oracle Linux & (64-bit)
Compatibiity:  ESXi 7.0 and later (VM version 17} Compatibility: ESXI 7.0 and later (VM version 17)
VMware Tools: Running, version:11296 (Guest Managed) VMware Tools:  Running, version:11296 (Guest Managed)
MOREINED _ _ MOREINED — — — o _
DNS Neme: ¢ Breciel9c-olf vslab.loThiy DNS Name: ¢ “oraciel8c-0/8-rman vslab.localx,
IP Addresses: w192 16815 45 o 1P Addresses: ~192.168.5.46 s
Host: W02DE T Host 102324 ~ =7

LAUNCH WEB CONSOLE LAUNCH WEB CONSOLE

uncnmmoreconsore @ {3 13 00

Launck remote consoLe @ AN @

VM Hardware ~ VM Hardware ~
> CPU 12 CPU(s) > €PU 8CPUEs)
> Memory | 128 G, 7168 B memory active > Memory || 95 G, 29.76 @8 memory active
> Hard disk 1 80GB > Hard disk 1 80GB
Total hard disks 5 hard disks Total hard disks 5 hard disks
> Network adapter 1 Cracie Test (connected) > Network adapter 1 Oracle Test (connected)
CD/DVD drive 1 Disconnected i CD/DVD drive 1 Disconnected BV
> Video card 8MB » Video card 4 MB
VMC| device Device on the virtuel machine PCI bus that provides support for the VMCI device Device on the virtual machine PCI bus that provides support for the
virtual machine communication interface virtusl machine communication interface
> Other Additional Hardware > Other Additional Hardware
Compatibility ESXI 7.0 and later (VM version 17) Compatibility ESXI 7.0 and later (VM versicn 17)
Edit Settings. Edit Settings.

FIGURE 226. VM Networking Status After Test Failover DR Plan
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The Oracle VM Oracle19¢-OLS8 is up with IP address 192.168.15.45 and the database vvol19c is up. The alert log for the database shows
no errors. Oracle crash recovery is performed when the database starts up, which is normal and expected.

The Oracle VM Oracle19¢c-OL8-RMAN is up with IP address 192.168.15.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

VMware Cloud Disaster Recovery uses regularly scheduled snapshots to replicate to the SCFS. VMware snapshots are point-in-
time (PIT) snapshots and are therefore crash-consistent. Write-order fidelity is guaranteed for all VMDKSs of the VM as a result.

Navigating the files folders on datastore ds1 shows VM Oracle19¢c-OL8 is present. The VM Oracle19¢c-OL8-RMAN is present on another
folder on the same datastore.

m B B8 € B dsOl | acnows v
v @ vcenter sddc-4d-229-154-128 vmwarevmc.com  Summary Monitar Configure Permissions Files Hosts. VMs.
v [L5RDcaDeiacanier =
o
(S vsanDatastore — T NEWFOLDER UPLOADFILES  UPLOAD FOLDER
2 werkiozdDatesare . v g ol
~1 ()| ame Loy | s e —— v | e e

TS wsphere-HA ] vmx-Oraclel9c-OLB-f2c4279¢232460106I186bcbase.. 93184 KB 07/19/2021, 40540 P, Flle [ds01] S000bad1-9778-5134- 3646-239985dch23_CEO000/vmx-Or¢
] vmwarelog 15169 K8 07/19/2021, 4M27 PM VM Log Fie [d501] S000bad1-07 78-5134. 3646-239985dach23_OCO000/ ymware
3 B 50001672-c749-7267:3e03-617872601594_000000 ) vmware-2icg 21584 K8 07/19/2021, 405TPM VM Log Flle (c501] S000bac!1-97 76-5134-3646-239985dack23_0C0000/vmware
~—_ T vmweredjog, — 18154 KB 07/19/2021. 40320 P VM Log File (dS0T] S00Dbad1-97 76-5134-3646-239985doch23_0GO000/ymware
> 0. meo R W - ord Saderscolsymick T N cKe 07/19/2021, 4:05:40 P Flle [00T] SO0Obad1-0776-5134-3646- 23998500 23_GCO000/Cracies
Tea £ 0 @ oncencotavmx N 742 K8 07/19/2021, 40540 P Virtuel Mechine (csO1) S000beci1-0778-5134-3646-239985deck23_000000/Orecies
I ) orsceiscoLeymea 1 ©.04KB 07/19/2021, 40537 P Flle [41£01] S00Cbaci-9778-5134- 3646-23998502¢b23_000000/Traciels
(O | OrecetscoLsnwren - 7 264.49 KB 07/19/2021, 40541 PM  Non-volatiie Memory Fi-  [ds01) S000bad1-0778-5134. 3646-239985dech23_000000/Oracels
S [ Oraceloc.OL-40303790VsWp o 134217728 07/19/2021, 40540 P Fle (c1501] S000ba¢!1-9778-5134-3646-239985dack 23_0G0000/Oraciels
] hbrpRsemmsiae RBIS-dd80c493-clea-3b42-2258-1.  3201K8 07/19/2021, 40540 B Fle [cs01] S000bad1-8775-5134-3646- 239985 dach 23_0G0000/hbr-per:
] mor-persis RDID-29149C16-480-3005-D0T16.. 2,561 KE 07/19/2021, 40540 P Flle [d501] SO00bad)-9778-5134- 3646-23998512ch23_CCCO00/nbr-part

] hbrepersistentesiate-RDID-Sd3dlebe-9516-3109-c3(0-81.. 2,561 KB 07/19/2021, 40540 P Fle s 76-5134-3646-239985decb23,_
]| mbr-parssient-siate-RDID-1333C100-1689- 3205-b3ra-b.. 32,769 KB 07/19/2021, 40540 P Fllg (1501) S000bac1-97 78-5134- 3646-239985dack23_0C0000/nr-par:
]| hbr-persis -RDID-Of76606b-1811-3594-0290-c.. 8,001 KB 07/19/2021, 40540 P Flle (c1501] S00Dbad1-0776-5134-3646-2399850a¢h23_0GO000/Mbr-per:
] _vmevminfo 12k 07/19/2031, 40533 Fle [cs01] 5000bacl1-6778-5134- 366-239985dach23_0G0000/_vmeVn
(] €000c291-ac41-8096-54<4-18102917CBIymclk 10708036  Q7/19/2021, £0BNPM  Virtuzl Disk (¢150T) S000bac1-9778-5134- 3646-2399850ack23_000000/6000C2

| 6000C29tecl-B0Se-bAcd- 1802917 CBI-cti vmdk 3276B5KB  O7/19/2021, 40540 P File (ds0) ¥

FIGURE 227. VM Oracle19¢c-OL8 VMDK Details

Run a cleanup of the test failover run.

Cracle Recovery Plan Summary

Plan Protected groups Continuous compliance <

v

WCDR - Oracle PG
Oracle Recovery Plan

Site A - 5C2 - Oracle & DR-SDDC
Qracle Recovery Pian

1818 chacks passed
thage

v Test finished with no errors

Success

Clean up - Oracle Recovery

Step

r v

Prepare cloud storage resources Lo run VMs for step Recover protection group Oracle Test
Clean up will undo the test task, ingluding unregistering and deleting VMs

created by failing over. Further actions for this test, like retry errors, will not be
available anymore.

Recover protection greup Oracle Test

» v Siep 3. Wait for user input: Do you wish to continue?

Recover all remaining VMs, files, and groups

5. Release eloud storage resources for step Recover all remaining VMs, files, and groups

\

Test results

Test status  Test finished with no

iy

Testerrots None

FIGURE 228. Cleanup

vmware

errors.

Timeto 7 minutes, 11 seconds \
recovery

Confirmation

Type CLEAN UP TEST to confirm.

CLEAN UP TEST

of DR Plan
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Cleanup of the DR Plan completes successfully.

Oracle Recovery Plan Summary  Reporls

Plan Protected groups Continuous compliance =

VCDR - Oracle PG
Oracle Recovery Plan

Site A - $C2- Oracle & CR-SDDC V
Cracle Recovery Plan
18 /18 checks passed Show
1hago

v Test cleaned up
Success
Step Timestamp Duratien Progress
» « Step . Prepare cloud storage reseurces to run VMs for step Recover protection group Oracle Test Jul-19 04:02 pm < 1m Finished
b v Step 2. Recover protection group Oracle Test Jul-1304:02 pm  3m Finished
r W Step 3. Walt for user input: Do you wish to continue? Jul-19 04:05 pm 4m Finishee
» w Step 4. Recover all remaining VMs, files, and groups Jul-19 04:09 pm - <1m Finished
b v Slep 5. Release cloud storage resources for step Recover all remaining VMs, files, and groups. Jul-19 04:09 pm <1m Finished

Acknowledge - Oracle Recovery Plan X
Cleaned
Step Timestam

Test results
r w Cleanup step 5. Prepare cloud storage resources to run VMs for step Recover all remaining VMs, files, and groups Jul-19 04

Test status  Test cleaned u Testerrors None

b« Cleanup step 4. Undo Recover all remaining VMs, files, and groups Jul-19 04 ) P

Time to recovery 7 minutes, 11 seconds Clean up eNors --
b v Clean up step 3. Undo Wait for user input: Do you wish to continue? Jul-18 04

Test notes
b o Cleanup siep 2. Undo Recover protection group Oracle Test Jul-18 04
b v Cleanupstep 1. Release cloud storage resources for step Recover protection group Oracle Test Jul-19 04

Cancel Acknowledge

FIGURE 229. Cleanup of DR Plan Completed Successfully

Learn more about Running a Test Failover.
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Running a Failover of the DR Plan
A failover operation is run following a disaster event when the source site is no longer available.

Steps to run the failover DR plan Oracle Recovery Plan are as shown below. In this use case, we simulated an actual DR event, even
though the protected site was available.

Oracle Recovery Plan Summary Reports
Plan Protected groups Continuous compliance z
VEDR - Gracle PG Failover - Oracle Recovery Plan
Oracle Recovery Plan
Site A-5C2 - Oracle 3 DR-SDDC V
< Compliance check
Cracle Reco Pic .
octe Recovery Fion v W All18 checks passed with no issues!
18 /18 checks passed ShowT
hags Show
——

() Ready Dasctivate Protected site B

v Connection to source site

« Protected groups replication schedule
v Networks exist on source site
v Resource pools exist on source site

v Folders exist on source site

Recovery site

v Connection to failover site

~ vCenter server registered in failover site

v Datastores exist on failover site

v Protection groups can be recovered in failover site

v Networks exist on failover site

v Resource pocls exist on failover site

v Folders exist on recovery site
Orchestration

v |P address mapping

v Recovery steps

v Script server recovered before script actions

Other

v VMC proxy is running and reachable
v VMC refresh token validity

v VMC folder structure for file recovery is valid

FIGURE 230. Start Failover of DR Plan
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The failover plan options are as shown below:

Failover - Oracle Recovery Plan

v Compliance check Snapshots
i Smpsmls\ Choose the snapshots te restore for each group
N\ VCDR - Oracle PG
\ VCDR - Oracle PG - Every 4 hours - 2021-07-19T23:00 UTC Use different snapshot
\ Jul-19-2021 04:01 pm (1h ago)

\ « This snapshot is already in the recovery site. No replication needed.

\\ Failover - Oracle Recovery Plan

v Compliance check Runtime settings

\. ¢ Snhapshots

! Error handling
= Runtime settings

@® Ignore all errors
You can still retry all failed actions before committing.

O Stop on every error
Manually choose to ignore or retry every failed action.

FIGURE 231. Failover of DR Plan Options

The default is full storage migration to SDDC. This use case is a simulation of an actual DR event, even though this was a planned DR event.

Failover - Qracle Recovery Plan

v Compliance check Preview

¥ Snapshots N
v Step 1. Prepare cloud storage resources to run VMs for step Recover protection group Oracle Test
 Runtime settings

1. Prepare cloud storage resources to run VMs
2 Preview

~ Step 2. Recover protection group Oracle Test
1. Retrieve VM snapshots for 2 VMs
2. Recover 2VMs
v Step 3. Wait for user input: Do you wish to continue?

1. Wait for user confirmation: Do you wish to continue?

v Step 4. Recover all remaining VMs, files, and groups
1. Duplicate protection group snapshot VCDPR - Qracle PG - Every 4 hours - 2021-07-19T232:00 UTC into a snapshot with unlimited retention
2. Disable protection group VCDR - Oracle PG schedule on archival site

» Step 5. Migrate to SDDC datastore VMs recovered in step Recover protection group Oracle Test

1. Migrate 2 VMs to SDDC datastore

w Step 6. Release cloud storage resources for step Recover all remaining VMs, files, and groups

1. Release cloud storage resources

FIGURE 232. Failover of DR Plan Steps
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Confirmation of the failover DR plan is as shown below:

[ailover - Oracle Recovery Plan X

« Compliance check Conlirmation

VEsnsksiots IMPORTANT! [ailover will restore the protected VMs in the destination site.

¥ Runtime

cttings

¥ Preview VMs with virtual hardware version 18 and 19 will be downgraded to version 1/ during failover

= Confirmation
lype FAILOVER to confirm

FAILOVER

Cancel £ Back || Next >

FIGURE 233. Confirmation of Failover of DR Plan

We can see that VMs Oracle19¢c-OL8 and Oracle19¢-OL8-=RMAN have been successfully migrated via vSphere Storage vMotion to the
VSAN workload datastore.

n

v @ veenter sddc-44-239-184-128 ymwarevmc.com  Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
~ [} SDDC-Datacenter

g @ & WorkloadDatastore ACTIONS v

B aso1
5 vsanDetestore ALEARTE T T NEWFOLDER  UPLOADFILES  UPLOAD FOLOER
: B work caaDatastore 3 =
ey e ()| mame v v sie v | Mecified v Tyee v | Pamn
> B CloudDR-Proxy () | vmx-Oracieloc-OL8-2e39ch24320d826165(71e3a3273b132.. 93184 KB ©7/19/2021, 4:55:23 PM File [WorkiozdDatastore] e7101660-5db7-91
> P)_COmeni:g1iAd4s!-6046-4060-besl-a9a2b b 7852 )| vmwarelog 22924 K8 07/19/2021, 5:4213 PM VM Log Flie [WorkoadDatastore] e7101660-5db7-91
» (]| vmware-2leg 21529 kB 07/19/2021, 45520 PM VM Log File [WerkoadDatastore] £7101660-5ab7-01
\_\ vmware-1log 182 89 KB 07/19/2021, 4:55:20 PM VM Log Flle [WerkioadDatastore] e7101660-5db7-91
> Pl Orecel9e-OLB-RMAN =
()| Orscieloc-0L8_5.vmak 19.2906256K8  ©7/19/2021, 514353 PM Virtual Disk [WerkioadDatastore] £7101660-5b7-91
() | Oracki9c-0Le_S-cikvmds BO0CSKE  07/19/2021, 5:44:23 PM Fle [WorkoadDatastore] £7101650-5ab7-91
(7] | Orace19c-0L8_4.vmak 21794816 KB ©7/19/202), 5:4353 PM Virtual Disk [WorkioadDatastore] €71C1660-5b7-91
[) | Oracelse-0L8_d-ctivmelk R76BSKE  07/19/2021,5:4423 PM File [WerkoadDatastore] €7101660-5ab7-91
(7] | ©Oracie19¢-OL8_3 vmdk 241664 KB Q7/19/2021, 54353 PM Wirtual Disk [WerkioadDatastore] e7101660-5db7-91
\:\ Qracle19¢c-OLE_3-ctk.vmadk 6,400.5 KB ©7/19/2021, 5:44:23 PM File [WorkioadDatastiore] e7101660-5db7-91
(]| Oraceioc-OL8_2.vmak 13570048 KB 07/19/2021, 54355 PM Virtug! Disk IWerkoadDatastore] £7101650-5db7-01
()| Oracie19¢-0L8_2-ctk.vmelk 51205 KB 07/19/2021, 5:44:23 PM File [WorkioadDatastore] e71Gf660-5db7-01
() | Oraceloe-0L8_tymek 86,437,888 KB 07/19/2021, 5:4356 PM 21 Disk [WerkoadDatastore] €7101660-5ab7-91
(]| Oracel9e-0L8_l-etkvmak 51205 kB 07/19/2021, 5:44:23 PM [WerkoadDatastore] £7101660-5ab7-01
\7‘\ QOracle19¢c-OL8.vmx~ 781 KB ©7/19/2021, 5:43.53 PM File [WorkioadDeatastore] e7101660-5db7-91
" [ ] Oracle19c-OL8.vmx.Iek CKB Q7/19/2021, 4:55:23 PM File IWerkicadDatastore] @7101660-5db7-91
Folders per page 1000 o
Recent Tasks  Alarms
Task Name ®  Taroat v | staws v | oetas T initator Y | CuewedF v | StartTime 4 v | compistion Time v | sorver
Relocale virtual machine & Oracle19c-0L8 @ completed Changing Vi Machine host an VMCLOCAL\CoudDRsve 2ms O7/19/2021, 45723 PM 07/15/2021, 54357 PM veenter.sdde-44-229-154-128 ymwarevme com

dresource pool association

FIGURE 234. VM Oracle19c-OL8 VMDK Details
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The failover of the DR plan completed successfully.

Oracle Recovery Plan Summary  Reports

Q

Plan Protected groups Continuous compliance

VCDR - Oracle PG
Oracle Recovery Plan

Site A - 5C2 - Oracle % DR-5DDC V

Oracie Recovery Plan

18 /18 checks passed

Sh
2h ago oW

v Failed over with no errors

Success

Step Timestamp Duration  Progress
P+ Step 1. Prepare cloud storage resources to run VMs for step Recaver protection group Oracle Test Jul19 0482 pm <1m Finished
» +/ Step 2. Recover protection group Oracle Test Jul-19 04:52 pm - 4m Finished
b Slep 3. Wait for user input: Do you wish to continue? Jul-19 04:56 pm 1m Finished
b/ Step 4. Recover all remaining VMs, files, and groups Jul-19 04:87 pm <1m Finished
b o Step 5. Migrate to SDDC datastore VMs recovered in step Recover protection group Oracle Test Jul-19 04:57pm  1h Fimished
b o Step 6. Release cloud storage resources for step Recover all remaining VMs, files, and groups Jul-19 0544 pm- <1m Finished

FIGURE 235. Failover of DR Plan Completed Successfully

After a failover finishes, commit the plan to make the effects permanent. When you commit a completed failover plan, the plan
transitions to the failover committed state. Commit a failover with extra caution. Until you explicitly commit the failover operation, it can
still be rolled back (even following a successful completion). But after commit, there is no rollback.

Commit - Oracle Recovery Plan

Commit will finish the failover task. Further actions for this task, like rollback or
retry, will not be available anymore.

- Oracle Recovery Plan
Failover results y Summary
Failover status z,arllnerg over with no Errors None Plan Protacted groups Continuous compliance 5
Timeto 4 minutes, 51seconds VCDR - Oracle PG
recovery Oracle Recovery Plan
Failover notes Site A - SC2 - Oracle 3 DR-SDDC V
Oracle Recovery Plan
18 /18 checks passed e
2hago
. Failover committed Create PDF report
Failback plan

v

() Create a failback plan [
The failback plan reverses source and destination, and the corresponding mappings. —

Confirmation ——

Type COMMIT FAILOVER to confirm. e

COMMIT FAILOVER —

FIGURE 236. Commit Failover of DR Plan
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In event of a real DR, the plan should be deactivated so that any further compliance checks will not run and error out. In this case, the
recovery plan was left activated as the failover DR was a simulated exercise.

Cracle Recovery Plan Summary  Reports

Plan Protected groups Continuous compliance 4

VCDR - Oracle PG
Oracle Recovery Plan

Site A - 8C2 - Cracle % DR-SDDC v
Cracie Recovery Plan

18 /18 checks passed

sh
2hago o

G) Ready Tesl plan Deactivale

FIGURE 237. Recovery DR Plan Status

The Oracle VMs Oracle19¢-OL8 and Oracle19¢-OL8-RMAN are recovered on the DR site as show below:

& Oracle19c-OL8 02 @@ ACTIONS & Oracle19¢-OL8-RMAN 02 @& ACTIONS v
Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots
Guest OS; Oracle Linux & (64-bit) Guest OS: Oracle Linux 8 (64-bit)
Compatibiity:  ESXi 7.0 and later (VM version 17) Compatibiity:  ESXI 7.0 and later (VM version 17)
WMware Tools:  Running, version:11296 (Guest Managed) VMware Tools:  Running, version:11296 (Guest Menaged)
MORE Fo — o MOREINEO- — —
= - o s
DNS Neme: ¢~ oracietdc-oig usiablocdl DNS Name: s ~ oracle19c-olg-rmanvslab.lotal
IP Addresses™~ 1921681445 _ _ =~ 1P Addresses™ 1921681446 st
LAUNCH WEB CONSOLE Hos 10.2324 LAUNCH WEB CONSOLE st 10.2325°
e O B i ) wavncw meore consore @ ) 1B T
VM Hardware VM Hardware
> CPU 12 CPU(S) > CPU 8CPU(S)
> Memory L 128 GB, 1.28 GB memory active > Memory ﬂ 96 GB, 0.96 GB memory active
> Hard disk 1 80GB > Hard disk 1 80 ce
Total hard disks 5 hard dlisks Total hard disks 5 hard disks
> Network adapter 1 Oracie Fallover (connected) > Network adapter 1 Oracie Fallover (connectad)
€D/DVD drive 1 Disconnected & CD/DVD drive 1 Disconnected 'S
> Video card & MB > Vidao. card 4MB
VMCI device Device on the virtual machine PCI bus that provides support for the virtual VMGl device Device on he virtual machine PCI bus that provides sUpPGr for the virtua

machine communication interface machine communication interface

pAOthE] poasicraliaraate > Other Additional Herdware

Compatibility ESXI 7.0 and later (VM version 17) Compatibility ESXI 7.0 2nd later (VM version 17)

FIGURE 238. VM Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN Status

The Oracle VM Oracle19¢-OL8 is up with IP address 192.168.14.45 and the database vvol19c¢ is up. The alert log for the database shows
no errors. Oracle crash recovery is performed when the database starts up, which is normal and expected.

The Oracle VM Oracle19¢c-OL8-RMAN is up with IP address 192.168.14.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

Learn more about Running a Failover DR Plan.
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Failback DR Plan
Once the protected site is made available after a disaster event, the steps to run the failback DR plan Failback-Oracle Recovery Plan
can be employed as shown below.

You can run a DR plan to failback from a VMware Cloud on AWS SDDC to a protected vSphere site. Failback from an SDDC returns only
changed data. There is no rehydration, and the data remains in its native compressed and deduplicated form.

Learn more about Running a Failback DR Plan.

As mentioned in the previous section, the failover of the DR plan Oracle Recovery Plan was actually a simulated one, so Protected Site
A was still available. In this case, power the Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN down before proceeding.

The failback DR plan is as shown below:

Failback - Cracle Recovery Plan Summary  [Peports

Q

Plan Prolecled groups Continuous compliance
VCDR - Oracle PG
Faillback - Oracle Recovery Plan
DR-SDDC = Site A - SC2 - Qracle V
Cloud file system  Cloud Backup (Oregon)

18 /18 checks passed
m ago

Failback - Oracle Re P
ailbeic racle Recovery Plan Show

@ Ready (not testable) Failover from VMG Deaclivate

FIGURE 239. Failback DR Plan
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The failback DR plan steps pass all validation checks as shown below:

Failover from VMC - Failback - Oracle Recovery Plan

=» Compliance check
W All18 checks passed with no issues!

2mago \E\

Protected site

~ Connection to source site

v Replication health

v Datastores exist on source site

~  Networks exist on source site
Resource pools exist on source site

Folders exist on source site

Recovery site

~ Connection to failover site
vCenter server registered in failover site
Datastores exist on failover site
v Protection groups can be recovered in failover site
~  Networks exist on failover site
v Resource pools exist on failover site

v Folders exist on recovery site

Orchestration

v |P address mapping
v Recovery steps

v Script server recovered before script actions

Other

v VMC proxy is running and reachable

v VMC refresh token validity

‘ Cancel ‘ < Back Start failover

FIGURE 240. Failback DR Plan Steps
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Steps of the failback DR plan are continued below:

Failover from VMC - Failback - Oracle Recovery Plan

« Compliance check Runtime settings
< Runtime setting

\ Error handling

When failing over from VMC, all errors are ignored and cannot be retried.
AN
\ Failover from VMC - Failback - Oracle Recovery Plan

Y

Preview

\, ¥ Runtime settings - .
= Step 1. Prepare cloud storage resources to run WMs for step Recover protection group Oracle Test
Preview
1. Prepare cloud storage resources o run VMs

v Step 20 Power off VMs on failover site required for step Recover protection group Oracle Test

1. Power off 2 VMs on failover site

¥ Step 3. Restore VMs to fallover state via DRaa$S Connect for step Recover protection group Oracle Test
1. Restore 2 VMs on protected site via DRaaS Connect
v Step 4. Power off VMs required for step Recover protection group Oracle Test

1. Power off 2 VMs on protected site

v Step 5. Synthesize VMC snapshots of WMs for step Recover protection group Oracle Test
1. Synthesize VMC snapshots of 2 VMs
¥ Step 6. Snapsholt VMs required for step Recover all remaining VMs, files, and groups

1. Take snapshots of 1 protection groups

v Step 7. Snapshot VMs required for step Recover all remaining VMs, files, and groups
1. Take snapshots of 1 protection groups

v Step 8. Applying VM changes from VMC SDDC via DRaa$ Connect for step Recover protection aroup Oracle Test

FIGURE 241. Failback DR Plan Steps Continued

The summary of the failback DR plan steps is shown below:

Fallover from VMC - [failback] Oracle Recovery Plan

v Compliance check Preview

+ Runtime settings

-

Step 1. Prepare cloud storage resources to run VMs for step Recover all remaining VMs, files, and groups

2> Preview

-

Step 2. Power off VMs on failover sile required for slep Recover all remaining VMs, files, and groups

v

Step 2. Restore VMs to fallover state via DRaaS Connect for step Recover all remaining VMs, files, and groups

-

Step 4. Power off VMs required for step Recover all remaining VMs, files, and groups

v

Step 5. Synthesize VMC snapshots of VMs for step Recover all remaining VMs, files, and groups

-

Step 6. Snapshol VMs required for slep Recover all remaining VMs, files, and groups

v

Step 7. Snapshot VMs required for step Recover all remaining VMs, files, and groups

-

Step 8. Applying VM changes from VMC SDDC via DRaaS Connect for slep Recover all remaining VMs, files, and groups

v

Step 9. Recover all remaining VMs, files, and groups

-

Step 10, Delete from protected site VMs recovered in step Recover all remaining VMs, files, and groups

v

Step 1. Release cloud storage resources for step Recover all remaining VMs, files, and groups

FIGURE 242. Failback DR Plan Steps Summary
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Failover from VMC - Failback - Oracle Recovery Plan

+ Compliance check conflirmalion

~ Runtime settings

IMPORTANT! Planned lailover will reslore lhe prolecled YMs in the deslinalion sile.
v Preview

) Confirmation
lype PLANNED FAILOVER Lo conlirm.

PLANNED FAILOVER

‘ Cancel H < Back ‘ Next >

FIGURE 243. Confirmation of Planned Failback

The failback completes successfully.

[failback] Oracle Recovery Plan Summary  Reporis
Plan Protected groups Continuous compliance e
[failback] Oracle Recavery Plan VEDR- Orade PG
DR-SDDC 3 Site A - SC2 - Oracle V
Cloud file system Cloud Backup (Qregon)
Oracle Recovery Plon 18 /18 checks passed Show
30m ago

v Failed over with no errors
Success

Step Timestamp Duration  Progress
» v Step 1. Prepare cloud storage resources to run VMs for step Recover all remaining VMs, files, and groups Jul-2012:17 pm <1m Finished
b Step 2. Power off VMs on failover site required for step Recover all remaining VMs, files, and groups Jul-201217 pm < 1m Finished
P/ Step 3. Restore VMS to fallover state via DRaas Connect for step Recover all remaining VMs, files, and groups Jul-2012:18 pm 1M Finished
» W Step 4. Power off VMs required for step Recover all remaining VMs, files, and groups Jul-201219 pm < Im Finished
b o/ Step 5. Synthesize VMC snapshots of VMs for step Recover all remaining VMs, files, and groups Jul-201219 pm 3m Finished
b/ Step 6. Snapshol VMs required for slep Recover all remaining VMs, files, and groups Jul-2012:22 pm <1m Finished
b Step 7. Snapshot VMs regquired for step Recover all remaining VMs, files, and groups Jul-2012:22 pm <Im Finished
P W Step B, Applying VM changes from VMC SDDC via DRaas Connect for step Recover all remaining VMs, files, and groups Jul-2012:22pm <1m Finished
b/ Step 9. Recover all remaining VMs, files, and groups Jul-2012:22 pm Im Finished
oW Step 10, Delete from protected site VMs recovered in step Recover all remaining VMs, files, and groups Jul-2012:23 pm <1m Finished
P« Step 1l Release cloud storage resources for step Recover all remaining VMs, files, and groups Jul-2012:24pm <1m Finished

FIGURE 244. Planned Failback Status
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As in the case of a failover, after a failback finishes, commit the plan to make the effects permanent. When you commit a completed
failback plan, the plan transitions to the committed state.

Commit - [failback] Oracle Recovery Plan

Commit will finish the failover task. Further actions for this task, like rollback or
retry, will nct be available anymore.

Failover results

Failaver status Failed over with ne Errors None
errors

Timeto 6 minutes, 13 seconds

recovery
Failover notes [failback] Cracle Recovery Plan Summary  Reoorts
Plan Protected groups Continuous compliance o
[failback] Oracle Recovery Plan b e
DR-SDDC 3 Site A-5C2 - Oracle V
p Cloud file system Cloud Backup (Oregon)
Oracle Recovery Plon 8./ checks passed o
Failback plan F3mago
() Create a failback plan
The failback plan reverses source and destination, and the corresponding mappings. Failover committed Create POF roport

Next steps

IMPORTANT! After committing, we strongly recommend the following steps

Delete DR-SDDC, if it is not in use anymore, to save costs.

Confirmation

Type COMMIT FAILOVER to confirm,

COMMIT FAILOVER

Cancel Commit

FIGURE 245. Commit to Failover for Planned Failback

The Oracle VM Oracle19¢-OL8 is up with IP address 172.16.14.45 and the database vvol19c is up. The alert log for the database shows
no errors. Oracle crash recovery is performed when the database starts up, which is normal and expected.

The Oracle VM Oracle19¢c-OL8-RMAN is up with IP address 172.16.14.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.
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VMware Cloud Disaster Recovery uses regularly scheduled snapshots to replicate to the SCFS. VMware snapshots are point-in-
time (PIT) snapshots and are therefore crash-consistent. Write-order fidelity is guaranteed for all VMDKs of the VM.

@ Oracle19¢c-0OL8 02 & @ ACTIONS v & Oracle19c-OL8-RMAN 0B & & ACTIONS ¥

Summary  Monitor  Configure  Permissions  Datastores ~ Networks  Snapshots  Updates Summary  Monitor  Configure  Permissions ~ Datastores  Networks  Snapshots  Updates

Guest OS; Oracle Linux 8 (64-bit)

Compatibilty: ~ ESXi 7.0 U2 and later (VM version 19)

VMweare Tools:  Running, version 11296 (Guest Managed)
MORE INFO

Guest O5: Oracle Linux 8 (64-bit)

Compatibility: ESXi 7.€ U2 and later (VM version 19)

WMware Tools:  Running, version:11296 (Guest Managed)
MORE INFO

DNS Name: oraclel9¢c-ol8.vslab.local DN$ Name: oracleldc-gl8-vvel-rman.corp.localdemain
IP Addresses:  172.16.14.45 IP Addresses:  172.16.14.46
. sl Host se2esx12.vslab local
LAUNCH WEB CONSOLE Hos SC2enU3 vmablocal LAUNCH WEB CONSOLE “
il
i et o O A T3 cronen sevore consore @ 3 3 1
VM Hardware ,  VMHardware -
> CPU 12 CPUS) > CPU 12 CPU(S)
> Memory L] 128 8. 1.28 6B memory active > Memory [l 128 ¢8, 1.28 6B memory active
> Hard disk 1 80GB > Hard disk 1 .100 GB
Total hard disks S hard digks _ Total hard disks Sherddisie
o= = - =
> Network adapter 1 ‘L APPS-I614 (connactad) » Natwork adapter 1 f\ APPS-1614 (connectad) /
~= e e S
CO/DVD drive 1 Disconnécied q - €D/DVD drive 1 Diicomenen %
> Video card aMB > Video card ame
VMC| device Device on the virtual machine PCI bus that provides support for the virtual VMCl device Device on the virtual machine PCI bus that provides support for the virtual
machine communication interfece machine communication interface
> Other Additional Hardwere > Other Additional Herdware
Compatibility ESXI 7.0 U2 and later (VM version 19) Compatibility ESXI 7.0 U2 and later (VM version 19)

FIGURE 246. Oracle VM Oracle19¢c-OL8 and Oracl19c-OL8-RMAN Status

Following a successful failback, you must clean up the failback source site in preparation for subsequent recovery operations.

Specifically, the stale VMs left behind on the datastores of the failback source site must be deleted to avoid conflicts for future recoveries
from the protected site. Similarly, you must demote protection groups on the recovery source.

Learn more about Running a Failback DR Plan.

Storage-Level Disaster Recovery
Storage-level disaster recovery can be used to provide storage LUN-level OR vWOLs-level replication from on-premises Site A to Site B.

Using array-based replication with Site Recovery Manager ensures one or more storage arrays at the protected site to replicate data to
peer arrays at the recovery site.

With storage replication adapters (SRAs), Site Recovery Manager can be integrated with a wide variety of arrays.

To use array-based replication with Site Recovery Manager, replication must be configured first before one can configure Site Recovery
Manager to use it.

As noted in Supported Backup, Restore and Recovery Operations using Third Party Snapshot Technologies (Oracle Doc ID 604683.1),
third-party storage vendor snapshots must conform to the following requirements:

- Integrated with Oracle’s recommended restore and recovery operations above
» Database crash-consistent at the point of the snapshot
» Write-ordering is preserved for each file within a snapshot
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On-premises using vSphere VMFS Storage

This use case focusses on the utilization of VMware Site Recovery Manager with storage-based replication using Pure Storage to
provide disaster recovery on a storage LUN (VMFS) level, to both single-instance Oracle VMs Oracle19¢-OL8 and Oracle19¢-OL8-

RMAN and Oracle RAC prac19c, from on-premises Site A to Site B and vice-versa.

Test Recovery Plan
The recovery plan can be tested before being used for planned migration or for disaster recovery.

With array-based replication, as part of testing a recovery plan, the VMs on the protected site are still replicated to the replica VM disk
files on the recovery site. During a test recovery, the array creates a snapshot of the volumes hosting the VM disk files on the recovery
site. Array replication continues normally while the test is in progress. When you perform cleanup after running a test, the array removes

the snapshots that were created earlier as part of the test recovery workflow.

Steps to test the recovery plan SC2-AZ2-Oracle-SRA-RP are as shown below:

0 SC2-AZ2-Oracle-SRA-RP o wove  orwere s

Summary  Recovery Steps  Issues  History  Permissions  Protectid

Recovery Plan:

v Plan Status ~ VM Status

Plan Status: > Roady Resay tor Recowry

Learn mor

This pian s ready for leslor recovery

~ Recent History

This list is empty

st - SC2-AZ2-Oracle- Confirmation options
P

Test confirmation
1 Confirmation options

Protected site: Primary_Site
Recovery site: DR_Site

Server connection:  Connected

Test - SC2-AZ2-Oracle-
SRA-RP

Number of VMs: 4

Storage options
1 Confirmation options

available if the siles are connecled.
Protected site Primary_Site
2 Ready to complete - ¥
Replicate recent changes to recovery site
Recovery site DR_site
Server connection Connected
Number of VMs 4
Storage synchronization Replicate recent changes to recovery site

FIGURE 247. Test Recovery Plan SC2-AZ2-Oracle-SRA-RP

vmware

avms

ovws

owis

ovms

ovms

owMs

C Running this plan in test mode will recover the virtual machines in a test environment on the recavery site.

SC2-AZ2-Oracle SRA-RP Specify whether lo replicate recent changes lo the recovery site. This process might take several minutes and is only
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Testing of the recovery plan SC2-AZ2-Oracle-SRA-RP is successful.

Learn more (7

[ 8C2-AZ2-Oracle-SRA-RP move
Summary  Recovery Steps History Protection Groups  Virtual Machines
EXPORT STERS canceL
Blan status - Test in progress
oB%
Description: Atest of this Nan s currenty in progress.

Recovery Step Stotus

> % 1 synehranize storage  success
[ 2. Rastora racovary sita hosts from stand by V Succass

1 3. Suspend non-critical VMS al recovery site

wiilable slorage snapshol

> B3 Power on prlo
B 0. Powar on pricrity 4 VMs
B 0. Power an priarity 5 vvs

3 SC2-AZ2-Oracle-SRA-RP
Summary  Recovery Steps  lssues  History
EXPORT STEPS cLEANUP

Plan status:

Description:

Recovery Step
> % 1. Synchronize storage
[& 2. Restore recovery site hosts from standby
0 3. suspend non-critical VMs al recovery site
> @ 4. Create writable storage snapshot
> @ 5 configure test networks
@ 6. Power on prierity 1 vMs
B 7. Power on priorily 2 VMs
> @ 8. Power on pricrity 3 WMs
B 5 Power on priority 4 VMs

18 10. Power on pricrity 5 VMs

Step Started

Friday, Juna 25, 2021 911137 AM

Fricay, Juna 25, 2021 9:12:22 AM

Friday, Juna 25, 2021 9:12:22 AM
Friday, June 25, 2021 31255 AM

Friday, June 25, 2021 91256 AM

CLEANUP

Protectian Groups

@ Test complete

The virtual machines have been recovered in a test environment at the recovery site. Review the plan history to view any errors or warnings. When you are ready to remove the test environment, run cleanup on this plan.

Status
V Success

+ Success

V' Success
+ Success

 Success

Step Comleted
Friday, June 25, 2021 9:12:22 AM
Fricay, Jun 25, 2021 9:12:22 AM

Friday, Juna 25, 2021 912:57 AM
Friday, June 25, 2021 912:58 AM

Step Started
Friday, June 25, 2021 911:37 AM

Friday, June 25, 2021 9:12:22 AM

Friday, June 25, 2021 912:22 AM
Fricay, June 25, 2021 912:55 AM

Fricay, June 25, 2021 912:56 AM

FIGURE 248. Test Recovery Plan SC2-AZ2-Oracle-SRA-RP Successful

The protected VMs are still powered on and running on the protected site.

ACTIONS VvV

£ Oracle

Summary Monitor Configure

Permissions VMs

Updates

al Mach

es VM Templates

VApps

VM Folders

Name

& Oracle19c-OL8

&% Oracle19c-OL8-RMAN
ﬁﬁ praci9cl

\55 prac19c2

vmware

FIGURE 249. Protected VM Status
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Step Completed

Friday,

@ 25, 2021 912:22 AM

Friday, June 25, 2021 9112:22 AM

Friday, June 25, 2021 912:57 AM

Friday, June 25, 2021 912:58 AM

Friday, June 25, 2021 9:17:21 AM

Vv State
Powered On
Powered On
Powered On

Powered On
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During a test recovery, the array creates a snapshot of the volumes hosting the VM’s disk files on the recovery site and the datastore on
that snapshot is brought up. The VMs on that snapshot’s datastores are powered up as below for testing.

The target pod is promoted with the resignature process for VMFS, which includes a mandatory step adding a name prefix in the form of
snap-XXXXXXX (e.g., snap-076af255-0OraSC2).

1) B @ 8 snap-076af255-0raSC2

v [ az2wvcOlvslab.local

ACTIONS V'

summary Monitor Configure

VM Templates

Permissions Files Hosts VMs

v [ Az2-DC
@ AZ2-OraPure
[E AZ2-TINTRI-ECE090
3 azaoravvoL

Name T

¥ State

Status

Provisioned Space ~  Used Space Host CPU Host Mem
> (7 sc2wveO3.vslab local ¥ Oracleioe-OL8 Powered On + Normal 162 T8 191.27 GB 838 MHz 3.26 GB
> [ sc2wven.vslab.local EE Oracle19¢-OL8-RMAN Powered On ~ Normal 906.09 GB 17115 GB 8388 MHz 269GB

,fﬁ praciScl Powered On ~ Normal 788.09 GB 752.41GB 323 MHz 6.03GB
:;3 praci9c2 Powered On ~ Nermal 788.09 GB 70855 GB 403 MHz 2391GB
FIGURE 250. Test Recovery Plan Storage Snapshot on Site B
The contents of the Site B storage snapshot are as shown below:
Array Hosts Volumes Pods File Systems Policies
@ > Pods > g AZZPOD (promoted)

20T 431 788G 000 000 4230M 75096
Arrays
Name Status Frozen At Mediator Status
vede-ts a-pure-01 & online online
Pod Replica Links ~ 1ot
LocalPost Diection fs— P— status Recovery Point [
of AZ2POD (promoted) * 5c2p00 PurcX50.8CA ® replicating 2021.06.20 10:43 15

M snap-49b528bb-OrasSC2 ACTIONS v
Summary Monitor Configure Permissions Files Hosts VMs
Name T v State
£l Oracletoc-oL8 Powered On

% Oracle19c-OL8-RMAN
£F pracioct

£ pracige2

FIGURE 251. Site B Storage Snapshot Contents

vmware
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REFERENCE ARCHITECTURE | 181



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

Array replication continues normally while the test is in progress.

Amay  Hesls  Volumes  Pods  File Systems  Policies
@ » Pods > gf SC2POD (promoted)

Sz DataReducton  Unique Replicaion. ~ Snapshots  Shared  System T
01 w701 5416 000 000 000

Arrays

Noma

PUreX50.8CA

Pod Replica Links ~

ocat Poa oection

& SC2POD fpromotedh

5416

ot
status
® onine
Romota poa Rometo Aray
AZ2POD vidcetsa-pure-01
Hosts  Volumes  Pods  Fik Systems
@ » Pods > P AZ2POD fpromoted)
Ay
—
Pod Replica Links
o AZZPOD promoted) 2POD

status

® replicating

Modiator Status

online.

Recovory Point Lag

20210619 4:08 Is

o repicatng

FIGURE 252. Site A and Site B Array Replication in Progress

Both single-instance Oracle VMs Oracle19¢-OL8 and Oracle19¢-OL8-RMAN are powered up and connected to the recovery site test
network APPS-1810. The IP addressing scheme is followed as defined in the network mapping section.

Oracle VM Oracle19¢c-OL8 is up with IP address 172.18.10.45 and the database vvol19c is up. The alert log for the database shows no
errors. Oracle crash recovery is performed when the database starts up, which is normal and expected.

Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

The storage-based snapshot is crash-consistent and write-ordering is preserved for each file within a snapshot.

& Oracle19¢-0OL8 o2 e & ACTIONS v
Summary Monitor Configure Permissions Datastor Nety rke napshot: Updates
Guest OS Oracle Linux 8 (64-bit)
Compatibilty:  ESXi 7.0 U2 and later (VM version 19)
VMware Tools: Running, version:11296 (Guest Managed)
MORE INFO
DNSName:  oraclelgc-olB.vsiab.local
1P Addresses;  172,18.10.45
Host: az2bsx23 vslab local
LAUNCH WEB CONSOLE
Launcr revote consoe @ ) g 00
VM Hardware ~
> cPU
> Memory [] 124 ¢8. 128 GB memory active
> Hard dlisk 1 20 B
Total hard disks 5 hard disks
> Network adapter 1 ¢ TAPPS-1810 (mnn-ec?;g
CD/DVD drive 1 Disconnected 4

> Video card

VMCI device

> Other

Compatibility

8MB

Device on the virtual machine PCI bus that provides support for the.

virtual machine communication interface
Additional Hardware

ESXi 7.0 U2 and later (VM version 19)

> Network aclapter 1
€D/DVD drive 1
> Video card

VMCI device

» Other

Compatibility

= e
& Oracle19¢c-OL8-RMAN 0D & @& | acmonsv
Summary Monitor Configure Parmission: D: N Tk Snapshots. Updates
Guest OS: Oracle Linux & (64-bit)
Compatibility: ESXi 7.0 U2 and later (VM version 19)
VMware Toels: Running, version:11296 (Guest Managed)
WoRE INFO
DNS Name: oracle19¢c-0l8-vvol-rman.corp.localdomain
IP Adldresses: 172.18.10.46
Host: az2esxJ4.vsiab.local
LAUNCH WEB CONSOLE
Lavnc remoreconsoe @ 1 0
VM Hardware
> CPU 12 cpu(s)
» Memory ['] 18 cB. 1.28 GB memory active
> Hard disk 1 100 GB
Total hard disks S hard disks
v

Disconnected
4MB

Device on the virtual machine PCI bus that provides suppert for the

virtual machine communication interface
Additional Hardware

ESXi 7.0 U2 and later (VM version 19)

FIGURE 253. Oracle VMs Oracle19¢c-OL8 and Oracle19¢c-OL8-RMAN Networking Details

vmware
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All ASM disk groups are online and the ASM and Oracle instance is up.

ONLINE
ONLINE
ONLINE
TLINE
OFFLINE OFFLINE

ONLINE ONLINE

ONLINE ONLINE
OFFLINE OFFLINE

LINE ILINE

FIGURE 254. Oracle VM Oracle19c-OL8 Services

The Oracle RAC cluster prac19¢c VMs are also powered up. The public interfaces are connected to the recovery site test network APPS-
1810 and private interconnects are connected to the recovery site test network APPS-1809. The IP addressing scheme is followed as
defined in the network mapping section.

£ praciocl 2 & ACTIONS 2 prac19c2 oo ACTIGNS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS: Oracie Linux 7 (64-bit) Oracle Linux 7 (64-bit)y

Compatibiity:  ESXi 7.0 and later (VM version 17)

o Y ESX
VMware Tools:  Running, version:11269 (Guest Managed)

ind later (VM version 17)

Running, st Managed)

MGRE INFO x MORE INFO
DNS Name: pracidelvsiab loca DNS Name: pracioc2.vsiab loca
IP Addresses: 1721810191 EYABC‘IE)C.W IP Addresses:  172.18.10.192 pracioc2

e o P Addresses: IP Addresses:

LAUNCH WEE CONSOLE 1721810191 T ER T VIEW ALL 3 1P ADDRESSES

. 1721810192
LAUNCH REMOTE consoLE @ :lnmm - 192.168.14.191 LAUNCH REMOTE CoNsOLE (D) ZZ%QE‘?Q ML 192.168.14.192
169.254.16.7 sl 169.254.9.115
DETAILS oETAILS
8%
VM Hardware VM Hardware
> cPU 12 CPUCS) > CPU 12 CPU(s)
> Memory 126 GB, 43.52 GB memory active > Memory 128 GB, 96 GB memory active
> Hard disk 1 2068 > Hard disk 1 80 GB
Total hard disks 3 hard disks Total hard disks 3 hard disks
> Network adapter 1 Network adapter T "AS:M_«_ e
> Network adapter 2 Network-adapter
CD/DVD drive 1 Disconnected CD/DVD drive 1 Disconnected
» Video card 8MB > Video card 8MB
VMCI device Device on the virtual machine PCI bu

VMCI device Device on the virtua es support fi

virtual machine communication inte virtual machine comi

Other Additional Hardware

Other Additional Hardware

Compatibllity ESXI 7.0 and later (VM version 17) Compatibility ESX/ 7.0 a

er (VM version 17)

FIGURE 255. Oracle RAC VM prac19c Networking Details
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As part of testing the recovery plan, the network interfaces of the Oracle RAC prac19c¢ will be changed to the appropriate test network
as defined in the network mappings.

» The VIP and the SCAN IPs have to be changed to the test/recovery network IP scheme in order for the RAC Clusterware to bring up
the RAC services.

» The steps to change the RAC VIP IP address can be found in Oracle 19¢ Clusterware Administration and Deployment Guide.

The steps to change the Oracle private interconnect IP address can be found in the Changing Oracle Clusterware Private
Network Configuration.

» The steps to change the RAC SCAN |IP addresses can be found in the My Oracle Support Note How to Update the |P Address of the
SCAN VIP Resources (ora.scan{n}.vip) (Doc ID 952903.1).

» The steps to change the RAC VIP, scan and private interconnect IP addresses are beyond the scope of this paper.

The recovery plans can be configured and IP customization can be performed for VM networking, if needed.

0 SC2-AZ2-Oracle-SRA-RP EBIT  MOVE  GELETE  TEST AN

Summary  Recovery Steps

ssues  History  Permissions  Protection Groups  Virtual Machines

CONFIGURE BECOVERY  PRIORITY GROUPY  STARTUP ACTION ™

VetaiMachina T ——__ + T
@ Oracleisc.OLE o & pracigel
G Oracletac-oLe-amAN T —— . RecoweryProperties  [° Customization
8 @ (oo ki i
1 pracioe? Pricrity Group 3 (Medium)
> VM Dependencies Hone

vMotion

> Shutdown Action Shutdawn guast OS befora power ol (raquires ViMware Too's)

» startup Action

Power an
» Pre Power On Steps Nana
~ Post Power On Steps
Thesa ctops run after tha VAl Tsgowered on. VM Recovery Properties - pracioci %
Hame N
\\_\ Changes 1o thase proparties will apply to this WM in all recovery plans.
T-.A Recovery Properties  |° Customization

3 (Medium)

Pricrity Group

> VM Dependencies

VMotion

)
S akdomr Action Shutdown guest O3 before power off (requires VMware Toolsy
> Startup Action BoNSCon
3 Pre Power On Steps None

“ Post Power On Steps
These steps run after the VM is powared on.
+ NEW

Name. Type Timeout

0 step(s)

‘ PR “

FIGURE 256. Recovery Plan IP Customization

vmware
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IP customization can be performed for VM NIC1 networking, if needed.

VM Recovery Properties - praci9cl

Changes to these properties will apply to this WM in all racovery plans.
Recovery Properties IP Customization
Select IP customization mode ()

Manual IP customization

~ IP settings - NIC 1

Protected Site:  Primary_Site  CONFIGURE

Recovery Site:  DR_Sile  CONFIGURE

Property /

otacted Site Recovery Site

1Py Configuration / Not configured Not configured
IPVG Configuration / Net configured Net configured Configure Protected Site IP Settings - NIC 1 w
DNS Configuration ’/ Not configured “>Nat configured
— Pvd  Fus  DNS
> IP settings - NIC 2 \\\
=l / \\\ IPvd Address for Protected Site.
A

© Use DHCP 1o obtain an 1P adcress automatieally

Configure Recovery Site IP Settings - NIC 1 e

1Pva Address

Subnet Mask
IPv4 Pvé DNS

Default Gateway:

Alternate Gateway:
IPvd Address for Recovery Site

@ Use DHCP to obtain an IP address automatically
use the following IPv4 address:

IPv4 Address:
Subnet Mask:
Default Gateway:

rmEve | Retrieve the curent P settings from the protected VM (raquires VMware Tools and ESX 4.1 or igher). Some sattings may need to be entered
manaly.
Alternate Gateway: anualy.

caneeL

FIGURE 257. Recovery Plan IP Customization Details

vmware
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When performing cleanup after running a test, the array removes the snapshots that were created earlier as part of the test
recovery workflow.

[z SC2-AZ2-Oracle-SRA-RP wove ceanue
Summary  RecoverySteps  lssues  History nissions  Protection Groups  Virtual Machines
EXPORT STEPS cEANP

Plan status @ Test complete

Description: The virtual machines have been recovered in a t

environment 2

racovery site. Raview the plan hiStory 1o view any £rTors of Warnings. When you are ready ta remove the test anvironment

View

Recovery Step Stotus Step Started Step Completed

» % 1. Synchronize storege  Success Saturdey, June 19, 2021150.53 P Seturdey, June 19, 2021 15137 PM
[R 2. Restore recovery site hosts from standby  Success Saturday, June 19, 2021 15137 PM Saturday, June 19, 2021 15137 PV
10 3. suspend non-critical VMs at recovery site

> ) 4. Creste writzbia storzge snapshot Saturday, June 19, 2021 15138 PM Saturday, June 19, 2021 15219 PM

> @ 5. Configure test networks Saturday. June 19, 202115212 PM Soturday. June 19, 202115219 PM
0 6. Power on priority 1 Vis
B 7. Power on prierity 2 VMs

> B 8. Power on pricrity 3 VMs + Sugcess Saturdey, June 19, 2021 15212 PM Seturday, June 19, 2021 156:48 PM

9. Power on priarity 4 VMs
B 10. Power on prierity 5 VMs

Cleanup - SC2-AZ2- Confirmation options
Oracle-SRA-RP

Cleanup confirmation

r_\ RuANing a claanup operation an this plan will remove tha Lest environmant and resel the pian 1o the Ready state.

Protected site: Primary_site
Recovary site: DR_Site
Sorver connection:  Connected
Number of VMs: 4

Cleanup options
eanup - SC2-AZ2- Ready to complete

13 eri i e Ip. s P tion & 1} e retu
racle-SRA-RP Review your seleg It you are experiencing errors during cieanup. you can choose the Force Cleanup option to Ignore all errors and return
the plan to the Ready state. If you use this option, you might need to clean up your storage manually, and you should

1 Confirmation optiens = §C3-AZ3-Oracie-SRARD run another test as soon 25 pessible.

Py —— Protacta site Primary_Site Force deznup
Resovery site DR_site
Server connection Connected
Numbar of Ve 4
Forcn caanup Do not ignere cleanup warnings

FIGURE 258. Cleanup the Recovery Plan

vmware
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As part of the cleanup, the VMs on the snapshot datastore are powered off and the placeholder VMs are then placed on the placeholder
datastore AZ2-OraPure.

The snapshot datastore snap-49b528bb-0OraSC2 is then removed, and the pod will then be demoted, resetting the environment for
another test or recovery.

0 SC2-AZ2-Oracle-SRA-RP EoT  Move omEe  TEsT RUN
Summary ~ RecoverySteps  Issues  History  Permissions  Protection Groups  Virtual Machines
EXPORT STERS Test RUN

Pian status - Ready

Description:

laohia b i s Py
> ' 1. Synchronize storage

B 2. Restors recovery slte hosts from standby

11 3. Suspend non-critical VMs et recovery sits
> @9 4. Create writable storage snapshot
305, Configure test networies AZ2:DC ACTIONS v
BB 5. Power on priority 1WMs

B 7. Power on priority 2 VMs 7 a o

summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

> @ 8. Power on pricrity 3 ¥Ms

B 9 Power on priority 4 VM5

B 10. Power on priority 5 VMs

Datastore Clusters Datastore Folders

Name T

@ AZ2-OraPure

B Az2-TINTRI-ECE090
B azzoravvoL

£3 OracleDR ACTIONS v

Summary Monitor Configure Permissions VMs Updates

Virtual Machines [IVIVIRRYNTIEITES

vApps | VM Folders

Name T ¥ State

£ Oracle19e-0L8 Powered Off
£ Oracle19e-OLB-RMAN Powered Off
2 practoct Powered Off
D praci9e2 Powered Off

FIGURE 259. Site B Storage and Compute Status
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The placeholder datastore with the placeholder VMs are as shown below:

Placeholder Datastores
sc2wyc03.vslab local

Qi ¢ Host/Cluster

3 HPco2 GPU4, HPC3, GPUZ2, BCAZ, GPU1
B oraTintri BCA-SiteC, BCA-Intel (Reserved)
B sC2-TINTRI-EC6090 BCA-SiteC, BCA-Intel (Reserved), GPU2, GPUI, BCA3, GPU4, Legacy Management
[3 SPARKO1 BCA3, GPU4
Placeholder Datastores
NEW
Name O 4 Host/Cluster
B Az2-OraPure AZ2BCAN

B8 AZ2-OraPure AcTioNs v

Summary

Monitor

Configure rmissions Files Hosts VMs

£D Oracle19c-OL8-RMAN
D prectoct
£ practoc2

Powered Off

Powered Off

Powered Off

FIGURE 260. Site B Placeholder Datastore and Placeholder VMs

Site B VM status is as shown below:

[ AZ2BCAT ACTIONS Vv

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Vi Templates S
Name 1 v State
1 Oracle19¢-OL8 Powered Off
2 Oracle19¢-OL8-RMAN Powered Off
0 praci9cl Powered Off
3 pracl9c2 Powered Off

FIGURE 261. Site B VM Status

More information on testing a recovery plan with array-based replication can be found in Testing a Recovery Plan and
SRM User Guide: FlashArray Continuous Replication (ActiveDR) Workflows.
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Run Recovery Plan for Planned Migration

Performing a planned migration or disaster recovery by running a recovery plan will result in VM migration from the protected site to the
recovery site. If the protected site suffers an unforeseen event that might result in data loss, the recovery plan can also be run under
unplanned circumstances.

Planned migration — During a planned migration, Site Recovery Manager synchronizes the VM data on the recovery site with the VMs
on the protected site. Site Recovery Manager attempts to shut down the protected VMs gracefully and performs a final synchronization
to prevent data loss, then powers on the VMs on the recovery site. If errors occur during a planned migration, the plan stops so that the
errors can be resolved, and the plan rerun.

Steps to run recovery plan SC2-AZ2-Oracle-SRA-RP in planned migration mode are as shown below:

1 SC2-AZ2-Oracle-SRA-RP EDIT MOVE  DELETE  TEST U
Summary  Recovery Steps  Issues  History  Permissions  Protection Groups  Virtual Machines
Recovery Plan:  §C2-AZ2-Oracle-SRA-RP
- Protected i bumary.Sie
. Protected Site Priary_Sit
. Recovery Site: DR_site
- Description:
~ Plan Status
Plan Status: -5 Ready

This plan is ready for test or recovery

< Recent History | \
Cleanup Sunday, June 20, 2021 1811 PM  Success
bl Sunday, June 20, 2021 85305 BM o < :
st unday, June 20, 2021 B:53:0 + Success Recovery - 5C2-A72 Confirmation options
Cleanup Sunday, June 20,021 22196 BM + Success Oracle-SRA-RP
Test Sunday, June 20, 2021 212:11 PM + Success " frmat
ecovery confirmation
Cleanup Sunday, June 20, 2021 20958 PM  Suceess — -
) CofnleDeETens 0 RUNNG this plan I Fecovery Mo Wil BUtempt t shut down the VMS At the PIOtECted site and Fecover the YMS at the recavery site.
A Protected site: Primary_Site
o Recovery sites DR_Site
_— Server connection:  Connected
o Numberof VMs: 4
),,/”/' | undlerstand that this process will permanently alter the virtual machines and infrastructure of both
o Ihe protectad and recovery dalacenters.
Recovery - SC2-AZ2~ Ready to complete secoverytype
Oracle-SRA-RP Review your selected settings © Siamne migration
e and concel recovery if errors ere encountered. (Sites must be connected on
1 Confirmation options Nams SC2-AZ2-Oracle SRARP
Disaster recovery
2 Ready to complete Eated ity Primary_Site recent storsas synchrorizetion dets,
Recovery site DR_Sile
Server connection Connected
Number of VMs 4
Recovery type Planned migralion

FIGURE 262. Run Recovery Plan SC2-AZ2-Oracle-SRA-RP
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A planned migration is very similar to a test recovery in process. Prior to a recovery, a source pod is in the promoted state and the
target pod is in the demoted state.

After the planned migration, the datastore OraSC2 is disconnected, the protected site pod volume SC2POD::0OraSC2 is disconnected

from all protected site hosts, and protected site pod SC2POD::0OraSC2 is demoted. The recovery site pod volume AZ2POD::0OraSC2 is
promoted and connected to the recovery site hosts.

@ 5C2-AZ2-Cracle-SRA-RP o

MOVE  DELETE

Learn more
Summary  RecoverySteps  lssues  History  Permissions  Protection Groups  Virtual Machines
Recovery Plan: SC2-AZ2-Oracle-SRA-RP
. Potsctoa e Prmany_She
"
. oo_s
ol —

/iy Your workoads ara not protectad. un reprotact

[ repnoTECT

+ Plan status v VM status
Plan Status: @ Recovery compiets [ — ovme
InPregress: avms
avws
Warniow o VM
Ener oM
Incomelate: avvs
> Recent History
o avms
@ > Pods » P SC2POD demated)
7 mew 6516 000 000 000 516
suaus Frozen at wedtor sl
® nune 20210608 104871 e
/ Pod Replica Links. ~
toesipoa Ousetion Rometa pod Romoto array status Rucovery Poiet
/ pre— : oo s s e
/
/
Anay  Hosts  Voluffos  Pods  FiloSystoms  Folicios
@ > Pos > P AZ2HOD (promoted
BT 43wl 406 000 080 axsom - s
Arrays
Nama Froren & Mediator
s bapare 81 o snii
Pod Repiica Links
Locaipea Ramets Poa mote Amay o sy P
o AZ2POD promoted scanoo Ruessasca # repteatig a0m06202288

FIGURE 263. Recovery Plan SC2-AZ2-Oracle-SRA-RP in Progress
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Site A and Site B storage volumes are as shown below:

Array Hosts Volumes Pods File Systems Policies Array Hosts Volumes Pods File Systems
@ > Volumes > == SC2POD i OraSC2 @ > Volumes > == AZ2POD: OraSC2

size Data Reduction  Unique  Snapshots  Shared  System Total Size Data Reduction ~ Unique  Snapshots  Shared  System
20T  210t01 356G 000 356G 20T  95t01 644G 000 -

Connected Hosts ~

Namea

Mo hosts found.

Connected Host Groups ~

Namea

No host groups found.

Detalls

Source

Created

Serial

Host Encryption Key Status
# Hosts

# Connections

QoS [
Bandwidth Limit
IGPS Limit

2021-06-09 11.22:57
AB41B405A3A348CA00013066
none

0

o]

Connected Hosts ~

Namea

No hosts found

Connected Host Groups ~

Namea

B8 AZ2BCAN

Details

Source

Created

Serial

Host Encryption Key Status
# Hosts

# Connections

QoS @
Bandwicth Limit

IOPS Limit -

2021-068-09 11.22:57
FABF667E249B44C500042326
none

3

1

FIGURE 264. Site A and Site B Storage Volumes

Policies

Total
644G

As part of rescanning the ESXi hosts, the recovery site datastore is resignatured and mounted and the process of resignaturing adds the
snap-XXXXXXX prefix to the datastore names. The VMs are then powered on in the resignature process.

[

B B @

v [ az2wvcOlvslab.local

v [ AZ2-DC

B Az2-CraPure

B AZ2-TINTRI-EC5090
B az2cravvoL

B snap-46ea4261-Orasc2

> [ sc2wvcO3.vslab.local

> [ sc2wvellyslab.local

vmware

B shap-46€a4261-OrasSC?2

Summary Monitor

Configure

ACTIONS V

Virtual Machines VM Templates

Name 1
& Oracle19c-0OL8

&5 Oracle19c-OL8-RMAN

@5 praci9cl
>

G pracl9c2

Permissions Files Hosts VMs
v State v Status

Powered On v/ Normal

Powered On /' Normal

Powered On v/ Normal

Powered On ~/ Normal

FIGURE 265. Resignature of Recovery Site Datastore
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Both single-instance Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered up and connected to the recovery site
recovery network APPS-1810. The IP addressing scheme is followed as defined in the network mapping section.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢c-OL8 is up with IP address 172.18.10.45 and the database vvol19c is
up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal

and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

The storage-based snhapshot is crash-consistent and write-ordering is preserved for each file within a snapshot.

Oracle VM Oracle19¢-OL8 network details are as shown below:

8 snap-440f9f13-OrasSC2 ACTIONS V
Summary Monitor Configure Permissions Files Hosts VMs
VM Templates
Name 1+ v State
ﬁ!l' Oracle19¢-0OL8 Drusarar Op
ch il = il
. @ Oracle19¢c-0OL8 00 @ & | acmonsv
& Oraclel9c-OLE8-RMAN 10n
X praci9cl summary Monitor Configure Permissions Datastores Networks Shapshots Updates 10n
ﬁ'ﬁ pracl9c2 10n
Guest OS: Qracle Linux 8 (64-bit)
Compatibility:  ESXi 7.0 U2 and later (VM versicn 19)
VMware Tools:  Running, version:11296 (Guest Managed)
MORE INFO
DNS Name: oraclel9c-cl8.vslab.local
IP Acldresses: 172.18.10.45
Host: az2esx23 vslab local
LAUNCH WEB CONSOLE
LAUNCH REMOTE consoLe (@ (_\ [Ta @
VM Hardware ~
> CPU 12 CPU(s)
> Memory D 128 GB, 1.28 GB memory active
> Hard disk 1 80 GB
Total hard disks S hard disks
> Network adapter 1 (A-P'P‘S-"\BWO ((cnne;ed-):
CD/DVD drive 1 Disconnected b -S4

> Video card

VMCI device

> Other

Compatibility

& MB

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Additional Hardware

ESXi 7.0 U2 and later (VM version 19)

FIGURE 266. Oracle Oracle19¢c-OL8 Networking Status
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Oracle VM Oracle19¢c-OL8-RMAN network details are as shown below:

& shap-440fof13-OraSC?2 ACTIONS v
Summary Monitor Configure Permissions Files Hosts VMs
v
7 Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
L —
,///"
Name 1 /“/
o : i L
% Oracle19c-0L8 = Guest OS Ora?e Linux 8 (64-bit) )
= Compatibility:  ESXI 7.0 and later (VM version 17)

&% Oracle19e-OLB-RMAN VMware Tools:

ﬁﬁ praciSel

cp DNS Name
raci9c2
e IP Addresses:
Host:

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @ O f’:{% {J@

VM Hardware

> CPU

v

Memory

Hard disk 1

v

Total hard disks

v

Network adapter 1

CD/DVD drive 1

v

Video card

VMCI device

Other

v

Running, version:11296 (Guest Managed)
MORE INFO

oracle19¢c-ol8-rman.corp.localdomain
1721810.46
az2esx22.vslab.local

8 CPU(s)
[] 96 oB, 8.64 6B memary 2ctive
100 GB

5 hard clisks

~APFS-TE10 (Connedtey

~

~— -

Disconnected
4 MB

Device on the virtual machine PCl bus that provides support for the

virtual machine communicaticn interface

Additional Hardware

FIGURE 267. Oracle Oracle19¢c-OL8-RMAN Networking Status
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Oracle RAC cluster prac19c VMs are also powered up. The public interfaces are connected to the recovery site recovery network
APPS-1810 and private interconnects are connected to the recovery site recovery network APPS-1805. The IP addressing scheme
is followed as defined in the network mapping section.

& praci9cl O @ & | acrowsw & prac19c2 | 0O @ @ | actonsv
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS. Oracie Linux 7 (64-bit) Guest OS; Oracle Linux 7 (64-bit)
Compatibility: ESXi 7.0 and later (VM version 17) Compatiblity:  ESXI 7.0 and later (VM version 17)
VMware Tools: Running, version 11269 (Guest Managed) VMware Teols:  Running, version:11269 (Guest Menaged)
MORE INFO « MORE INFO x
DNS Name: practoct.yslab. local DNS Name: praci9c2.vsiab local
IP Addresses:  172.1810.191 praciact IP Addresses.  17218.10.192 pracioc2
1P Addresses: 1P Addresses:
d e 3 DRESSES
LAUNGH WEE CONSOLE A S ILADDRERSEE 172.18.10.191 LAUNCH WEB CONSOLE e as ADDRESS! 1721810192
st I Host: Zesx22.vslab
LauncH remoTe consote @ O SeeBerERin s 192.168.14.191 LauNcH RemoTe consoLe (D el FEatEsaEan e 192.168.14.192
0 E‘—é [Uz] 169.25416.7 (:\ m s 169.254.9.115
WM Herdware A VM Hardware
> CPU 12 CPUGS) > cPU 12 CPUs)
> Memory [] 128 68,128 GB memory ective > Memory L] 128 B, 2.56 GB memory active
> Hard disk 1 80 GB > Hard disk 1 80 GB
Total hard disks 3 hard disks Total hard disks 3 hard disks
emoo T =~ =
> Metwork adapter 1 ~ APPS-1810 {connegied) > NETWOTK acapter 1
—————- =
» Network adapter 2 € _APPS-1805 (connected) Network-acapter
CD/DVD drive 1 Discennectad v CD/DVD drive 1 Disconnected «
> Video card 8MB > Video card aMB
VMCI device Device on the virtual machine PCI bus that provides support for the VMCI device Device on the virtual machine PCI bus that provides support for the
virtual machine communication interface Virtual machine communication intertace
> Other Additional Hardware > Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17) Compatibility ESXI 7.0 2nd later (VM version 17)

FIGURE 268. Oracle RAC prac19c Networking Status

As part of running a planned migration of the recovery plan, the network interfaces of the Oracle RAC prac19c will be changed to the
appropriate recovery network as defined in the network mappings.

» The VIP and the SCAN IPs have to be changed to the test/recovery network IP scheme in order for the RAC Clusterware to bring up
the RAC services.

» The steps to change the RAC VIP IP address can be found in Oracle 19¢ Clusterware Administration and Deployment Guide.
The steps to change the Oracle private interconnect |IP address can be found in the Changing Oracle Clusterware Private
Network Configuration.

» The steps to change the RAC SCAN IP addresses can be found in the My Oracle Support Note How to Update the |P Address of the
SCAN VIP Resources (ora.scan{n}.vip) (Doc ID 952903.1).

» The steps to change the RAC VIP, scan and private interconnect IP addresses are beyond the scope of this paper.
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At the end of the recovery process, the Target Site B is replicating to the Source Site A.

Array Hosts Volumes Pods File Systems Policies

@) > Pods > P AZ2POD (promoted)

Size DataReduction Unique  Replication Snapshots Shared  System  Total

20T 43t01 75426 000 000 a230M - 7546 G
Arrays
Name Status Frozen At
wdc-tsa-pure-01 ® oniine:

Pod Replica Links ~

Local Pod Direction Remote Pod Remote Array Status
& AZ2POD (promoted) — SC2POD Pure-X50-BCA ® replicating
v
\\
\
\
\
\
\
\
\
\ Array Hosts Volumes Pods File Systems Policies
\ —
\
\ @ > Pods > P SC2POD (demoted)
A\
A Size  DataReduction Unique  Replication  Snapshots Shared  System  Total
\
\ 20T 18étel 650G 000 000 000 2 650G
\
\
\ Arrays
\
\ /| Name Status
\ Pure:X50-8CA  online

\iod Replica Links ~
Lodal Podt Direction Remote Pod Remote Array Status.

o SC2POD (demoted) = AZ2POD widcrtsa-pure-01 ® replicating

FIGURE 269. Storage Replication from Site B to Site A

A Reprotect needs to be run on the target Site B back to source Site A to protect the VMs in the reverse direction.

Recovery Plans

New 1 Move  oaere
aroe m v | Proveciasin v | Racomery e
©  [35C2-A72-Oracle-SRA-RP (*Reprotact noedad ) '“"'m"\ 2ecovery complete Frimary_Site: DR_Site
‘\\\ Reprotect - SC2-AZ2- Confirmation options
"~ Oracle-SRA-RP
g
T Reprotect confirmation
1 Confirmation options & Running repratest on this len wil sommit the results of the ]
New pr d site: DR_site
New recovery site: Primary_site
. Server connection: Connected
s Number of VMs: 4
Reprotect - SC2-AZ2- Ready to complete

Oracle-SRA-RP Iunderstand that this operation cannot be undone.

Review.yalr selected settings.

Reprotect options

1 Confirmation options Name §C2-AZ2-Oracle-SRA-RP Reprotect operations include steps to clean up the original datastores and devices. If you are

iencing errors during
he Ready state. If you
use this option, you may need to clean up your storage manually, and you should run a Test as soon as possible.

S
New recovery site Primary_Site
\ Ferce cleanup

~._  Server connection Connected

Vs w - cleanup steps, you may choose the force cleanup option to ignore all errors and return the plar
ew protected site DR_Site
2 Ready to complete 5

Nui T of VMs 4
Force =l-=nu\ Do not ignore cleanup warnings
~. O SC2-AZ2-Oracle-SRARP i wve suere s T
g aiiry o "

Bcovery lon 52 AZE Oracle SRARF

P s

R SR AE AR AL

FIGURE 270. Run Reprotect on Site B
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In order to switch the protected site from Site B to Site A, we can run another planned migration which will switch the protected site
from Site B to Site A. Replication will occur from Site A to Site B.

Array Hosts  Volumes Pods File Systems Policies

B > Pods > P SC2POD (promoted)

Size  DataReduction Unique Replication Snapshots Shared  System  Total

20T 185to1 6636 000 000 000 - 6636
Artays
Narme Status
Pure(50-8CA ® online:

Pod Replica Links ~

Logal Pod Direction Remote Pod Remate Array Status

o SC2POD (promoted) =% AZ2POD wicsa-pure-01 ® replicating

Array Hosts Volumes Pods File Systems Policies

@ > Pods > of AZ2POD (demeted)

Size DataReduction Unigue  Replicaion  Snapshots  Shared  System  Total

20T 43te1 7535G 000 0.00 4230M - 7539G
Arrays
Name Status
wdc-tsa-pure-01 @ online

Pod Replica Links ~
al Pod Direction Remote Pod Rermote Array Status

of AZ2POD (demeoted) sC2POD Pure-X50-BCA ® repiicatng

FIGURE 271. Storage Replication from Site A to Site B

Planned migration from Site B to Site A is successful.

[3 SC2-AZ2-Oracle-SRA-RP EOIT MOVE  GELETE 1 Learn mc
Summary  Recovery Steps  Issues  History  Bermissions Protection Groups  Virtual Machines
ExpoRT sTERS RepRoTECT
Plan status: @ Recovery complete
Description: The recovery has completed. Review the plan history to view any errors or warnings. You can now press Reprotect to configure protection in the reverse direction. Note that if you plan to failback the virtual machines to the original site, you must first run the plan in reprotect mode,

then once protection Is configured In reverse, you can run the plan In recovery mode to fallback the virtual machines to the orlginal site.

View:
Recovery step saws Step started Step Complated

> % 1. Pre-synchronize storage  Success Sunday, June 20, 20211104:09 PM

/. June 20, 2021 11:04:53 PM

> M 2. Shut down VMs at protected site  Success Sundiay, June 20, 2021 1104:53 PM day, June 20, 202110646 PM

P 3. Resume VMs suspendied by previous recovery

[ 4. re

v Suc Sunday, June 20, 2021 TEGE:46 PM Sunday, June 20, 2021T:08:46 PM
[ 5. Restore protected site hosts from standby V Suceess Sunday, June 20, 2071 T08:46 PM Sundiay, June 20, 202108 47 PM

> ) 6. Prepare protected site VMs for migration  Success Sunday, June 20, 2021 10847 PM Sunday, June 20, 202110919 PM

> %G 7. Synehrenize storage  Success Sungiay, June 20, 2021 L0919 PM Sunday, June 20, 20211L0:59 PM
1l 8. Suspend non-critical VMs at recovery site

> 9. Change recovery site storage to writable  Success Sunday, June 20, 2021 TK0%:59 PM Sunday, June 20, 20211110:48 PM
0 10. Fower on priority 1 ¥Ms
B 1. Power on pricrity 2 VMs

> @12 Power on pricrity 3 VMs ¥ Suceess Sunday, June 20, 2021 T110:36 PM Sunday, June 20, 2021M115:07 PM

B 1. Power on priority 5 VMs

FIGURE 272. Planned Migration from Site A to Site B Successful
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Re-run the reprotect process to protect the VMs on the protected Site A.

3 SC2-AZ2-Oracle-SRA-RP  eon  wove  orwere

Summary  RecoverySteps  Issues  History  Permisslons  Prolection Groups  Virtual Machines

Plonstatus: @ Recouery complete

Description: T tecovery has completed. Review the plan hiSory Lo view any efars of warmings. You can now press ReRrOtact to configure protactian i the raverse Grection. Note thatif you pian to failback the virtual machins to the orkinal site, you must it run the plan in reprotect mode,

tem once protection Is con ou can run the plan n e to fallback the virtual machines to the orlginal site.

Vi
T o= = e
Ny~ N < e 1 Jure 20,2021 0405 P Sunciy urn 20,20 ORI P
» M 2, Shut gown VMs at pr site  Success une 20, 2021 1L04:53 PM iy, June 20, 2021 1:0€:46 PM.
P 3. Rosuma /Ms suspendd by pravious facovery
. .t ecavty shaposts e atmeny 7 Suncy, June 26,2071 108 5P Sy e 26,2021 108 456
D G A T S i G e B S NS, TG
» 8.6 Prpare pratscto st Y for migraion v Shcess Suncay e 20,2021108.47 Pyt Suncy; s 20,2021 0B 1O PH

 Succes Sung

 Success \ Su

" Reprotect - SC2-AZ2- Confirmation options
2 Oracle-SRA-RP

une 20, 2021 0819 PM E une 20, 2021 109,59 PM

.

. June 20, 2021 TL0S:58 PM Sunday, June 20, 2021 THIC-48 PM

13 Power on prion

B 14, Power on priorty 5 VMs Reprotect confirmation

1 Confirmation options 2 RUANIRG reprotact on this plan wil commit the rasults of the recovery, and Canfigurs Prataction i the raversa draction.

New protected site:  Primary_Site
Newrecovarysite: DR Site
Server connection:  Connected
Number of VMs: 4
’ I8 1 understand that this operation cannot be undone.

-

g
Reprotect - SC2-AZ2- Flead/y,to/ complete

Reprotect options

Reprotect operations include steps to clean up the original datastores and devices. If you are experiel

cing errors during

i | e cleanup steps, you may choose the force clean: tion to lgnere all errors and return the plan to the Ready state, If you
Oracle-SRA-RP Rexféw your selected settings. B olshne ¥ o R 219 g e . ¥
=g use this option, you may need to clean up your storage manually, anct you should run a Test as s0on as possible.
1 Confirmation options Name $C2-AZ2-Oracle-SRA-RP Force cleanup
o
New protected site i
2 Ready to complete £t Frimany e
New racovery site DR_Site
Servar cannaction Connected
Numbar of VMs 4
Force cleanup. Do not lgnore cleanup warnings

FIGURE 273. Reprotect Site A

The recovery plan SC2-AZ2-Oracle-SRA-RP is ready as shown below:

[ SC2-AZ2-Oracle-SRA-RP EDIT  MOVE  DELETE  TEST RUN .

Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS TEST RUN
Plan status: —> Ready
Description: This plan is ready for test or recovery

Recovery Step Status Step Started
> % 1. Synchronize storage
Eo!. 2. Restore recovery site hosts from standby
[l 3. Suspend non-critical VMs at recovery site
> {L:)} 4. Create writable storage snapshot
> @ 5. Configure test networks
B 6. Power on priority 1VMs
B) 7. Power on priority 2 VMs
> [B) 8. Power on priority 3 VMs
O s. Power on priotity 4 VMs
B 10. Power en priority 5 VMs

FIGURE 274. Recovery Plan Steps

vmware
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More information on running a planned recovery with array-based replication can be found in the Run a Recovery Plan and
SRM User Guide: FlashArray Continuous Replication (ActiveDR) Workflows.

Run Recovery Plan for Disaster Recovery

Disaster Recovery - During a disaster recovery, Site Recovery Manager first attempts a storage synchronization. If it succeeds, Site
Recovery Manager uses the synchronized storage state to recover VMs on the recovery site to their most recent available state,
according to the recovery point objective (RPO) that you set when you configure replication

The steps for running the recovery plan for disaster recovery are the same as those employed above with planned migration.

Steps to run the recovery plan SC2-AZ2-Oracle-SRA-RP in a disaster recovery mode are as shown below:

0 SC2-AZ2-Oracle-SRA-RP EDIT  MOVE  DELETE  TEST RUN
Summary Recovery Steps issues History Permissions Protection Groups Virtual Machines
EXRORT STERS TEST RN

Plan status: = Ready

Description: This plan Is readly for test o recovery

Recovery - SC2-AZ2- Confirmation options

Recovery 5

=iel e Oracle-SRA-RP
> %1 Synchronize storage
Recovery confirmation

[& 2. Restore recovery site hosts from standby Confirmation options

o
[0 3. Suspend non-critical VMs at recovery site

> G <. Create writable storage snapshot
» & 5. Configure test networks
B 6. Power on priority 1VMs

B 7. Power on priority 2 VMs
1 undierstand that this process aler the i cture of both

> B & Power on priority 3 VMs the protected andrecovery dstacenters
B3 9. Power on priority 4 VMs

Recovery t
B 1. Power on priority 5 VMs jihaasticy

Plannog migration

© Disastor mmcovery
s s i

Recovery - SC2-AZ2-
Oracle-SRA-RP

Ready to complete

Review your selected settings

g | 1 Confirmalion options name §C2-AZ2-Oracle-SRA-RP
B

ratactad si imary_Site
2 Ready to complete et Primary_Site

DR_Site

Server connestion

Number of vms

Recavery type

Connected
4

Disaster recovery

FIGURE 275. Disaster Recovery Use Case for Recovery Plan SC2-AZ2-Oracle-SRA-RP
Recovery plan SC2-AZ2-Oracle-SRA-RP in a disaster recovery mode is successful.
s SC2-AZ2-Oracle-SRA-RP oI Move  DELETE Learn mort

Summary  RecoverySteps  lssues  History  Permissions  FrotectionGroups  VirtualMacrines

Recovery Plan:  SC2-AZ2-Oracle-SRA-RP

Primery_Sie.

/i Nour warkisag ara nat sretectod. Run roprotect
w Plan Status. ~ VM Status

Blan Status: @ Recovery compiete Rascy tor Racavery:

olan histary 10 view any errors o waings. You can now.

reverse direction. Mole that if you plan ke the

[ ReeroTECT

ust fist run n reprotect mode, nce protection bl
Yau can run the plan in recovery made Lo failoack Lhe virtual machines to the o
oviginal site
Erran ovms
Incomplte: ovMs
> Recent History
olas AWM

FIGURE 276. Disaster Recovery Use Case for Recovery Plan SC2-AZ2-Oracle-SRA-RP Successful
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Site A SC2POD is demoted and Site B AZ2POD is promoted as shown below:

Array Hosts Volumes Pods File Systems Policies

@ > Pods > of SC2POD (demoted)

Size  DataReduction Unique Replication Snapshots  Shared  System  Total

20T BAt1 6786 000 000 o000 - 673G
Arrays
Name Status Frozen At
Pure-X50-BCA ® online 2021-06-20 23:10:03
Pod Replica Links ~
Local Pod Direction Remote Pod Remote Array Status
o SC2POD (demoted) — AZ2POD wdctsa-pure-01 ® replicating
Array Hasts Volumes Pods File Systems Policies
B > Pods| > o AZZPOD (promoted)
size  Data RuLud\Dn Unique  Replication  Snapshots  Shared  System  Total
20T  43to1 75206 000 0.00 4230M - 7524 G
Arrays
Name \ Status
wﬂc4sa»pure-01 ® online
Pod Replica rlnks ~
Local Pod L Direction Remote Pod Remote Array Status
— SC2POD Pure-X50-BCA ® replicating

o AZ2POD (promoted)
FIGURE 277. Storage Array POD Status on Site A and Site B

Both single-instance Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered up and connected to the recovery site
recovery network APPS-1810. The IP addressing scheme is followed as defined in the network mapping section.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢c-OL8 is up with IP address 172.18.10.45 and the database vvol19c is
up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.
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The storage-based snapshot is crash-consistent and write-ordering is preserved for each file within a snapshot.

B shap-55addaa2-OraSC?2 ACTIONS v

Summary Monitor Configure Permissions. Files Hosts VMs

VM Templates

2 3 = oE
__, 8% Oracle19¢c-0OL8 0B @ & | acmonsv
Name 4 T s‘:n:: Summary Menitor Configure Permissions Datastores Networks Snapshots Updates
& Oracletocols Powered On + Normal
& Oracle19c-OLE-RMAN Powiered On ~ Normal
e Z Guest OS Qracle Linux 8 (64-bit)
(&3 praciZel FoueredOn omel Compatibilit ESX1 7.0 and later (VM version 17)
@ practsc2 Powered On ~” Normal VMware Tools: Running, version:11296 (Guest Managed)
MORE INFO
DNS Name: oracle19¢-08.corp.localdomain
IP Addresses:  172.18.10.45
Host: az2esx24.vslab loca!
LAUNCH WEB CONSOLE
LAUNGH REMOTE consoLe @ 0 e I
VM Hardware
> CPU 12 CPUCs)
> Memory L] 128 8, 21.76 GB memory active
> Hard disk 1 80 GB
Total hard disks 5 hard disks
> Network adapter 1 € T APPS-1810 (connectad]}
CD/DVD drive 1 Disconnected
> Video card amMB
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface
> Other Additional Hardware

Compatibility ESXI 7.0 and later (VM version 17)

FIGURE 278. Oracle VM Oracle19¢c-OL8 Networking Status

2 snap-55addaa2-0OraSC2 | acrions v

Summary Manitor Configure Permissions Files Hosts VMs

VM Templates

o A o o
@ Oracle19¢c-OL8-RMAN 02 & & ACTIONS v
NemeZTy - —Suts Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
7 oracleige-OLE — + Normal ——
&F Oracle19c-OLE-RMAN ~ Powered On + Normal
(¥ practoct Powered On ~ Normal Guest OS: Oracle Linux 8 (64-bit)
& proctocz F— 7 Normal Compatiblity:  ESXI 7.0 and later (VM version 17)
VMware Tools:  Running, version:11296 (Guest Managed)
MORE INFO
DNS Name: oraclelSc-cl8-rman.corp.locaidomain
IP Addresses:  17218.10.46
Host: ar2esx22.vslablocal
LAUNCH WEB CONSOLE
LAUNCH RemOTE consoLe @ o i
VM Hardware
> CPU 8 CPU(s)
> Memory [] 95 cB. 8.64 6B memory active
> Hard disk 1 100 GB
Total hard disks S hard disks
> Network adapter 1 ¢ APPS-1810 (connected) 3
CD/DVD drive 1 Disconnected 1
> Video card 4MB
VMCI device Device on the virtual machine PCl bus that prevides suppert for the
virtual machine communication interface
> Other Additional Hardware:
Compatibility ESXi 7.0 and later (VM version 17)

FIGURE 279. Oracle VM Oracle19¢c-OL8-RMAN Networking Status
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The Oracle RAC cluster prac19c¢c VMs are also powered up. The public interfaces are connected to the recovery site recovery network
APPS-1810 and private interconnects are connected to the recovery site recovery network APPS-1805. The IP addressing scheme is
followed as defined in the network mapping section.

& prac1oct (=l = B AcTions v
summary Monitor configure Permission: Datastor Network: napshot: Updates
Guest OS: Cracle Linux 7 {64-bit)
Compatibility:  ESXI 7.0 and later (VM version 17)
VMware Tools:  Running, version:11269 (Guest Managed)
MORE INFO x
DNS Name: praci9cl.yslab.local
IP Addresses: 1721810191 prac.‘gc‘l
IP Addresses:
VIEW AL 3 1P ADDRESSES

LAUNCH WEE CONSOLE
Host:

IR =RA

LAUNCH REMOTE consoLe (D

VM Hardware

> CPU

> Memory

> Hard disk 1
Total hard disks

> Network adapter 1

> Network adapter 2
€D/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

az2esx23 vslab local ot
192.168.14.191
169.254.16.7

12 CPUS)
|'] 128 B, 128 GB memory active
80 GB

3 hard disks

- -

~

VM Hardware

> CPU

> Memory

> Hard disk 1

Total hard disks

€ _APPS 18I0 (connegied)

NETWOTK BUapTar T

Disconnected

8MB

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface

Additional Hardware

ESXi 7.0 and later (VM version 17)

MetwoTk aTapteT
€D/DVD drive 1
> Video card

VMCI device

> Other

Compatibility

& praci9c2 00 @@ ACTIONS v
Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates
Guest 08 Oracie Linux 7 (64-bit)
Compatibiity:  ESXI 7.0 and later (VM version 17)
VMware Tools: Running, version:N1269 (Guest Managed)
MORE INFO «
DNSName:  pracioc2siab.local
1P Addresses: 1721810192 pracioc2
IP Addresses:
LAUNGH WEE CONSOLE . "‘Z‘” AszL 2 'I":D“ESSES 721010192
t: esx22.
LAUNCH REMOTE CONSOLE ® o e b e 192.168.14.192
6 B0 1692549115

12 CPUS)
[] 128 6B, 2.56 GB memory active

80 GB

3 hard disks

Disconnected
8MB

Device on the virtual machine PCI bus thet provides suppert for the

virtual machine communication interface
Additional Hardware

ESXI 7.0 and later (VM version 17)

FIGURE 280. Oracle RAC pracl19c Networking Status

As part of running a disaster recovery exercise of the recovery plan, the network interfaces of the Oracle RAC prac19c will be changed
to the appropriate recovery network as defined in the network mappings.

» The VIP and the SCAN IPs have to be changed to the test/recovery network IP scheme in order for the RAC Clusterware to bring up
the RAC services.

» The steps to change the RAC VIP IP address can be found in Oracle 19¢ Clusterware Administration and Deployment Guide.
The steps to change the Oracle private interconnect |IP address can be found in the Changing Oracle Clusterware Private
Network Configuration.

» The steps to change the RAC SCAN IP addresses can be found in the My Oracle Support Note How to Update the |P Address of the
SCAN VIP Resources (ora.scan{n}.vip) (Doc ID 952903.1).

» The steps to change the RAC VIP, scan and private interconnect IP addresses are beyond the scope of this paper.

vmware
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At the end of running the recovery plan in disaster recovery mode Target Site B is replicating to the Source Site A.

Amay  Hosts

Volumes

Pods  File Systems  Policies
@ > Pods > P AZ2POD (prometed)
Size DataReducton Unique Replicaion Snapshols Shared  System  Total
20T 43t01 75426 000 000 4230M 75466
Arrays
Narme Status
wide-15a-pure-01 ® online
Pod Replica Links ~
Local Pod Direction Remote Pod Remote Array
& AZ2POD (promoted) SC2POD PureX50-BCA
Array  Hosts  Volumes  Pods  File Systems  Policies
@ > Pods > f SC2POD (demoted)
Sze DamReducton Unique Replicaon Snapshots  Sharcd  System  Total
20T 186to1 650G 000 000 000 - 6506
Arrays
Neme
Pure-X50-BCA
Pod Replica Links ~
Local Pos Dirsetion Remote Pod
& SC2POD (demoted) AZ2POD

FIGURE 281. Site B Replicating to Site A

The VMs are powered up on the protected Site B.

0 SC2-AZ2-Oracle-SRA-RP

EpiT

MOVE  DELETE  TEST RUN

Summary  Recovery Sleps  lssues

ions  Protection Groups  Virtual Machines

EXPORT STEPS TEsT RUN

Plan status: - Ready

Description: This plan Bgady for test of recovery

Racovery stop Stop started
> %1 Synchrorize storage
[3 2. Restore recovery stie hosts from stanaby
1 3. Suspend non-critical VMs at recovery site
» @ 4. Create wrltable storage snapshot
> 8 5. Configure test natworks

10 6. Power on priority 1VMs

B3 7. Power on pricrity 2 VMs
> @ 8. Power on priority 3 VMs

[ 9. Power on prierity 4 VMs

B 10. Powar on priotity 5 VMs

1)} 2

v ) az2wvcOl.vslab.local
v [ AZ2-DC
& Az2-OraPure
B AZ2-TINTRI-EC609C
B Az20ravvoL

<]

Summary Monitor

Name 7
> [5) sc2wveO3.vslab local & Oracle19c-OL8

G Oracle19c-OL8-RMAN
&7 praciget

& praci9c2

FIGURE 282. Site B VM Status

vmware

B snap-5b032349-OraSC2

VM Templates

Frozen At
Status
@ replicating
Status
@ online
Remot Array staws
idetsarpure.01 ® replicating
ACTIONS Vv
Configure Permissions Files Haosts VMs
e State =
Powered On
Powered On
Powered On
Powered On
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Reprotect needs to be run on Target Site B back to Source Site A to protect the VMs in the reverse direction.

14 SC2-AZ2-Oracie-SRARP o

1 Confirmation options

//
_Reéady to complete

Review your selected settings

Reprotect - SC2-AZ2-
Oracle-SRA-RP <
o
1 Confirmation options~”
-
2 Ready to complete

Name
New protected site OR_Site
Naw racovary site
Sarver connection Connected

Number of VMs 4

5C2-AZ2-Oracle-SRA-RP

Reprotect - SC2-AZ2-
\\ Oracle-SRA-RP

e

Confirmation options

Reprotect confirmation

1_\ RuAnIng reprotact on

New protected site:

the racovery, and the reverse diraction.

DR_Site
New recovery site:  Primary_Site:
server connestion:  Connected

Number of VMs: 4

I undierstand that this operation cannot be uncione

Reprotect options

Reprotect operations include steps to clean up the original datastores and devices. If you are experiencing errors during
cleanup steps, you may choose the force cleanup option toignore all errors and return the plan to the Ready state. If you

use this option, you may need t clean up your storage manually, andl you sheuld run a Test as s0on as possible

Force cleanup

Primary_Site.

Do not ignore cleanup warnings

FIGURE 283. RUN REPROTECT ON SITE B

Once Source Site A is back online, re-run the workflow in planned migration mode, which will reverse the replication direction.

0 SC2-AZ2-Oracle-SRA-RP

EDI MOVE  DELETE  TEST
Summary  RecoverySteps  lIssues  History  Permissions  Protection
ExpoRT STEPS Test R
Plan status: S - Ready

Description:

Rocovery step
> ' 1. Synchronize storage
[ 2. Restore recovery site hosts from staneiby
00 3. Suspend nan-critical VMs at recovery site
> ) 4., Create writable storage snapshot
> & 5. Configure test networks
D 5. Power on priority 1¥Ms
B 7. Power on priority 2 VMs
» [B) 8. Power on priority 3 VMs
@ 9. Power on priority 4 VMs
B 10. Power on priority 5 VMs

Recovery - SC2-AZ2-
Oracle-SRA-RP

Ready to complete

Review your selected settings

1 Confirmation options Nama

Protected site
2 Ready to complete /

Racovery site
Server connection

Number of VMs

Recovery type

FIGURE 284

vmware

RUN

Groups  Virtual Machines

Recovery - SC2-AZ2-
Oracle-SRA-RP

Confirmation options

Recovery confirmation

o

1 Confirmation options

9 the protactad

e

ad site: DR_Site:

Racovery sfie: Primary_site
server connection:  Connected

Number of YMs: 4

I8 1 understand that this process will permanently alter the virtual machines and Infrastructure of both

the protected and recovery datacenters.

Recovery type

$C2-AZZ-Oracle-SRA-RP
OR_Ssite

Primary_Site

Connected

4

Planned migration

. Run Planned Migration from Site B to Site A
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Site A and Site B storage POD status is as shown below:

2 SC2-AZ2-Oracle-SRA-RP  won  weve

Loarn morc
summary  Recovery steps ary Protaction Graups  Virtusl Machines

Plan status:

Oescrpon: tion, ot s I you e faloack th vl mACH oS (10 gnal o, You US: TS ur 1 plr K1 Foptect mc.

21, 7071 900:20 AM

e 2. 20715

021, 2071500 AM

Jure 21, 20215011 A4

June 21, 202150148 AM

o ATBY  Hosts

Mo sia Data Reduction
o7 mem

¥ sueeess

Volumes

Ui
6776

Pods  Flle Systems  Policies

> o SCZROD (promoted)

Replcation.  Snapencts  Shwed  Syztem  Toma
Q00 00 000 - 6176

Arrays
Mame st
/
PureX50-8C8 o oniine

Replica Links ~

o SC2POD fpromoted)

Direction Remots Pod Ramots Array

Az2000 s sapure-01

Anay  Hosts Vol Pods  FloSystoms  Policles
@ > roas > of A29b0 emored
Ste Dmaeoucton upleue  Replcaton  Smapsnots  Shared Tt
0T sl Bue o o0 azom . nas

/
Aays /
. y
wtapuear | ® onine.
Pod Replical L }nj:qs -

/

ocapoa [ orreson Ramots poa st
o A22POD facmotcdh scaron [  wcpiicrng

FIGURE 285. Site A and Site B Storage POD Status

Reprotect needs to be run on Source Site A back to Target Site B to protect the VMs.

4 $C2-AZ2-Oracle-SRA-RP

[

Reprotect - SC2-AZ2-
Oracle-SRA-RP

1 Confirmation options

2 Readyto r.omplete/

- Reprotect - SC2-AZ2-
" Oracle-SRA-RP

1 irmation optiens
™

Ready to complete

Review your selected settin

5C2-A22-Oracle-SRA-RP

New protected site

Primary_Site
New recovery site DR_Site
Server connection

Connected

Number of VMs 4

Confirmation options

Reprotect confirmation

status

® teplicatng

2 Running reprotect on this plan wil commit the resuits of the recovery, and configure protecticn in the reverse direction.

New protected site:  Primary_Site

New resoverysite: DR
Server connection:  Connected
. Number of VMs: 4

\ lundgerstand that this operation cannot be undone.

Reprotect options

Reprotect o

fons include steps to clean up the original datastores and d

5. If you are experiencing errors during

cleanup steps, you may cheose the force cleanup option to ignore all errors and return the plan to the Ready state. If you

use this option, you may neec to clean up your storage manually, and you should run a Test as soon as possible.

Force

Forca cleanup Do not ignore cleanup warnings

FIGURE 286. Run Reprotect on Site A
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The recovery plan steps for Site A are as shown below:

b SC2-AZ2-Oracle-SRA-RP

EDIT MOVE DELETE TEST RUN L1
Summary Recovery Steps Issues History Permissions Protection Groups Virtual Machines
EXPORT STEPS TEST RUN
Plan status: - Ready
Description: This plan is ready for test or recovery

Recovery Step status
> %S 1. Synchronize storage
Eo!. 2. Restore recovery site hosts from standby
[l 3. Suspend non-critical VMs at recovery site
> {§} 4. Create writable storage snapshot
> {§} 5. Configure test networks
6. Power on priofity 1VMs
B 7. Power on priority 2 VMs
> [3) 8. Power on priority 3 VMs
@ 9. Power on priority 4 VMs
B 10. Power on priority 5 VMs

Step Started

FIGURE 287. Recovery Plan Steps on Site A

Single-instance Oracle VM Oracle19¢-OL8 is powered up and connected to protected site network APPS-1614.

B shap-797ecd77-OrasSC2 ACTIONS v
Summary Monitor Configure Permissions Files Hosts VMs
VM Templates
Name el [Feras
_—— - > -
X Lo & Oracle19c-OL8 O @ @& | acrmonsv
<& Oracle19c-0LE_ Y

> TN o

[ Summar: Monitor Configure Permissions Datastores Networks Snapshots Updates
& Oracle19c-OL8-RMAR-..__ ELmarY il E: it

.
- .
& praci9cl o
.
~
2| N i - bit
&% praciac2 . Guest OS Oracle Linux & (64-bit)
- Compatibiity:  ESXI 7.0 U2 and later (VM version 19)
\\\ VMware Teols:  Running, version:11296 (Guest Managed)
\\\ MORE INFO
.
B DNSName:  oraclel9c-ol8.vsiab.iocal
\\\ IP Addresses: 172.16.14.45
Host: sc2esx09.vslab.local

LAUNCH WEB CONSOLE

Launcn remore consoie @ 4 @ B

-
.
VM Hardware
R
SN
> ePu 12 CPU(s)
e
> Memory B [] 128 GB. 1.28 6B memory active
S
> Hard disk 1 S 80 GB
.
.
ST
Total hard disks S 5 hard disks
.
=

> Network adapter 1 \‘< ~ APP5-1614 (connectey

CD/DVD drive 1 Discennected B~
> Video card 8MB

VMCI device Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface

> Other Additional Hardware

Compatibility ESXI 7.0 U2 and later (VM version 19)

FIGURE 288. Oracle VM Oracle19¢c-OL8 Status
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ds

Single-instance Oracle VM Oracle19¢-OL8-RMAN is powered up and connected to protected site network APPS-1614.

8 shap-797ecd77-OraSC2 | actions v

sSummary Monitor Configure Permissions Files Hosts VMs
VM Templates
peme ) & Oracle19c-OL8-RMAN O & @ | acronsv
-
& O.r_ﬂtie'l_gc;OES_ Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
it -~ —_—
~| ~
¢ &1 Oracle19c-OL8-RMAN 2
& praci9el (S .
. Guest OS; Oracle Linux 8 (64-bit)
G praci9c2 ™= Compatiblity:  ESXI 7.0 and later (VM version 17)
e VMwara Tosls: Running, version:11296 (Guest Managed)
\\\ MORE INFO
g DNSName:  oraciel9c-cl8-rman.corp.localdomain
R IP Addresses:  172.16.14.46
- Host sc2esxilvsiab.local
\\\ LAUNCH WEB CONSOLE
e, LauncH RemoTe consoe @ {3 ig T
& )
3
~
\\\
VM'Hard
Hard fware
-
>CPU 8 CPU(s)
0
> Memory S [] 26 B, 5.76 GB memory active
> Hard disk 1 S 100 6B
S
Total hard disks S 5 hard disks

2

>

Network adapter 1

CD/DVD drive 1

v

Video card

VMCI device

Other

Compatibility

D>
______ -
Disconnected

4MB

Device on the virtual machine PCI bus that provides support for the virtua

machine communication interface
Additienal Hardware

ESXI 7.0 and later (VM version 17)

FIGURE 289. Oracle VM Oracle19c-OL8-RMAN Status
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The Oracle RAC cluster prac19¢ VMs are also powered up. The public interfaces are connected to the protected site network
APPS-1614 and private interconnects are connected to the protected site network APPS-1605.

& praclocl 0g e w ACTIONS v
summary  Monitor  Configure  Permissions D Network Updates
Guest OS: Qracle Linux 7 (64-bit)
Compatibiity:  ESXI 7.0 and later (VM version 17)
VMware Tools:  Running, version 11269 (Guest Managed)
MORE INFO
DNS Name: prac19¢cl.vsiab local
IP Addresses:  172.16.14.191
R oner wasleON e VIEW ALL 6 IP ADDRESSES
Hest: sc2esx1C.vslab local
LAuNCH Remore consoLe @
R CRH
VM Hardware
> cPU 12 CPUCs)
> Memory U 128 GB. 16.64 GB memary active
> Hard disk 1 80 GB
Total hard disks 3 hard disks
> Network adapter 1 ¢AFPS-1614 (connecied)
= P
S m————
> Network adapter 2 CAPPS-1605 (cor\ned‘?ﬁ)
N _- =
€D/DVD drive 1 Disconnected L© >

> Video card

VMCI device

> Other

Compatibility

8MB

Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface

Additional Hardware

ESXi 7.0 and later (VM version 17)

Viware Tools:

DNS Nama:
IP Addresses:

LAUNCH WEB CONSOLE

Host:

40BN

LAUNGH REMOTE consoLe (D

VM Hardware

» CPU

> Memory

» Hard disk 1
Total hard disks

> Network adapter 1

> Network adapter 2
CD/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

FIGURE 290. Oracle RAC VMs prac19c Status

& praci9c2 02 @ @ | acronsw~

Summary ~ Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates
Guest OS: Oracle Linux 7 (64-bit)
Compatibility:  ESXi 7.0 and later (VM version 17)

Running, version:11269 (Guest Managed)
MORE INFO

pracigez.vsiab local

17216.14.192

VIEW ALL 5 IP ADDRESSES

se2esxil.vslab.local

12 CPU(s)

[ 128 6B, 1152 GB memory sctive
80 GB

3 hard disks

——
- - -
¢ "APPS-1605 (connectedy

Disconnected
8MB

Device on the virtual machine PCI bus that provides support for the virtua

machine communication interface
Additional Hardware

ESXi 7.0 and later (VM version 17)

More information on running a disaster recovery with array-based replication can be found in the Performing a Planned Migration or
Disaster Recovery By Running a Recovery Plan and SRM User Guide: FlashArray Continuous Replication (ActiveDR) Workflows.
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Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

On-premises Using vSphere Virtual Volumes Storage

This use case focusses on the utilization of Site Recovery Manager with storage-based replication using Pure Storage to provide disaster

recovery on a vVOL level, to both single-instance Oracle VMs Oracle19¢-OL8 and Oracle19¢-OL8-RMAN and Oracle RAC praci19c,
from on-premises Site A to Site B and vice-versa.

Test Recovery Plan

The steps to test a recovery plan, planned migration of a recovery plan, and actual disaster recovery of a recovery plan for vVOLs, are
the same in the case of a storage LUN.

Steps to test the recovery plan SC2-AZ2-Oracle-SRA-VVOL-RP are as shown below:

0 SC2-AZ2-Oracle-SRA-VVOL-RP  cor  wove ouere  rest

Leemmo
Summary  RecoverySteps  lssues  History  Permissions  Frotsction Grousk,  VIrtusl Mecnines
Recovery Plan: e
H Protected St Prmary_Site
< Plan Stots < v stanes
Plon Status: > Resdy [— 2w
This pen ey for tas or recovery JRps— e
s avis
> Recent History avies
oums
o
Tors 2w
Test - SC2-AZ2-Oracle- Confirmation options
RA-VVOL-RP
Test confirmation
1 Confirmation options /_\ Feunning this plan in test made will recover the virtual machines in & test environment on the recovery site.
2 Ready to complete Protected site: Primary_Site
J/./—"/'/ Recovery site: DR_Sile
o Server connection:  Connected
Test - SC2-AZ2-Oracle- Ready to complete — Number ot vz 4
= umber of VMs:
SRA-VVOL-RP

Review you[/selecféa settings.

- Storage options
1 Confirmation options —

o L SC2-AZ2-Oracle-SRA-VVOL-RP Specify whether to replicate recent changes to the recovery site. This process might take several minutes and is only
2 Ready to complete - Protected site Primary_Site available if the sites are connected.
Recovery site DR_Site Replicate recent changes to recovery site
Server connection Connected
Number of VMs 4

Storage synchronization Replicate recent changes to recovery site

FIGURE 291. Test Recovery Plan SC2-AZ2-Oracle-SRA-VVOL-RP for vVOL
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The steps to test the recovery plan SC2-AZ2-Oracle-SRA-VVOL-RP continue as shown below. The test completes successfully.

1 SC2-AZ2-Oracle-SRA-VVOL-RP MOVE cLEANuR Learn more
Summary  RecoverySteps  lssues  History  Permissions  Protaction Groups  Virtual Machines

Recovery Plan: SC2-AZ2-Oracle-SRA-VVOL-RP

ste: Primary_site

DR _Site

/A Test complete VIEW PLAN HISTORY
« Plan status ~ VM status

Plan Status: @ Test complete

Reaciy for Recavery: o wMs

The virtuzl machines heve been recoverad In 2 test envionmaent 2t the recovery site. n Progress

Review the plan history to view any errors or warnings. When you are rezdy to remove

s
the test envirenment. run cieanup on this plan,

2vme

Warning. 0 wMs
> Recent History

owms

owms

3 SC2:AZ2-Oracle-SRA-VVOL-RP mMovE

CLEANUP

Recovery Steps  Issues  History  Permissions  |Protection Groups|  Virtual Machines

summary

Nama 4 y | Protaction Status v | RecoveryStatus v | protection Type 7 | erotactad site v | Recoverysie
(@ sc2-az2-5RM-SRA-VY.. @ Test complate Test complete Virtugl Volumes

Primary_Sie oR_Se
FIGURE 292. Test Recovery Plan SC2-AZ2-Oracle-SRA-VVOL-RP for vVOL Successful
VMs on Protected Site A vWOL datastore OraVVOL are still powered on.
B OravvoL ACTIONS Vv
summary Maonitor Configure Permissions Files Hosts VMs
Name 1 ~  State ~  Status
65 Oracle19c-OL8 Poweree On ~/ Normal
Gl Oracle19c-OLE-RMAN Powered On ~/ Normal
& pracloct Powered On ~ Nermal
[ practoc2 Powered On ~/ Normal

FIGURE 293. Protected Site A VMs Status

Both Oracle VM Oracle19¢c-OL8 and Oracle19¢-OL8-RMAN on Recovery Site B vVOL datastore AZ20raVVOL are powered on with the
|P addressing scheme set per network mappings to test network APPS-1810.

E AZ20raVvVVvoL ACTIONS V

summary Monitor Configure Permissions Files Hosts VMs
Virtual Machines VM Templates
Name 1 v State v Status
N Oracle19¢-0L8 Powered On +/ Normal
£ Oracle19c-OL8-RMAN Powered On +/ Normal
£ pracioct Powered On " Nermal
£ pracioc2 Powered On ~/ Normal

FIGURE 294. Recovery Site B VMs Status
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The Oracle VM Oracle19¢-OL8 is up with IP address 172.18.10.45 and the database vvol19c is up. The alert log for the database shows
no errors. Oracle crash recovery is performed when the database starts up, which is normal and expected.

The Oracle VM Oracle19¢c-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

The storage vVOL-based snapshot is crash-consistent and write-ordering is preserved for each file within a snapshot.

- = e mm———
.iﬁ\OracIech—O e o & @ ACTIONS v & raC‘E‘|9C-OL8-R’MA_N'I 0B e & o
Summary YIMY Configure Permissions Datastores Networks Snapshots Updates summary Monitor \ Configure Permissions Datastores Networks Snapshots Updates
Guest 0S: Oracle Linux 8 (64-bit) Guest OS; Oracle Linux 8 (64-bit)
Compatibility:  ESXi 7.0 U2 and later (VM version 19) Compatibility:  ESXi 7.0 U2 and later (VM version 19)
VMware Tools:  Running, version:11296 (Guest Managed) \  VMware Toels: Running, version:11296 (Guest Managed)
MORE INFO N MORE INFQ
DNS Name:  oraclel9c-ol8.vsiab local DNS Name: oracle19¢-0/8-vvol-rman.corp.localdomain
IP Addresses:  172.18.10.45 Addresses:  17218.10.46
T eI Host: a22esx23 vslab local AUNCH WES consoLE Hest az2esx24.vsiab local
© Managed By:  description Mapaged By:  description
LAUNCH REMOTE CONSOLE DETAILS LauNCH RemoTE consoe @ DETAILS
Q B % ABY
VM Hardware N\ VM Hardware \
> cPU \ 12 CPUGs) > CPU 12 CPUCs)
> Memory E 128 GB, 39.68 GB memory active > Memory D 128 GB, 53.76 GB memory active
\
> Hard disk 1 80GB > Hard disk 1 \lOO GB
Total hard disks § hard disks Total hard disks \5 hard disks
> Network adapter 1 € APPS-II0 (connecied) > Network adapter 1 ¢ APPS-I810 (connected) ™
CD/DVD drive 1 Disconnected < CD/DVD drive 1 Disconnected
> Video card 8MB > Video card 4MB
VMCI device Device on the virtual machine BCl bus that provides support for the VMCI device Device on the virtual maching PCI bus that provides SUpport fr the
virtual machine communication interface virtual machine communication interface
> Other Additional Hardware > Other Additional Hardware
Compatibility ESXi 7.0 U2 and later (VM version 19) Compatibility ESXi 7.0 U2 and later (VM version 19)

FIGURE 295. Recovery Site B VMs Networking Details
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Oracle RAC prac19c VMs on Recovery Site B vVOL datastore AZ20raVVOL are powered on with the public IP addressing scheme set
per network mappings to test network APPS-1810 and the private IP addressing scheme set per network mappings to test network

______ e ———
- -
o P Th N C @&
¢ fipraciocl [N 0D @ & ACTIONS Vv (__._LJ_ EfaC19C|2_ o2 e AcTIONS ¥
Summary Monitor  Configure Permission Datastor Network: Snapshots Updates summary Monitor Configure Permissions. Datastores Networks Snapshots Updates
Guest OS: Oracle Linux 7 (64-bit) Guest OS: Oracle Linux 7 (64-bit)
Compatibllity:  ESXI 7.0 and later (VM version 17) Compatibility:  ESXI 7.0 and later (VM version 17)
VMware Tools: Running, version:11269 (Guest Managed) VMware Teols: Running, version:11269 (Guest Managed)
MORE INFQ X MOREINED %
DNS Neme: praci9clysiab.local DNS Name:  praci9c2.vsiab.iocal
1P Addresses:  17218.10.191 praci9cl P Addresses:  172.1810.192 pracioc2
1P Addresses: IP Addresses:
LAUNCH WEB CONSOLE B ADDHESSES 1721810191 LAUNCH WEB CONSOLE MENALIRARIRESEEN o emiee
1l H lab |
LAUNCH REMOTE coNsoLE (D :‘m Hith :‘128“2_4 yaladioca 192.168.14.191 LAUNCH REMOTE consoLE (@ b:?a o :izf_xzyi:s ERoes 192 168.14.192
/anaged By:  description ke ged By Pt D ASAOTE
DETAILS DETAILS
) =
AED ARBRH
VM Hardware VM Hardware
> CPU 12 CPU(S) > CPU 12 CPU(s)
> Memory [ 128 B, 23.04 GB memery active > Memery || 128 ¢B, 12.5 6B memory active
> Hard disk 1 8068 > Hard disk 1 20 GB
Total hard disks 3 hard dlisks Total hard disks 3 hard clisks
> Network adapter 1 74RPS-1810 (connectedh™ > NEtwork adapter T >
______ _
> Network adapter 2 7. APPS-1809 N Network adapter 2 >
CD/DVD drive 1 Disconnected 2 CD/DVD drive 1 Disconnected
> Video card 8MEB > Video card 3MB
VMC device Device on the virtual machine PCI bus that provides support for the VMl device Device on the virtual machine PCI bus that provides support for the
virtual machine communication interface virtual machine communication interface
> Other Additional Hardware > Other Additional Hardware
Compatibility ESXi 7.0 and later (VM version 17) Compatibility ESXi 7.0 and later (VM version 17)

FIGURE 296. Recovery Site B Oracle RAC VMs Networking Details

As part of testing the recovery plan, the network interfaces of the Oracle RAC prac19c¢ will be changed to the appropriate test network
as defined in the network mappings.

» The VIP and the SCAN IPs have to be changed to the test/recovery network IP scheme in order for the RAC Clusterware to bring up
the RAC services.

» The steps to change the RAC VIP IP address can be found in Oracle 19¢ Clusterware Administration and Deployment Guide.
The steps to change the Oracle private interconnect IP address can be found in the Changing Oracle Clusterware Private
Network Configuration.

» The steps to change the RAC SCAN IP addresses can be found in the My Oracle Support Note How to Update the |P Address of the
SCAN VIP Resources (ora.scan{n}.vip) (Doc ID 952903.1).

» The steps to change the RAC VIP, scan and private interconnect IP addresses are beyond the scope of this paper.
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Site B has Pure Storage protection group r-SC2vVOLPG-Robgn created with the replicated VM vWOLs.

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > @r»SC2v\/OLPG-RcI)qr|
Snapshets
0.00

Members ~ 1410 of 19 > H

Namea

Protection

= vol-Oraclel19c-OL8-5a159813-vg/Config-950eaatd

= wel-Oraclet9c-OLE-5a159813-vg/Data-21920361 Snapshots Policies Protection Groups ActiveDR ActiveCluster

= wol-Orade19¢-OL8-53159813-ug/Data-257192b8

@ > Protection Groups > (@) 1-SC2VWWQLPG-Roban

= wel-Oracle19e-OL8-5a159813-vg/Data- 70128497

Snapshets

= wol-Oracle19c-OL 8-5a159813-vg/Data-d69aeet6 000
= wol-Oracle19c-OL8-5a159813-vg/Data-e7b037b

Members ~
= wol-Oracie19e-OLE-RMAN-9384€0b1-vg/Config 1140721

Namea
= wol-Oracle19c-OL8-RMAN-938400b1vg/Data-06b717ch
= wol-Oracletoc-OLE-RMAN-9384c0blva/Data- 32832875 = wol-Oracle19c-0L8-RMAN-9384e0b1-vg/Data-d05a7191

= wol-Oracle19c-OL8-RMAN-9384e0blvg/Data-920f14e4
et e = vol-Orade18c-OLE-RMAN-9384¢0b1-vg/Data-d5284ai4

= vol-prac19ct-04610dd0-vg/Config-b1127d05
= vvol-pract9cl-04610dd0-vg/Data-04<&24b5
= wol-prac19¢1-04610dd0-vg/Data-Dcana2d3
= vvol-praclacl-04610dd0-vg/Data-2d5b187d
= vvol-prac19c2-d7b7a22d-vg/Config-99ble844
== vvol-praci9c2-d7b7a22d-vg/Data-0bb95d6b

= wvol-pract9c2-d7b7a22d-vg/Data-6cce596f

FIGURE 297. Recovery Site B Protection Group with Replicated VMs
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At the successful completion of the test recovery, perform the cleanup of the test recovery as shown below:

& SC2-AZ2-Oracle-SRA-VVOL-RP

Summary  RecoverySteps  Issues  History

£ Tost compiete
« Plon Status

Plan Status: @ Tost compiate

The virtue! machines have been recovered In a test environment ot the recovery ste

Recovery Plan:  $C2-AZ2.Oracle-SRA-VVOLRP

Permissions  Pratection Groups

» Recent History

Cleanup - SC2-AZ2-
Oracle-SRA-VVO

1 Confirmatios n‘ c;ptw'cms

2 Readly to complete

/_/F?eé’a; to complete

Name

Protected site

L'RE/-”/’ Review your selected settings.

anup - SC2-AZ2-
le-SRA-VVOL-RP

$C2-AZ2-Oracle-SRA-VVOL-RP

Primary_site
Recovery site DR_Site
Server connection Connected
Number of VMs 4

Force cleanup

Do nolignore cleanup warnings

Learn mor

VIEW BLAN WISTORY

ovms

Confirmation options

Cleanup confirmation
c Running & cleanup operation on this plan will remove the test environment end raset the plen to the Ready state.

Protected site: Primary_site

Recovery site: DR_site
Server connection:  Connecled
Number of VMs: 4

Cleanup options

i you are experiencing errors during cleanup, you can choose the Force Cleanup option to ignore all o

plan to the Ready state. If you use this oplion, you might need te clean up your storage manually, and you sheuld run another
test a5 s00n as possible.

orce cleanup

FIGURE 298. Cleanup of Recovery Plan
The cleanup of test recovery is successful.

VMs on Protected Site A vVOL datastore OraVVOL are still powered on. We can see placeholder VMs on recovery Site B powered off.

0 SC2-AZ2-Oracle-SRA-VVOL-RP

EoiT

MOVE DELETE TEST RN Learn me:
Summary History missions rotection Groups  Wirtual Machines.
.
H
H
v Plan Status \ v VM Status
Pian Status: | sresoy " Ready for Recovery: 4V
/ S
// This pian i ready for test or recomery == - awms
\\‘ Success: ovms
i EMK OvMs
=
/ Ir\(nmb\tlt\\\ O VMs
/ ]
v/ S
(@ BCA-SiteC | acnoxs v @ AZ2BEATI | acrows v
Summary Monitor Configure Permissions Hosts VMs Datastores Netwc Summary Monitor Configure Permissions Haosts VMs
virtual Machines VM Templates VApPPS ‘
Name X4 “rated TN v Stetus ——
- A Name T ~ ,svs:e N\ v Staws 4
& Oracle19c-OL8-RMAN 7/ PoweredOn \ / Normal — vi
&7 Oracleige-0LE Powered On " Normal ) Oracle19c-0L8 |/ Powered Ol \ " Normal
@ practee2 \  PoweredOn 1 Noma 0 Oracle19¢-OLB-RMAN | PoweredOff |/ Normal
P &5 1
& pracict A Povered On L Nomal B practSel LY Powsted OF* . X(“Nofwial
£S5 s i praci9c2 owered Off # /' Normal
- &H p WP A
= o S

FIGURE 299. Status of VMs on Protected and Recovery Site
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All replicated VM vVOLs have been deleted from the Pure Storage protection group r-SC2vVOLPG-Robgn.

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > ([§) SC2WOLPG

Snapshots -
16005 M il
Members ~

Namea.

= wol-Oracle19c-OL8-5fce3ald-vg/Conflg-950caafd
= wol-Oraclet9c-OL8-5fce3ald-vg/Data-2192b361
= wol-Oracle19c-OL8-5fce3atd-va/Data-257192b8
= wol-Oracle19¢-OL8-5fce3ald-vg/Data-70f28497

Members ~

= wol-Oracle19¢-0OL8-5fce3ald-vg/Data-d69aeefe

= Wol-Oraclet9e-OL8-51ce3a1d-ug/Data-e 176037k Namea
= wol-Oracle19c-OL8-RMAN-f2df9767-vg/Config-fl407 2fc
= wol-Oradle19c- OLE RMAN {3019767-vg/Data 06077 b = wol-Oracle19c-OL8-RMAN-13df9767-vg/Data-d05a7191
= wol-Oraclet9c-OLE-RMAN-f2d9767-vg/Data-32832875 =
= Wol-Orade19c-OLE-RMAN-3dI#767-vg/Data- 8283275 = wol-Oracle19c-OL8-RMAN-f2df9767-vg/Data-d5284af4

= wol-Oracle19c-OL3-RMAN-f2dfa767-vg/Data-920fided
= wol-prac19c1-80¢766ce-vg/Contig-b1t27d05
= wol-praclocl-90¢766ce-vg/Data-04c634b5
= wol-praclacl-290¢766¢e-vg/Data-Ocaaazd3
= wol-pract9cl-90c766ce-vg/Data-2d5b187d
= wol-prac1oc2-41059974-vg/Config-99b1e844
= wWol-pracioc2-41059974-vg/Data-0bb95deh

= wol-prac1oc2-41059974-vg/Data-6cce 5961

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > @ r-SC2vWVOLPG-Robgn

Snapshots o
0.00 7

Members ~

Namea

No members found.

FIGURE 300. Recovery Site vVOLs Status

More information regarding testing a recovery plan with vSphere Virtual Volumes can be found in the Testing a Recovery Plan and
SRM User Guide: Configuring Site Recovery Manager vVVol-Based Storage Policy Discovery.

vmware
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Run Recovery Plan for Planned Migration

The steps to run a planned migration of a recovery plan for vVOLs are the same in the case of a storage LUN.

Steps to run a planned migration of recovery plan SC2-AZ2-Oracle-SRA-VVOL-RP are as shown below:

[ SC2-AZ2-Oracle-SRA-VVOL-RP

EDIT  MOVE  DELETE  TEST RUN

Learn me:
Summary  Recovery Steps  Issues  Hisiery  Permissions  Protection Groups  Virtual Machine}

Recovery Plan: §C2-AZ2-Oracle-SRA-VVOL-RP
Protected St Primary_Site

~ Plan Status

S eane
Plan Status: 3 peaty R s
This plan is ready lor lesl or recovery In Progress: 0 WM
e .
e 0w
Recovery - SC2-AZ2- Confirmation options

Oracle-SRA-VVOL-RP
Recovery confirmation
1 Confirmation options’

o RURRIng this plan in recovery mode will attempt to shut down the VMs at the protected site and recover the VMs ot the recovery site.

Protected site: Primary_Site
Recovery site: DR_Sile
Server connection:  Connecled

Number of VMs: 4

I undierstand that this process will permanently alter the virtual machines and infrastructure of both
the protected and recovery datacenters.

Recovery type

@ Planned migration
R

& recent changes
replication must be

covery site and cancel recovery if errors are encountered. (Sites must be connected and
3)

Disasler recovery

Attempt to replicate recent changes to the recovery site, but otherwise use the most recent storage synchronization date.
Continue recovery even if errors are encounterec

FIGURE 301. Planned Recovery Use Case
The summary of the planned recovery is as shown below:

Recovery - 5C2-AZ2- Ready to complete
Oracle-SRA-VVOL-RP

Review your selected settings.

1 Confirmation options

Name SC2-AZ2-Oracle-SRA-VVOL-RP
2 Ready to complete Protected site Primary_Site
Recovery site DR_Site
Server connection Connected
Number of VMs 4

Recovery type Planned migration

FIGURE 302. Planned Recovery Summary

vmware
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Planned migration of recovery plan SC2-AZ2-Oracle-SRA-VVOL-RP is successful.

Protected Site A vWOL VMs are powered off and Recovery Site B vVOL VMs are powered on.

3 SC2-AZ2-Oracle-SRA-VVOL-RP

Summary  ecoverySteps  lssues  History

Recovery Plan:  SC2-AZ2-Oracle-SRA-VVOL-RP
Procsaste o

£\ Your workioads ave not protected. Run reprotect.

v Pian Status v VM Status
Plan Status:

Reasy for Recovery:

In Progress:

> Recent History

M BCA-SiteC ACTIONS v

Summary Monitor Configure Permissions Hosts VMs

m VM Templates | vApps

Datastores

Name 7 v ,smﬁ = S Status

@ orac13cl /' Powered Off \ ' Normal

@ oraclac2 4 Powered Off ‘I ~ Normal

@ Oracle19¢-BM \ PoweredOff | ~ Normal

5 Oracle19c-0L8 \ (Powered ory  Normal
~

Leam more

[Gresrorect

@ AZ2BCATI

Summary Monitor

ACTIONS V

Configure Permissions Hosts VMs

mﬂaﬂ VM Templates VAppRs l

Name T

& Oraclei9e-OL8

G Oracle19c-OL8-RMAN
&7 pract9ct

&7 pract9c2

FIGURE 303. Planned Recovery Successful

v g~ v Stes

/7 Poweredan * / Nermal
! poweredOn \  / Normal
I Powered On 1 ~ Normal
‘\ Powered On I, ~" Normal

\\ P

Recovery Site B vVOL Oracle VM Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined

per network mappings to recovery network APPS-1810.

As in the case of testing the recovery plan, the Oracle VM Oracle19¢c-OL8 is up with IP address 172.18.10.45 and the database vvol19c is
up. The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal

and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

vmware

REFERENCE ARCHITECTURE | 216



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

The storage vVOL-based snapshot is crash-consistent and write-ordering is preserved for each file within a snapshot.

& Oracle19¢-OL8 w7 ACTIONS ¥

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS: Oracle Linux 8 (64-bit)
Compatibility:  ESXi 7.0 U2 and later (VM version 19)

VMware Tools:

DNS Name:
IP Addresses:

LAUNCH WEB CONSOLE Hozt

LAUNCH REMOTE consoLE @ 0 [[._g, 0

VM Hardware

> CPU

v

Memory

v

Hard disk 1

Total hard disks

v

Network adapter 1

CD/DVD drive 1

v

Video card

VMCI device

v

Other

Compatibility

RURNING, versien:11296 (Guest Managad)
MORE INFO

oraclel9c-ol8.vsiab local

172.18.10.45

az2esx23.vsiab local

12 CPU(s)

[] 128 cB, 3.84 6B memory active
80 GB

5 hard disks

emm—————
CAPPS-1810 (connected))
Disconnected

8MB

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface
Additional Hardware

ESXi 7.C U2 and later (VM version 19)

& Oracle19c-OL8-RMAN O3 @ @ | actonsv

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest Oracle Linux § (64-bit)
Compatil ESXi 7.0 U2 and later (VM version 19)

VMware Teels:

DNS Name:
IP Addresses:

H
LAUNCH WEB CONSOLE st

LAUNCH ReMOTE consoLe @ c\ Té

VM Hardware
> CPU

> Memory

Hard disk 1

Total hard disks

> Network adapter 1
CD/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

FIGURE 304. Planned Recovery Site VM Status

Running, version:11296 (Guest Managed)
MORE INFQ
oracleld:

17218.10.48
az2esx24.vslab.local

vol-rman.corp.localdomain

12 CPUGs)
L] 128 eB, 3.84 GB memory active
100 GB

5 hard disks

iy NS
NAEES-.IEIJ (connicﬁdL

Disconnected
4MB

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface
Additional Hardware

ESXi 7.0 U2 and later (VM version 19)

Recovery Site B vWOL Oracle RAC prac19c is powered on with the public IP addressing scheme set per network mappings to recovery
network APPS-1810. The private IP addressing scheme is set per network mappings to recovery network APPS-1805.

&7 prac1oci (a0 R

ACTIONS v

Summary Mgmtor Configure Permissions Datastores Networks Snapshots Updates

Guest OS:
Compatibility:
VMware Tools

DNS Name:
IP Addresses:

LAUNCH WEB CONSOLE

LAUNCH REMOTE CONSOLE @

Rl =R

VM Hardware

> CPU

Memory

Hard disk 1

Total hard disks

Network adapter 1

Network adapter 2

€D/DVD drive 1

Video card

VMCI device

Other

Compatibility

vmware

Oracle Linux 7 (64-bit)
ESXI 7.0 and later (VM version 17)
Running, version 11269 (Guest Managed)

MORE INFO | x
pracl9ct vslab local
172.18.10.191 praci9cl
IP Addresses:
VIEW ALL 3 1P ADDRESSES —
172.18.10.191
az2esx22 vslab local
192.168.14.191
169.254.16.7

12 CPU(s)
[] 128 6B, 896 GB memory active
8o GB

3 hard disks

e " APPS-181G (connec!e(l): 5

= APPEL1E05 (connaciedT™ §
< i

Disconnected

8 wmB

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Additional Hardware

ESXi 7.0 and later (VM versien 17)

VM Hardware \

& prac19c2 [m I R R ACTIONS ¥
Summary Monitor COHNQLII‘E Permissions Datastores Networks SHEDS"\O‘S Updales
—
\
\
Guest OS! Oracle Linux 7 (64-bit)y
Compatibility: ESXI 7.0 and later (VM version 17)
VMware Tools: Running, version:11269 (Guest Managed)
MORE INFO X
DNS Name:  praci9c2vsiab.local
P Addresses:  17218.10.192 pracloc2
\ ViEw ALL 31p ADDRESSES | P Addresses:
LAUNCH WEB CONSOLE \ 1721810192
Host: 2 23 vslab | |
LauncH remoTE consoe @Y FrmsEsveEbecs 192.168.14.192
169.254.0.115

> CPU 12 CPU(s)
> Memory \ [] 128 B, 7.68 GB memory active
\
> Hard disk 1 \ 80 6B
Total hard disks \~ 3 hard disks

> Network adapter 1
> Network adapter 2
CD/DVD drive 1

> Video card

VMCI device

> Other

Compatibility

X _APPS-1810 (connected) . Y

7 T APPS-1805 (connected)” 3
= - -
Disconnected

amB

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface
Adgditional Hardware

ESXi 7.0 and later (VM version 17)

FIGURE 305. Planned Recovery Site Oracle RAC VM Status
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As part of running a planned migration of the recovery plan, the network interfaces of Oracle RAC prac19c will be changed to the
appropriate recovery network as defined in the network mappings.

» The VIP and the SCAN IPs have to be changed to the test/recovery network IP scheme in order for the RAC Clusterware to bring up
the RAC services.

» The steps to change the RAC VIP IP address can be found in Oracle 19¢ Clusterware Administration and Deployment Guide.
The steps to change the Oracle private interconnect IP address can be found in the Changing Oracle Clusterware Private
Network Configuration.

» The steps to change the RAC SCAN |IP addresses can be found in the My Oracle Support Note How to Update the |P Address of the
SCAN VIP Resources (ora.scan{n}.vip) (Doc ID 952903.1).

» The steps to change the RAC VIP, scan and private interconnect IP addresses are beyond the scope of this paper.

Site A has Pure Storage protection group SC2vVOLPG with the original VM vVOLs.

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

= ~
Q@ > Protection Groups € @ SC2WOLPG )
~ -

_—_— -

Snapshots

2987M
Members ~ 1410 of 12 > : Snapshot Schedule
Namea Enabled: False

Create a snapshot on source every 1hours

Retain all snapshots on source for 1 days

wol-Oracle19c-OL8-VVOL-07dfa932-vgfConfig-a8befesf * then retain 4 snapshots per day for 7 more days

vol-Oracle19¢-

OL8-VVOL-07dfag32-vg Data-Obb928b1 x

Replication Schedule

= wol-Oracle19¢-OL8-VVOL-07dfa932-vgy/ Data-18347cb4 X
Enabled: False

= wol-Oracle19¢-OL8-VVOL-07dfa932-g/ Data-deade15f X Replicate a snapshot to targets every 15 minutes
Retain all snapshots on targets for 1days

= wol-Oracle19¢-OL8-VVOL-07dfa9324/g/Data-6057107¢ X then retain 4 snapshots per day for 7 more days

= wol-Oracle19¢-OL8-VVOL-07dfa932}vg/Data-843bbd3d X

= wol-Oracle19¢-OL8-VVOL-RMAN-8¢c012d9-vg/Config-a6c80gfe

-Oracle19¢-OL8-VVOL-RMAN-§cc012d9-vg/Data-87581114 X

VOL-RMAN-BccO12d9-vg/Data-98ab9388 X

-VVOL-RMAN8cc012d9-vg/Data-d70b6e42 X

Targets ~ Hofl 3
Namea Allowed
wdcisa-pure-01 True o
Protection Group Snapshots ~
Name Created
Al
@ SC2WOLPGVasaSyncRGA39ba767 2021:06-22 09:44:59
@ SC2WOLPG.460 20210622 09:44:58

FIGURE 306. Site A Protection Group
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Site B has Pure Storage protection group r-SC2vVOLPG-Robgn created with the replicated VM vVols.

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > [ r-SC2wWWOLPG-Rebgn

Snapshots
000
Members ~ 1100119 > 3
Namea
Protection
= wol-Oracle19¢-OL8-5a159813-vg/Config-950eaafd
= wol-Oraclet9c-OLE-5a159813-vg/Data-2192b361 Snapshots Policies Protection Groups ActiveDR ActiveCluster

= wol-Oracle19¢-0L8-5a159813-vg/Data-257192b8

@ > Protection Groups > ) r-SC2WOLPG-Robagn

= wol-Oracle19¢-0L8-53159813-vg/Data- 70128497

Snapshots
= wol-Oracle19¢-OL8-5a15983-vg/Data-d69aee (s 0.00
= wol-Oracle19c-OLB-5a1508 3vg/Data-eT7bO37b 3
Members ~ M8 0f19 < :
= wol-Oracle19¢-OLB-RMAN.9384e0b1vg/Contig 407 21c
Namea

= wol-Oracle19¢-OL8-RMAN-9384¢0b1-vg/Data-060717¢h

= wol-Oracle1dc-OLE-RMAN-9384e0b1-vg/Data-32832875

= wol-Oracle19c-OL8-RMAN-9384¢0b1-vg/Data-d05a7191 X
= wol-Oracle19¢-OL8-RMAN-9384e0blvg/Data-920f1ded = ol Oradie19e OLE RMAN 5284¢0b1 vg/Data 45284214 %
= wol-pract9c1-04610dd0-vg/Contig-b 127405 X
= vvol-praci9cl-04610dd0-vg/Data-04c634b5 ¥
= wol-pract9ct-04610dd0-vg/Data-Ocana2d3 X
= wvol-praci9cl-04610dd0-vg/Data-2d5b187d X
= wvol-prac19c2-d7b7a22d-vg/Config-98ble844 x
= wol-prac19c2-d7b7a22d-vg/Data-Obb95d6b x
= wol-pract9c2-d7b7a22d-vg/Data-6ece596f x

FIGURE 307. Site B Protection Group with Replicated VMs
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At the successful completion of the planned migration, run Reprotect to protect Site B, which is now the new protected site.

e SC2-AZ2-Oracle-SRA-VVOL-RP  cor  wove

DELETE

Summary  Recovery Steps History  Pe s Protection Groups  Virtual Machines
Recovery Plan: SC2-AZ2-Oracle-SRA-VVOL-RP
- Protectea e Frimary_Site
. -
- Recovery sie: OR_ste
- Descrption

Learn more

A\ Your warkloads are nol protected. Run reproteet.

~ Plan Status. ~ VM Status
Plan Status: @ Recovery complate Ready for Recoverys

The recovery has compleled. Review the plan hislory 1o view any errors or warnings. You can now In Progress:

[ nepnoTeet

/

- / O WMs

0 vms
press Reprotect to configure protection in the reverse direction. Note hat if you plan te failback the
5 2w
virtual machines to the original site, you must first run the plan in reprotect mode, then once protection Sueeens A
is configurad in reverse, you can run the plan in recovery mode Lo failback the virlual machines 1o (he Warning: 0vms
original site.
Error 0 vms
Incomplsta: 0wms
> Recent History

Reprotect - SC2-AZ2~
Oracle-SRA-»/OL-RD

Reprotect - SC2-AZ2-
Oracle-SRA-VVOL-RP

1 Confirmation options SC2-AZ2-Oracle-SRA-VVOL-RP

New protected site

4 §
2 Ready to complete DR_Site

New recovery site Primary_Site
Server connection

Connected

Number of VMs 4

FIGURE 308. Reprotect Site B

The reprotect step to protect Site B is successful.

£ SC2-AZ2-Oracle-SRA-VVOL-RP  toir  wiove

DELETE  TEST RUN

Summary Recovery Steps ssues History Permissions PBrotection Groups Wirt
Recovery Plan: §C2-AZ2-Oracle-SRA-VVOL-RP
= Protected Site: DR_site
= Recovery Site: Frimary_Site
L Description:

~ Plan Status ~ VM Status

Plan Status: - Ready

Ready for Recovery:
This plan is ready for lest or recovery In Progress:
Success:
> Recent History Warning:

Error:

Incomplete:

Tolal: 4 WHs

Confirmation options

Reprotect confirmation

C Running reprotect on this plan will commit the results of the Tecovery, and configure protecion in the reverse direction.

New protected site:  DR_Sile

New recovery tite:  Primary_Sita

Server connection:  Connected

Namber ot bz 4
| undierstand that this operation cannot be undone.

Reprotect options

Reprotect operations include steps te clean up the original datasteres and devices. If you are experiencing errors during
cleanup steps, you may choose the force cleanup option te ignare all errors and return the plan Lo the Ready state. If you use

this oplion, you may need to clean up your storage manually, and you should run a Test as s00n as possible.

orce cleanup

Learn moi

4WMs
0VMs
0VMs
0VMs
0VMs
0 VMs

Tolal 4 ¥Ms

FIGURE 309. Reprotect Site B Successful

vmware
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Run another planned migration to switch the protected site from Site B back to Site A.

0 SC2-AZ2-Oracle-SRA-VVOL-RP  eoir  wove  oriere

Summary  Reco

Recovery - SC2-AZ2- Ready to complete™

Jracle-SRA-VVOL-RP Revieﬂy‘\g,yaﬂfzsgiected settings.

1 Confirmation options _— Name

2 Raaﬁomplele

Protected site
Recovery site
Server connection
Number of VMs

Recavery type

~ VM status

Rasdy for Racavary:

S$C2-AZ2-Oracle-SRA-VVOL-RP
DR_Site

Primary_Site

Connected

4

Planned migration

Confirmation options

Recovery confirmation

o Running this plan in recovery mode will attempt to shut down the VMs at the protected site and recover the VMs at the recovery site.

Protected site: DR_site
Recovery site: Primary_Site
Server connection:  Connected
Number of VMs: 4

| understand that this process will permanently aiter the virtual machines and infrastructure of both
the protected and recovery datacenters.

Recovery type

FIGURE 310. Run Planned Migration from Site B to Site A

Planned migration from Site B to Site A is successful. VMs on Protected Site A vVOL datastore OraVVOL are powered back on and

we see the VMs on Recovery Site B are powered off.

(s SC2-AZ2-Oracle-SRA-VVOL-RP o

Loam more:
Summary ermisio Virtual Machines
voLRP
.
.
N
i Your okt aa not protaciec, A reprotact [ meprorect
~ P stats v vmstats
P Status: Readrtor o
laPromass owws
owus
owus
r— ovus
= o Avme
B
\ \‘\\\
\ g
[ BCA-SiteC | acrions v ~._ (@ AZ2BCAT | acrions v
\ .
Summary Monitor Configure \ Permissions Hosts VMs Summary Monitor Configure Permissions Hosts VMs
i = =
VM Templates | wApps VM Templates | vApps ‘
[omcecrnc | = R ,
\ ~
\ e
et
'* A
[ Neme ¢ v | stee¥ _ ~  Staws Name - Z s s TN v status
8 o = 7
(& Oraclel9c-OLE ,“Powered On "~ +/ Normal P Oraclel9e-OL8 ;7 PoweredOff ~ Normal
N =
@ Oracle19c-OL8-RMAN ! PoweredOn  \  / Normal D Oracket9c-OLE-RMAN Powered Off + Normal
1 = 1
& practgcl ' PoweredOn  ;  ~/ Normal i pracigel \ PoweredOff 1 ~ Normal
\ =
& practoca A PoweredOn 7 Nomal P pracioc2 N Powered Off_# » Normal

FIGURE 311. Planned Migration from Site B to Site A Successful

vmware
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Protected Site A protection group SC2vVOLPG:

Protection
Snapshots Policies Protection Groups ActiveDR
- . = ~
@ > Protection Groups >/ @ SC2vWOLPG J
~
e L I —— S
Snapshots e
765.94 M B
_///
Members ~ 4~ \\
Namea \

= vvol-Oracle19c-OL8-5fce3ald-vg/Config-950eaafd

== vvol-Cracle19c-OL8-5fce3ald-vg/Data-2192b361

= wol-Oracle19¢-OL8-5fce3ald-vg/Data-257192b8

= vvol-Oracle19¢-OL38-5fce3ald-vg/Data-70128497

= vvol-Oracle19c-OL8-5fce3ald-vg/Data-d69acefd

= vvol-Oracle19c-OL8-5fce3ald-vg/Data-e 7b037b

= vvol-Oracle19¢-OL8-RMAN-f3df9767-vg/Config-f1407 2fc
= vvol-Oracle19c-OL38-RMAN-f3df9767-vg/Data-06b717cb
= wvol-Oracle19c-OL8-RMAN-f3df9767-vg/Data-32832875

= wol-Oracle19c-OL8-RMAN-f3df9767-vg/Data-920flded

ActlveCluster

Protection

Shapshots Policies Protection Groups

ActiveDR ActiveCluster

@ > Protection Groups > (@ SC2vWOLPG

Snapshots

Members ~

Namea

= wol-Oracle19c-OL8-RMAN-f3df9767-vg/Data-d05a7191
= wol-Oracle19¢c-OL8-RMAN-f2df9767-vg/Data-d5284af4
= wvol-prac19¢1-90c766¢ce-vg/Config-n1f27d05

= wol-prac19ci-90c766¢ce-vg/Data-04¢c634b5

= wvol-prac19c1-90c766¢ce-vg/Data-0caaaz43

= wol-prac19ci1-90c766ce-vg/Data-2d5b187d

== vvol-prac19¢2-41059974-vg/Contig-29b1c844

= vvol-prac19c2-41059974-vg/Data-0bb95d6b

= wol-prac19c2-41059974-vg/Data-Gcce 5961

FIGURE 312. Protected Site A Protection Group

vmware
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Recovery Site B protection group r-SC2vVOLPG-Robqn:

Protection

Snapshots Policics Protection Groups

~
@ > Protectlon Groups > (@ {-SCZVVOLPG-ROqu)

~

Snapshots S .

Z
10.56 M - 5%,

;/ =
-

A
Members ~

Namea

= vvol-Oracle19¢c-OL8-edeabt41-vg/Contig-950eaatd

== vvol-Oracle19c-OL8-edeaBtd1-vg/Data-2192b361

= vvol-Oracle19¢c-OL8-edeabtd1-vg/Data-257192b8

= vvol-Oracle19¢c-OL8-edeabt41-vg/Data-70128457

= wol-Oracle19¢-OL8-edeabf41-vey/Data-d69aeefd

= wol-Oracle19c-OL8-edeabfdl-vg/Data-eT7b027b

= wol-Oracle19¢-OL8-RMAN-77ea0724-vg/Contig-114072tc
= wol-Oracle19c-OL8-RMAN-77ea0724-vg/Data-06b717ch
= vvol-Oracle19c-OL8-RMAN-77¢a0724-vg/Data-32832875

== vvol-Oracle19c-OL8-RMAN-77¢a0724-vg/Data-92011dc4

vmware

SR ———

ActiveCluster

Protection

Snapshots Policles Protection Groups ActiveDR ActiveCluster

@ > Protectlon Groups > @r—SCQvVOLPG—Robqn

Snhapshots

™
1055 M

Members

Namea

= wvol-Oracle19c-OL8-RMAN-77ca0724-vg/Data-d05a7191

= wol-Oraclc19¢-0OL8-RMAN-77 ca0724-vg/Data-d5284at4

== wol-prac19c¢1-2¢cdc9379-vg/Contig-b1127d05

= wol-prac19ct-2¢dc9379-vg/Data-04c634b5

== wvol-praci9cl-2cdc9379-vg/Data-Ocaaa243

= wvol-praci9cl-2¢dc9379-vg/Data-2d5b187d

= wol-pracioc2-acefc253-vg/Config-99bieg44

= wol-praci9c2z-aeefc253-.vg/Data-Obb95d6b

= wol-pracl9c2-acefc253-vg/Data-6cce596f

FIGURE 313. Recovery Site B Protection Group
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Site A vWOL Oracle VMs Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined as per
network mappings to the primary network APPS-1614.

& Oracle19¢c-OL8 0o @ @& AcTIoNS v
Summary Monitor Configure Permissions Datastores
Guest OS: Oracle Linux 8 {(64-bit)

LAUNCH WEB CONSOLE

LAUNGH REMOTE consoLe

VM Hardware

> CPU

> Memory

Hard disk 1

Total hard disks

Network adapter 1

CD/DVD drive 1

Video card

VMCI device

Other

Compatibility

Cempatibi
VMware Tools:

DNS Name:
IP Addresses.
Hest

AN

Networks

ESXi 7.0 U2 and later (WM version 19)
Running, version:11296 (Guest Managed)

MORE INFO
oraclel9¢-0l8.vsiab.local
172.16.14.45
sc2esx09.vslab.local

12 CPU(S)

[] 128 68,128 GB memory active

80 GB

5 hard disks
o I

RS

~ -

Discennected

amB

Device on the virtual machine PCI bus that provides support for the virtual

APPS-1614 (connected)

machine communication Interface

Additional Harciware

ESXi 7.0 U2 and later (VM version 19)

Snepshots

& Oracle19¢c-OL8-RMAN 00 & @& ACTIONS v
Updates Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots  Updates
Guest OS: Oracle Linux 8 (64-bit)
Compatiblity: ESXI 7.0 U2 and later (VM version 19)
VMware Tools:  Running, version:11296 (Guest Managed)
MORE INFO
DNS Name: oracle19c-o0/8-vvol-rman.corp.locaidomain
IP Addresses.  172.16.14.46
Host: sc2esx12 vslab local

LAUNCH WEB CONSOLE

ainermoreconsoe © & 5 I

,  VMHardware

> cPU

> Memory

> Hard disk 1

Total hard disks

v

Network adapter 1

€D/DVD drive 1

v

Video card

VMCI device

> Other

Compatibility

FIGURE 314. Site A VMs Status

12 CPU(s)
D 128 GB, 1.28 GB memoery active
100 GB
S hard disks
e
¢ APPS-1614 (connecied) ™
~ 7
o o
Disconhette

amB

Device on the virtual machine PCI bus that provides support for the virtual

machine communication interface
Additional Hardware

ESXI 7.0 U2 and later (VM version 19)

Site A vWOL Oracle RAC praci19c is powered on with the Public IP addressing scheme set as per the network mappings to the primary
network APPS-1614 and private IP addressing scheme set as per the network mappings to the primary network APPS-1605.

&7 praci9cl 02 @@ ACTIONS v & praci9c2 02§ @ ACTIONS ¥
Summary  Monitor  Configure  Permissions D Network Snapshots  Updates Summary  Monitor  Configure  Permissions  Datastores  Networks — Snapshots  Updates
Guest OS: Oracle Linux 7 (64-bit) Guest 05 Oracle Linux 7 (64-bit)
Compatib ESXi 7.0 and later (VM versipn 17 Compatibility:  ESXI 7.0 and later (VM version 17)
VMware Tools:  Running, version 11269 (Gua( x VMware Tools:  Running, version 11269 (Gue! X
MORE INFO pracioci MORE INFO
DNS Name: pracioclvsiab.local IP Addresses: DNS Name: pracioc2.vslab.local pracl9c2
IP Addresses:  172.16.14.191 172.16.14.151 IP Addresses:  172.16.14.192 WP Addrassas:
172.16.14192
AUNCH wEB ConsoLE VIEW ALL 612 ADDRESSES < 1721614195 [ ——— ViEw aLLs P aooResses <
LauncH remore consore @ O gt e s ::: :gj LauncH remore consate (@ 1O setesiusieb ocel 1721614195
0 R 5 o 8 192.168.14.192
. 19216814191 Lo
i 169.254.9.115

VM Hardware
> CPU
> Memory
> Hard disk 1

Total hard disks

Network adapter 1

Network adapter 2

CD/DVD drive 1

Video card

WMCI device

Other

Compatibility

vmware

A Y

12 CPU(S)

[ 128 B, 152 GB memory active

80 GB

3 hard disks

Disconnected

gMe

Device on the virtual machine PCI

# TAPPS-1614 (conneciad |
‘

’
~ APPS160S (connected)

machine communication interface

Additional Hardware

ESXI 7.0 and lster (VM version 17}

. VM Hardware

> CPU

> Memory

> Hard disk 1

Total hard disks

> Network adapter 1

Network adapter 2

B €D/DVD drive 1
> Video card
bus that provides suppart for the virtual VMCI device
> Other
Compatibility

FIGURE 315. Site A Oracle RAC VMs Status

12 CPUs)
[ 128 @B, 14.08 GB memory 2ctive
80 GB
3 hard diisks.
P R
# "APP5-1614 (connected) ™
‘

AY

AY

-~ A.PPSVWGCS (cor\ne:hﬁ); 4

Discon

BmB

Davice on ths virtual machine PCI bus that provides support for the virtual

machine communication interface

Additional Hardware

ESXi 7.0 and (VM version 17)
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All Oracle RAC prac19c cluster services are up.

nr
ONLINE
ONLINE
ONLINE
ONLINE

ONLINE

ONLINE
ONLINE

ONLINE

QFFLINE

ONLIN
ONLINE

OFFLINE

N1.lsnr

ONLINE

ONLINE
ONLINE
OFFLINE
mnet rk
ONLINE
ONLINE
OFFLINE

ONLINE
ONLINE

ONLINE

ONLINE

ONLINE
ONLINE

ONLINE

vmware

ONLINE

ONLINE
ONLINE
OFFLINE

(ora.

ONLINE

ONLINE

ONLINE

ONLINE

praclocl
pracidc

pracl8

pracloc

ONLINE
ONLINE

.1
ONLINE
ONLINE

started,
rted,
ELE

n,s

n, HOME=
wcle/ produ
dbhome_1

Open , HOME:

FIGURE 316. Site A Oracle RAC Cluster Services

started,
St

BLE
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Run Reprotect to reprotect the VMs on Protected Site A.

[e SC2-A72-Oracle-SRA-VVOL-RP  eoir  wove  beete Learn more

Summary  Recovery Steps  Issues  History  Parmissions n Groups

hines

Recovery Plan: SC2-AZ2-Oracle-SRA-VVOL-RP
Protectsd Site: R Site

Rocovery St [

1yt

Descriplion:

A\ Your workloads are not prolected. Run reprotect. [ rePROTECT

~ Plan Status ~ VM Status /

Plan Status: @ Recovery complete Ready for Recovery: owMs
The recovery has completed. Review the plan history o view any errors of warnings. You can now In Progress: 0 VMs
press Reprotect to configure protection in the reverse direction. Note thatif you plan to failoack the.

. = - Suceans: 4VMs
virtual machines to the original site, you must first run the plan In reprotact mode, then once protection
is configured in reverse, you can run the pian in recovery mode to failback the virtual mac! i ovMs
original site
Error: oM
Incomplete: ovMs
> Recent History ‘
otal: 4 VMs
Reprotect - SC2-AZ2- /ﬁ)nﬂrmatlon options
Oracle-SRA-VVOL-RP _—
S " 1
A Reprotect confirmation
1 Confirmation options 2 Running reprotect on this plan will commit the results of the recovery, 2nd configure protection in the reverse direction.

New protected site:  Primary_Site
New recovery site:  DR_Site

Server connection:  Connecled

Reprotect - SC2-AZ2- Ready to complete
Oracle-SRA-VVOL-RP / Numberof VMs: 4

Review your select{gd,séifl’r;gs_

| undlerstand that this operation cannot be undone.

1 Confirmation options $C2-472-Oracle-SRA-VVOL-RP

Reprotect options

2 Ready to complete 4 Flavprotactedistie Primary_Site Reprotect operations include steps 1o clean up the original datastores and devices. If you are experiencing errors during

cleanup steps, you may choose the foree cieanup oplion to ignore all errors and return the plan ta the Reacy state. If you use

New recovery site DR_Site P Steps, y¢ Y P op! g Y you u
this oplion, you may need Lo ciean up your storage manually, and you sheuld run a Test as S0on as possible.

Sarver connaction Connected

orce cleant
Number of VMs. 4
Force cleanup Do notignore cleanup warnings

FIGURE 317. Run Reprotect on Site A

Reprotection of Protected Site A vVOL VMs successful.

[ SC2-AZ2-Cracle-SRA-VVOL-RP o wove  orere  rest S Leamm
Summary story Protection Groups  Virtual Machines
Recovery Plan: SC2-AZ2-Oracle-SRA-VVOL-RP
L Protected Site: Primery_Site
-
- Recovery Site: DR_Site
o Description:
w Plan Status ~ VM Status
Plan Status: > Ready Ready for Recoery N ¢ s
This plan is ready for test or recovery In Progress: O VMs
Success: 0 VMs
> Recent History Warhing: OVMs
Error: O VMs
Incomplete: O VMs

Total: 4 VMs

FIGURE 318. Reprotect on Site A Successful
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As mentioned above, the steps to run a planned migration of a recovery plan for vVOLs are the same in the case of a storage LUN.

More information on running a planned migration of a recovery plan with vVOL can be found in the Performing a Planned Migration
or Disaster Recovery By Running a Recovery Plan and SRM User Guide: Configuring Site Recovery Manager vVol-Based Storage
Policy Discovery.

Run Recovery Plan for Disaster Recovery
The steps to run a disaster recovery of a recovery plan for vVOL are the same in the case of a storage LUN.

The steps to run a disaster recovery scenario of recovery plan SC2-AZ2-Oracle-SRA-VVOL-RP are as shown below:

0 SC2-AZ2-Oracle-SRA-VVOL-RP  tor  move oeere st RuN Leam mo
Summary  Recovery Steps  lssues  History  Permissions  Protection Groups  Virtual Machine
Recovery Plan: - SC2-AZ2-Oracle-SRA-VVOL-RP
. o e Primary_Site
-
= oR_ste
-
~ Plan Status v VM Status
Plan Status: -3 Ready Ready for Recovery: avms
This plan is ready for lest or recovery In Progress: ovms
Success: 0VMs
> Recent History e Bk
Ewan: o vms
incompleta: ovms
olal: 4 vMs
Recovery - SC2-AZ2- Confirmation options
Oracle-SRA-VVOL-RP
Recovery confirmation
1 Confirmation options.
o Running thes plan n vecovery mode villoltempt to shut down the Whts ol the protecled sile and recover the VMs.at the recavery s
A== Protectad site: Primary_Site
Recovery - SC2-AZ2- Ready to complete A
Oracle-SRA-VVOL-RP B voursdiected s BiEE
o Number of VMe: 4
1 Confrastionoations | | understand that this process will permanently alter the virtual machines and Infrastructure of both
P //,/"" Name $C2-A22-Oracle-SRA-VVOL-RP the protected and recovery datacenters,
a— . )
2 Ready to complete Protected site Primary_Site Recovery type
Recovery site DR_Site Planned migration
site and cancel recovary if arrors are encountarec. (Sites must be connected and
Server connection Connected
10 Disaster recovery
Number of VMs 4 ropacet 56 Use the most recent starage synchronization data.
Recovery type Disaster recovery
Forced recovery Do not force recavery

FIGURE 319. Disaster Recovery of Recovery Plan SC2-AZ2-Oracle-SRA-VVOL-RP
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Disaster recovery of recovery plan SC2-AZ2-Oracle-SRA-VVOL-RP is successful. Protected Site A vVOL VMs are powered off and
Recovery Site B vWOL VMs are powered on.

3 SC2-AZ2-Oracle-SRA-VVOL-RP ¢

MOVE  DELETE

Learn more

summary

Recovery Plan: SC2-AZ2-Oracle-SRA-VVOL-RP

Frimary_Stte

Ay Your workloads are ot protected. Run reprotect. [ ReproTECT
~ Blan status

Plan Status:

7l BCA-SiteC | aenions v

- o
------- ) AZ2BCAITY  actions v
Summary Monitor Configure Permissions Hosts VMs i e

Summary Monitor Configure Permissions Hosts VMs
mam VM Templates | vApps |
= Virtual Machines VM Templates VAPPS

Narme 7 v oSaE T~ v

~ Status
o i \ e =
&P Oracle19c-OL8 / Powered Of "y + Normal Name T Ste \\ Status
= r =% &
£ Oracle19c-OLE-RMAN Powered Off  \ + Normal & Oracle19¢-OL8 || Poweredon \ / Normal
1 e 1
£ pracigel \  Powered Off J + Normal (8 Oracle19c-OLE-RMAN | Poweredon <+ Normal
D pracigez ‘\ Pw,eredor;,’ + Notmal G praciget ‘\ Powered On ! ~ Normal
Ty & pracigc2 \powered On </ Normal
b3

FIGURE 320. Disaster Recovery of Recovery Plan SC2-AZ2-Oracle-SRA-VVOL-RP Successful

Recovery Site B vVOL Oracle VM Oracle19¢-OL8 and Oracle19¢c-OL8-RMAN are powered on with the IP addressing scheme defined
per network mappings to recovery network APPS-1810.

As with testing the recovery plan, the Oracle VM Oracle19¢-OL8 is up with IP address 172.18.10.45 and the database vvol19c¢ is up.

The alert log for the database shows no errors. Oracle crash recovery is performed when the database starts up, which is normal
and expected.

The Oracle VM Oracle19¢-OL8-RMAN is up with IP address 172.18.10.46 and the database rmandb is up. The alert log for the database
rmandb shows no errors. Oracle crash recovery is performed when the database rmandb starts up, which is normal and expected.

vmware
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The storage vVOL-based snapshot is crash-consistent and write-ordering is preserved for each file within a snapshot.

& Oracle19¢-OL8 O & & | acmonsv
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
Guest OS! Oracle Linux 8 (64-bit)

LAUNCH WEB CONSOLE

wavnen pewore consore @ ) B3

VM Hardware

» CPU

> Memory

> Hard disk 1

Total hard disks

Network adapter 1

CD/DVD drive 1

Video card

VMCI device

> Other

Compatibility

Compatibility
VMware Tools:

ESXI 7.0 U2 and later (VM version 19)
RUNNING, version:11296 (Guest Managed)

MORE INFO
DNS Name: oraciel9c-ol8.vslab.local
IP Addresses:  17218.10.45

Host: az2esx23.vslab.local

12 CPU(S)

[[] 128 6B, 1152 &8 memory active
80 GB

S hard disks

- oy
£ APPS-1810 (connected
~ . -

—————m

Disconnected
8MB

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface

Additional Hardware

ESX 7.0 U2 and later (VM version 19)

& Oracle19c-OL8-RMAN

Summary  Monitor  Configure  Perm
Guest 05
Compatibility:

VMware Tocls:

DNS Name:
IP Addresses:

Host.
LAUNCH WEB CONSOLE

LAUNCH REMOTE consoLE (D 0 F{?} D‘E

VM Hardware
» CPU
> Memory
> Hard disk 1

Total hard disks.

Network adapter 1

CD/DVD drive 1

> Video card

VMCI device

Other

Compatibility

2 e

ACTIONS ¥

issions  Datastores  Networks  Snapshots  Updates

Oracle Linux 8 (64-bit)

ESXi 7.0 U2 and Iater (VM version 19)
Running, version:11296 (Guest Managed)
MORE INFO
eracleldc-ol8-vveol-rman.cerp.lecaldomain
172.18.10.46

az2esx24.vslab.local

12 CPU(s)
[] 128 6B, 11.52 6B memory active
100 GB

S hard disks

T e
£ APPS-1810 (connect

—-—————

Disconnected
4MB

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Additional Hardware

ESXi 7.0 U2 and later (VM version 19)

FIGURE 321. Recovery Site Oracle VMs Oracle19¢c-OL8 and Oracle19c-OL8-RMAN Status

Recovery Site B vWOL Oracle RAC prac19c is powered on with the public IP addressing scheme set per the network mappings to
recovery network APPS-1810, and the private IP addressing scheme set per the network mappings to recovery network APPS-1805.
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FIGURE 322. Recovery Site Oracle RAC prac19c VMs Status
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As part of running a disaster recovery of the recovery plan, the network Interfaces of the Oracle RAC prac19c will be changed to the
appropriate recovery network as defined in the network mappings.

» The VIP and the SCAN IPs have to be changed to the test /recovery network IP scheme in order for the RAC Clusterware to bring up
the RAC services.

» The steps to change the RAC VIP IP address can be found in Oracle 19¢ Clusterware Administration and Deployment Guide.
The steps to change the Oracle private interconnect IP address can be found in the Changing Oracle Clusterware Private
Network Configuration.

» The steps to change the RAC SCAN |IP addresses can be found in the My Oracle Support Note How to Update the |P Address of the
SCAN VIP Resources (ora.scan{n}.vip) (Doc ID 952903.1).

» The steps to change the RAC VIP, scan and private interconnect IP addresses are beyond the scope of this paper.

In event of real disaster, Site A may not be available. As this use case is a DR exercise, Site A is available in this case. Site A has Pure
Storage protection group SC2vVOLPG with the original VM vWOLs.

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

= =~
Q@ > Protection Groups € @ SC2WOLPG )
~

_—— -

Snapshots
2087M
Members ~ 140 of 12 > H Snapshot Schedule
Namea Enabled: False
Create a snapshot on source every 1hours
Retain all snapshots on source for 1days
- OLBVVOL-07dfa932-vg/Config-a8bercaf X then retain 4 snapshots per day for 7 more days
vol-Oracle19c-OL8-VVOL-07dfag32-vg Data-O0bb928b1 X
Replication Schedule
= wol-Oradle19c-OL8VVOL-07dfag32-vfy/Data-18347cb4 X
Enabled: False
= Wol-Oradle19c-OLEVVOL-07dfa932+4Jg/Datadeadelst % Replicate a snapshot to targets every 15 minutes
Retain all snapshots on targets for 1days
= wol-Oracle19¢c-OL8VVOL-07dfa9324/g/Data-6057107¢ X then retaln 4 snapshots per day for 7 more days
= wol-Oracle19c-OL8/VOL-07dfag32}vg/Data-843bbd3d X
= Wol-Oradle19c-OL8 VVOL-RMAN-84c012d9-vg/Config-a6c809te X
rvol-Oracle19c-OL8VVOL-RMAN-§cc012d9-vg/Data-87581f14 X
vol-Oracle19c-OL8 VVOL-RMAN-Bcc012d9-vg/Data-98ab9388 X
= wol-Orade19c-OL8VVOL-RMAN 8cc012d9-vg/Data-d70b6e42 X
Targets ~ Moft
Namea Allowed
wdcisa-pure-01 True o
Protection Group Snapshots ~
Name Createdv
Al
@ SC2WOLPGVasaSyncRGA39ba767 2021:06-22 09:44:59
@ SC2WOLPG.460 2021:06-22 09:44:58

FIGURE 323. Site A Protection Group with VMs
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Site B has Pure Storage protection group r-SC2vVOLPG-Robgn with the failed-over VM vVOLs.

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > [ r-SC2wWWOLPG-Rebgn

Snapshots
000
Members ~ 1100119 > 3
Namea
Protection
= wol-Oracle19¢-OL8-5a159813-vg/Config-950eaafd
= wol-Oraclet9c-OLE-5a159813-vg/Data-2192b361 Snapshots Policies Protection Groups ActiveDR ActiveCluster

= wol-Oracle19¢-0L8-5a159813-vg/Data-257192b8

@ > Protection Groups > ) r-SC2WOLPG-Robagn

= wol-Oracle19¢-0L8-53159813-vg/Data- 70128497

Snapshots
= wol-Oracle19¢-OL8-5a15983-vg/Data-d69aee (s 0.00
= wol-Oracle19c-OLB-5a1508 3vg/Data-eT7bO37b 3
Members ~ Mn490f1s < :
= wol-Oracle19¢-OLB-RMAN.9384e0b1vg/Contig 407 21c
Namea

= wol-Oracle19¢-OL8-RMAN-9384¢0b1-vg/Data-060717¢h

= wol-Oracle1dc-OLE-RMAN-9384e0b1-vg/Data-32832875

= wol-Oracle19c-OL8-RMAN-9384¢0b1-vg/Data-d05a7191 X
= wol-Oracle19¢-OL8-RMAN-9384e0blvg/Data-920f1ded = ol Oradie19e OLE RMAN 5284¢0b1 vg/Data 45284214 %
= wol-pract9c1-04610dd0-vg/Contig-b 127405 X
= vvol-praci9cl-04610dd0-vg/Data-04c634b5 X
= wol-pract9ct-04610dd0-vg/Data-Ocana2d3 X
= wvol-praci9cl-04610dd0-vg/Data-2d5b187d X
= wvol-prac19c2-d7b7a22d-vg/Config-98ble844 %
= wol-prac19c2-d7b7a22d-vg/Data-Obb95d6b X
= wol-pract9c2-d7b7a22d-vg/Data-6ece596f X

FIGURE 324. Site B Protection Group with Failed Over VMs
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After the successful completion of the disaster recovery exercise, and ensuring that Site A is back operationally, run Reprotect to
protect Site B, which is now the new protected site.

3 SC2-AZ2-Oracle-SRA-VWOL-RP o wove

DELETE Learn mon
Summary  RecoverySteps  lssues  History  Permissions  Protection Greups  Virtual Machines
Recovery Plan: - SC2-AZ2-Oracle-SRA-VVOL-RP
- Protectoa St Prmany._Sie
-
" Recavery Site: oR_site
- Description:
/A Your workloads.are not protected. Run reprotect [ RepROTECT
e
* Plan Status

v VM Status /
Pian Status: @ Recovery complete

Ready for Recovery: T o wMs

,/
The recovery has completed. Review the plan History to view any erors o warnings. You can now 1n Progress: - Qvms
press Reprotact to configure protaction in the revarse direction. Nole that if you plan to failback the "
Success: avms
virtual machines to the ariginal site, you must first run the plan in raprotect moda, th
onfigured 5@, you €an run the plan in recovery mede Lo failback ual werning: Qs
Error: ovms
—
-
Ineompiste: - Qs
> Recent History -
~ Tota 4 VMs

Reprotect - SC2-AZ2- /,.,/"@anirmation options 5
Oracle-SRA-VVOL-RP.

2 Reprotect confirmation

1 Confirmation options 2 Running reprotect on this plen will commit the results of the recovery, and configure protection in the reverse direction,

New protected site: ~ DR_Sile
Reprotect - SC2-AZ2- Ready to complete New recovery site: - Primary_Site
Oracle-SRA-VVOL-RP i

) T Server connection:  Connected
Review your §§Laetédsett\r\gs,
— Number of VMs: 4
1 Confirmation options SC2-AZ2-Oracle-SRAWVOL-RP Iunderstand that this operation cannot be undene.
==
New protected site DR_Site )
2 Ready to complete Reprotect options
New recovery site Primary_Site Reprolect operalions include sleps Lo clean up the original dalaslores and devices. If you are experiencing errors during
CrrT G Connected cleanup steps, you may choose the force cleanup option to ignore all errors and return the plan to the Readly state. If you use
this option, you may need to clean up your storage manually, and you should run a Test as soon as possible.
Number of VMs 4

Force cleanup
Force cleanup Do not ignore cleanup warnings

FIGURE 325. Reprotect Site B VMs

The reprotect step to protect the Site B is successful.

0 SC2-AZ2-Oracle-SRA-VVOL-RP EDIT

MOVE  DELETE  TES RUN Learnm
Summary  RecoverySteps  Issues  History  Permissions  Protection Groups  Virtual Machines
Recovery Plan: SC2-AZ2-Oracle-SRA-VVOL-RP
: Protocted Sitw: OR_Site
. Recovery Site: Primory_Site
L] Description:
~ Plan Status ~ VM Status
Plan Status. > Reacy Ready for ecovery 1 s
This plan s ready for test or recevery In Progress: ovms
Success: ovms
> Recent History o —
Error: ovMs
Incomplete: ovms

Total: 4 VMs

FIGURE 326. Reprotect Site B VMs Successful
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Run a planned migration to switch the protected site from Site B back to Site A.

[ SC2-AZ2-Oracle-SRA-VVOL-RP o wove  oeere  1est un

Lo
Summary Recovery Steos ssues History Permissions Protection Grouss Virtual Machine:
e
H oyt o
- Descrpuon:
« P st st
P st = ey [e—
o
N— -
ove

Confirmation options

Recovery confirmation

o RUNRING this PIAN i recovery Mode will Sttempt to Shut down the VM 5t the Protected Site Bhd Fecover the VMs at the recovery site.

Recovery - SC2-AZ2-
Oracle-SRA-VVOL-RP

1 Confirmation options __—— Name

Ready to complete

Review your selected settings.

Protected site: DR_Site
Recovery site: Primary_Site
Server connection:  Connected
Number of VMs: a

SC2-AZ2-Oracle-SRA-VVOL-RP

| understand that this process will permanently alter the virtual machines and infrastructure of both

the protected and recovery datacenters.

Recovery type

Protected site DR_Site

2 Ready to complete © Planned migration
Recovery site Primary_Site
Server connection Connected Disuster racovery
Number of VMs 4

Recovery type Planned migration

ry site and cancel recovery if errors are encountered. (Sites

FIGURE 327. Planned Migration from Site B to Site A

Planned migration from Site B to Site A is successful. VMs on Protected Site A vWOL datastore OraVVOL are powered back on and we

see the VMs on Recovery Site B are powered off.

3 SC2-AZ2-Oracle-SRA-VVOL-RP EOIT MOVE  DELETE

Lear more
Summary  RecoverySieps  lssues Mty  Pemmissons  ProtectionGrouss  Virtual Machines
Recovery Plan:  SC2-AZ2-Oracle-SRA-VVOL-RP
. s omse
[\ Vour werkioads ars net protectae. Run raprotaeL 3 ResroTECT
. ~ viestats
P statu: ovus
ovs
owws
ovus
| 3 Recent History \ \\\‘ Incomplete; OWMs
v = o avws
Y ORE
Ern
[ BCA-SiteC ACTIONS v\ [ AZ2BCAN ACTIONS
.
Summary Monitor Configure |\ Permissions Hosts VMs Summary Monitor Configure Permissions Hosts VMs
\ A = e
VM Templates ApPS m VM Templates | vApps |
3 J e J
\ ~
\ S
\ ~.
\ ok
[ Neme ¢ V] smed v Staws Neme 1 v Stle = v Status
= e = s
5 Oracleloc-OL8 ,PoweredOn "~ +/ Normal D Oraclelge-0L8 +7 PoweredOff N +/ Normal
Y
&4 Oracletoc OLE-RMAN [ PoweredOn 1+ Normal £ Oraclel9c-OLE-RMAN / Poweredor ) + Normal
& practoct ! PoweredOn ;  / Normal £ precisct ‘\ Powered O 1 +/ Normal
\ - ’
& practoc2 \ Poweredon 7/ Nomal & preciocz V. Powered O+ ~ Normal

FIGURE 328. Site A and Site B VM Status
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Protected Site A protection group SC2vVOLPG:

Protection
Snapshots Policies Protection Groups ActiveDR
-~ ~ N
@ > Protection Groups >/ @ SC2wWOLPG ,
N el =

Snapshots N
765.94 M

Members ~

Namea

= wol-Oracle19¢c-OL8-5fce3ald-vg/Config-950eaaf4

= wol-Oracle19¢c-OL8-5fce3ald-vg/Data-2192b361

= vvol-Oracle19¢-OL8-5fce3ald-vg/Data-257192b8

= wol-Oracle19¢-OL8-5fce3ald-vy/Data-70f28497

= wol-Oracle19¢-OL8-5fce3ald-vg/Data-d69aeef6

= wvol-Oracle19¢-OL8-5fce3ald-vg/Data-e17b037b

= wol-Oracle19¢c-OL8-RMAN-f3df9767-vg/Config-fi4072fc

= wol-Oracle19c-OL8-RMAN-f3df9767-vg/Data-06b77cb

= wol-Oracle19c-OL8-RMAN-f3df9767-vg/Data-32832875

= wol-Oracle19c-OL8-RMAN-f3df9767-vg/Data-920fl4e4

ActiveCluster

Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > (@ SC2wWOLPG

Members ~

Namea

= wvol-Oracle19¢c-OL8-RMAN-f3df9767-vg/Data-d05a7191
= wol-Oracle19¢c-OL8-RMAN-f3df9767-vg/Data-d5284af4
= vvol-prac19cl-90c766ce-vg/Config-b1f27d05

= wol-prac19c1-90c766ce-vg/Data-04c634b5

= vvol-prac19cl-90c766ce-vg/Data-Ocaaa243

= wol-prac19c1-90c766¢ce-vg/Data-2d5b187d

= vvol-prac19c2-41059974-vg/Config-99ble344

= wol-prac19¢2-41059974-vg/Data-Obb95d6b

= wvol-prac19¢2-41059974-vg/Data-6cce 596f

FIGURE 329. Site A Protection Group
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Recovery Site B protection group r-SC2vVOLPG-Robqn:

Protection

Snapshots Policies Protection Groups ActiveDR ActiveClustet
s=za- .
@ > Protection Groups > (@ r-SC2vVOLPG-Roban 2
- - -
Snapshots
10.55 M

Protection

Members ~

Nomea Snapshots Policies Protection Groups ActiveDR ActiveCluster

= wol-Oracle19¢-OL8-edea6i41vg/Config-950eaafs @ > Protection Groups > (@) r-SC2vWOLPG-Robqn

Snapshots
10.55 M

= wvol-Oracle19¢-OL8-edeatf41-vg/Data-2192b361
= wol-Oracle19c-OL8-edea6fd1vg/Data-257192b8
= wol-Oracle19¢-OL8-edea6fd1-vg/Data-70128497 Members ~
= vvol-Oracle19c-OL8-edeabfd1-vg/Data-d69aecef6 Namea

= wol-Oracle19c-OL8-edea6f41-vg/Data-e17b037b

= wol-Oracle19¢c-OL8-RMAN-77ea0724-vg/Data-d05a7191
= wvol-Oracle19¢-OL8-RMAN-77ea0724-vg/Config-fi407 2fc

= \ol- 619¢-OL8- 5 ~vg/ &
= Wol-Oraclet9c-OL8-RMAN-7730724-vg/Data-06b717ch = wvol-Oracle19¢-OL8-RMAN-77ea0724-vg/Data-d5284af4

= wvol-Oracle19¢c-OL8-RMAN-77ea0724-vg/Data-32832875 = wol-prac19¢c1-2¢dec9379-vg/Config-b1f27d05
= wol-Oracle19¢-OL8-RMAN-77ea0724-vg/Data-920flded = wvol-prac19cl-2cdc9379-vg/Data-04c634b5
= wol-pract9ct-2cdc9379-vg/Data-Ocaaaz243
= wvol-prac19cl-2¢dc9379-vg/Data-2d50187d
= wvol-praci9c2-aeefc253-vg/Config-99blesd4

= vvol-pracl9c2-aeefc253-vg/Data-0bb95d6b

= vvol-praci9c2-aeefc253-vg/Data-6¢cce596f

FIGURE 330. Site B Protection Group
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Site A vWOL Oracle VMs Oracle19¢-OL8 and Oracle19¢-OL8-RMAN are powered on with the IP addressing scheme defined per
network mappings to primary network APPS-1614.

& Oracle19¢-0L8 (a < I ACTIONS v & Oracle19¢-OL8-RMAN =N = ] AcTIoNS v
Summary  Monitor  Configure  Permissions D Network napshots  Updates Summary  Monitor  Configure  Permissions  Datastor Network: Updates

Guest 05 Oracle Linux 8 (64-bit) Guest OS: Oracie Linux 8 (64-bit)
Compatibilty:  ESXI 7.0 U2 and later (WM version 19) Compatibiity:  ESXi 7.0 U2 and later (VM version 19y
VMware Tools:  Running, version:11296 (Guest Managed) VMware Tools: Running, version:1296 (Guest Managed)
MORE INFO MORE INFO
DNSName:  oracieldc-olf vsiablocal DNS Name: oracieldc-ol8-vvol-rman.corp.localdomain
IP Addresses: 172161445 IP Addresses:  17216.14.46
8 o =lal Host: 2 12 b,
o Host sc2e5%09.vslab loca aUNCh WES CONSOLE fos sc2esx12 vslab local
5 2 0=
e e ) A B onnsevoreconsoe @ O 3
VM Hardware , VM Herdware 2
> CPU 12 CPU(S) > CPU 12 CPU(s)
> Memory [] 128 6B, 128 &8 memory active > Memory [] 128 68, 128 6B memory active
> Hard disk 1 80 GB > Hard disk 1 100 GB
Total hard disks 5 hard disks Total hard disks S hard disks
lldse o _ e
> Network adapter 1 ’\ APPS-1614 (connectedl) > Network adapter 1 I\ APPS-1614 (connected)
= - = =
) = =
CD/DVD drive 1 Disconnected P CD/DVD drive 1 Discofhetied %
» Video card smB > Video card ave
VMCI device Device on the virtual machin PC| bus that provides support for the virtual VMCI device Device on the virtual machine PCl bus that provides support for the virtual
machine communication interface machine communication interface
> Other Al T > Other Additional Hardware
Compatibility E£5XI 7.0 U2 and later (VM version 19) Compatibility ESXi 7.0 U2 andl later (VM version 19)

FIGURE 331. Site A Oracle VMs Oracle19¢c-OL8 and Oracle19¢c-OL8-RMAN

Site A vWOL Oracle RAC prac19c is powered on with the public IP addressing scheme set per network mappings to primary network
APPS-1614 and the private IP addressing scheme set per network mappings to primary network APPS-1605.

& praciocl o2 & & ACTIONS ¥ pracioc2 D2 @ & ACTIONS v
Summary Monitor Configure Permission: D Network napshots Updates Summary Monitor Configure Permissions. Datastores Networks Snapshots Updates

Guest OS: Oracle Linux 7 (84-bit) Guest OS: Oracie Linux 7 (64-bit)
Compatlbilty:  ESX 7.0 and later (VM version 173 Compatibility:  ESXi 7.0 and later (VM version 17)
VMware Tools: Running, version:11269 (Gue| X VMware Tools:  RUNing, version:11269 (Gue: <
MORE INFO prac‘lgc‘] MORE INFO
DNSName:  praciaclvsiablocal 1P Adaresses: DNSNeme:  pracioc2.vsiab.iocal pracioc2
1P Addresses 1721614191 721614191 IP Addresses: 1721614192 JPAneresiag;
1721614192
T —— VIEW ALL 6 IP ADDRESSES < 172.16.14.196 AT e VIEW ALL § IP ADDRESSES o
t: i2b) st 5 slabiocal
LAUNCH REMOTE consoLe @ HO¥ ScIe3q0an ocn Fziea4193 LAUNCH REMOTE ConsoLe @ T czesxtivaian loch 1721614195
iy il Ly 192.168.14.192
AR 162.168.14.151 A BT 3
N 169.254.9115
169.254.16.7
VM Hardware . VMHaraware H
> CPU 2 CPU(S) > CPU 12 CPUS)
> Memory | 128 GB, 11.52 GB memory active > Memory 128 GB, 14.08 GB memory active
> Hard disk 1 8068 > Hard disk 1 &0 B
Total hard disks 3 hard disks Total hard disks 3 hard disks
= St
> Network adapter 1 # TAPPS 1614 (connectecl™ | > Network adapter 1 ~ RPPS-1614 (connected)™
’ 4
\ 7 AN /7
> Network adapter 2 « APPS-1605 (connected), > Network adapter 2 « APPS-1605 (connected) »
SN LT e D
€D/DVD drive 1 Disconnected BHv CD/DVD drive 1 Disconnected L
> Video card 8mB > Video card ELE]
VMCI device Device on the virtual machine PCI bus that provides support for the virtual VMCI device Device on the virtual machine PCI bus that provides support for the virtual
machine communication interface machine communication interface
» Other Additional Hardware > Other Additional Hardware
Compatibility ESX[ 7.0 and later (VM version 17) Compatibility ESXI 7.0 and later (VM version 17)

FIGURE 332. Site A Oracle RAC prac19c VMs
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All Oracle RAC prac19c cluster services are up.
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FIGURE 333. Site A Oracle RAC pracl19c Cluster Services

vmware

.asmgroup)

pr
pr

Started,
started,
BLE

REFERENCE ARCHITECTURE | 237



Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

Run Reprotect to reprotect the VMs on Protected Site A.

[ SC2-AZ2-Cracle-SRA-VVOL-RP EDIT  MOVE  DELETE

Learn more

History  Permiss ction Groups

Summary Re Machines

Recovery Plan:  $C2-AZ2-Oracle-SRA-VVOL-RP

Protected Sie on_sie
Recovery Site: Brimary_Site
Description

| £ Your workionds are not protected. Run raprotect 3 reproTECT

“ Plan Status VM status /

Plan Status: © Recavery complete Ready for Recovery: i ovvs
The recovery has completed. Review the plan history o view any errors or warnings. You can novr i Promast // ovus
preess Reprotect 1o configure protection in the reverse direction. Note that if you plan to failback the

Succass:

virtual machines to the original site, you must first run the plan in reprotact mode, then once protection 4 VM
is configured in reverse, you can run the plan in recovery mode Lo failback the virlual machines lo the Werning: O VMs
origina ste.

i
Incomplete ovws
> Recent History |
Tow: 4 vis
Reprotect - SC2-AZ2- _-Confirmation options
Oracle-SRA-VVOL-RP
A Reprotect confirmation

1 Confirmatien options 2 Running reprotect on this plan will commit the results of the recovery, and configure protection in the reverse direction.

New protected site:  Primary_Site
New recovery site: DR_site

Server connection:  Connected

Reprotect - SC2-AZ2- Ready to complete
Oracle-SRA-VVOL-RP Number of VMs: 4

Review your selecgg,d-sét’fin gs.

_ B | understand that this operation cannot be undone.
1 Confirmation options __——Tiame SC2-A72-Oracle-SRA-VVOL-RP
] Reprotect options
2 Ready to complete a Newprotectediaite Primary_Site Reprotect operations include steps 1o clean up the original dalaslores and devices. If you are experiencing errors during
cleanup steps, you may choose the force cleanup optien to ignore all errors and return the plan to the Ready state. If you use
New recovery site DR
this option, you may need to clean up your storage manually, and you should run a Test as soon as possible.
Server connection Connected
Numper of VMs 4
Force cleanup Do nolignore cleanup warnings

FIGURE 334. Reprotect Site A VMs

Reprotection of Protected Site A vVOL VMs successful.

0 SC2-AZ2-Oracle-SRA-VVOL-RP  corr  move  briere st RUN

Learn m
Summary Recovery Steps ssues History Permissions Protection Groups
Recovery Plan:  $C2-AZ2-Oracle-SRA-VVOL-RP
: Protected Site: Primary_Site
" Recovery Site: DR_Site
L Deseription:
v Plan Status v VM status
Plan Status: > Ready Ready for Recovery: L B
This plan is ready for test o recovery In Progress: 0 VMs
Success: 0 VMs
> Recent History e J—
Error: 0 wMs
Incomplete: O vMs

Total: 4 VMs

FIGURE 335. Reprotect Site A VMs Successful
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More information regarding running a disaster recovery of a recovery plan with vVOL can be found in the Performing a Planned
Migration or Disaster Recovery By Running a Recovery Plan and SRM User Guide: Configuring Site Recovery Manager vVol-Based
Storage Policy Discovery.

Conclusion

Customers have successfully run their business-critical Oracle workloads with high performance demands on VMware vSphere for many
years. Virtualization of mission-critical databases adds layers of complexity to the infrastructure, however, making common operations
like backup and recovery, cloning, disaster recovery and other day-to-day activities difficult. The most efficient storage operations for
mission-critical databases are offloaded to the storage array.

Concerns that often delay virtualization of business-critical database workloads include:

» Rapid database growth and the need to reduce backup windows to meet performance and business SLASs.

» The size of modern databases makes it harder to regularly clone and refresh data from production to QA and other environments.
» Correct choice of business continuity plan to ensure rapid recovery from significant disruption to the operations

» Correct choice of disaster recovery technology to ensure business needs of RTO and RPO are met

A business continuity plan is a detailed strategy and set of systems for ensuring an organization’s ability to prevent or rapidly recover
from a significant disruption to its operations.

Disaster recovery is an organization’s method of regaining access and functionality to its IT infrastructure after events like a natural
disaster, cyber-attack, or even business disruptions related to the COVID-19 pandemic.

The VMware vSphere platform provides many tools for customers to successfully ensure business continuity and disaster recovery for
their business-critical databases.

VMware Snapshot and VMware Clone are tools that help achieve point-in-time recovery.

VMware Site Recovery Manager, along with VMware vSphere Replication or array-based replication help protect VMs or entire LUN(S)
from partial or complete site failures by replicating the VMs or entire LUN(s) between sites.

VMware Cloud on AWS is an on-demand service that enables customers to run applications across vSphere-based cloud environments
with access to a broad range of AWS services.

VMware Site Recovery brings VMware enterprise-class SDDC disaster recovery-as-a-service to the AWS Cloud.

VMware Cloud Disaster Recovery is an on-demand disaster recovery service that provides an easy-to-use software-as-a-service (SaaS)
solution and offers cloud economics to keep your disaster recovery costs under control.

This solution validates the business continuity and disaster recovery functionality of Oracle Single-Instance and Oracle RAC deployments
using Pure x50 Storage (VMFS & vWOL) at all three below levels at on-premises and/or VMware clouds:
» Business Continuity
- Application level
—VSphere level
- Storage level
 Disaster Recovery
- Application level
- vSphere level
- Storage level
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Oracle Business Continuity and Disaster Recovery on VMware Hybrid Multi-Clouds

The choice of the business continuity or disaster recovery solution to adopt depends on application needs, SLAs, RTO, RPO and various
other factors.

The above business continuity and disaster recovery methods can be summarized in the illustration below:

- Y

) Oracle

Oracle Based Business Continuity
(RMAN / Data Pump elc) / Disaster A" VMWa re
Recovery (Data Guard,

Golden Gate etc) —on all Clouds

VMware Platforms

Instance Oracle Based Business Continulty et e Instance
(RMAN / Data Pump etc) / Disaster
Recovery (Data Guard, ] 1
1 ORACLE - ORACLE CRACLE € ORACLE
e Golden Gate etc) —on all 19‘ s 19‘ 19¢ e
) e

VMware Platforms
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sk — ux nux
. - - - - //

Instance Instance

ORACLE'
unux

Ve ™ 7~ ™ 7~ e aY ~ N
RAC VM RACVM Oracle RAC VM [ RACVM

vSphere Based Business Continuity
(VMware Snapshots/Clones) /
Disaster Recovery (VMware Site
Recovery (VSR) / VCDR)

vSphere Based Business Continuity
(VMware Snapshots/Clones) /
Disaster Recovery (VMware Site
Recovery Manager with
vSphere Replication)

vSphere Cluster vSphere Cluster

vSphere Based Business Continuity

(VMware Snapshots/Glones) / VMware Clouds

Disaster Recovery (VMware Site

Recovery Manager) (AVS, GCVE, OCVS,

l l l l VMware Cloud on

' Storage Based Business De“EMC' etc')

Continuity (Storage Snapshots /

Clones) / Disaster Recovery

Amay based Replication)
VMware vSAN Storage (Block /NFS / Storage (Block / NFS/ VMware vSAN
iSCSI/vVOL) iSCSI/vwVOL)

On-Premises On-Premises VMware Clouds

FIGURE 336. Oracle Business Continuity and Disaster Recovery Summary
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Appendix A Oracle Initialization Parameter Configuration
Oracle Initialization Parameters (Oracle19¢c-OLS8)

* audit_file_dest="/u01/admin/vvol19c/adump’
.audit_trail="db’

*

*

.audit_sys_operations=TRUE

.compatible=12.1.0.0.0

.control_files="+DATA_DG/vvol19c/controlO1.ctl’,’+DATA _DG/vvol19c/control02.ctl’,’+DATA_DG/vvol19c/control03.ctl’
.db_block_size=8192

*

*

*

*

.db_domain="

*

.db_name="vvol19¢’
.db_create_file_dest="+DATA_DG’
.db_recovery_file_dest="+FRA_DG’

*

*

*

.db_recovery_file_dest_size=100G

*

.diagnostic_dest="/u01/admin/vvol19c’

*

.enable_pluggable_database=true

*

.instance_number=1

*

.instance_name="vvol19¢’

*

Jlog_archive_format="%t_%s_ %r.dbf’

*

.open_cursors=1000

*

.processes=2000

*

.parallel_instance_group="vvol19c’

*

.parallel_max_servers=100

*

.pga_aggregate_target=256M

*

.pga_aggregate_limit=6G

*

.remote_login_passwordfile="exclusive’

*

.resource_manager_plan="

*

.result_cache_max_size=4M

*

.Sga_max_size=96G

*

.Sga_target=96G
* thread=1
.undo_tablespace="UNDOTBSOT

*

*

.use_large_pages="only’
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Oracle Initialization Parameters (Oracle19¢-OL8-RMAN)

*.audit_file_dest="/u01/admin/rmandb/adump’
*.audit_trail="db’
*.audit_sys_operations=TRUE
*.compatible=12.1.0.0.0

* control_files="+RMAN_DATA_DG/rmandb/controlO1.ctl’,’+RMAN_DATA_DG/rmandb/control02.ctl’,’+RMAN _DATA _
DG/rmandb/controlO03.ctl’

*.db_block_size=8192

*.db_domain="

*.db_name="rmandb’
*.db_create_file_dest="+DATA_DG’
*.db_recovery_file_dest="+DATA_DG’
*.db_recovery_file_dest_size=100G

*.diagnostic_dest="/u01/admin/rmandb’

*

.enable_pluggable_database=true

*

.instance_number=1

*

.instance__name="rmandb’

*

Jlog_archive_format="%t_%s_ %r.dbf’

*

.open_cursors=1000

*

.processes=2000

*

.parallel_instance_group="rmandb’

*

.parallel_max_servers=100

*

.pga_aggregate_target=256M

*

.pga_aggregate_limit=6G

*

.remote_login_passwordfile="exclusive’

*

.resource_manager_plan="

*

.result_cache_max_size=4M
*.sga_max_size=16G
*.sga_target=16G

*.thread=1
*.undo_tablespace="UNDOTBSOT
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Oracle RAC Initialization Parameters (prac19c¢)

“*AWR_PDB_AUTOFLUSH_ENABLED=true
*.audit_trail="db’

*.audit_sys_operations=TRUE
prac19cl.audit_file_dest="/u01/admin/praci9cl/adump’
prac19c2.audit_file_dest="/u01/admin/praci9c2/adump’
*.cluster_database=true

*.compatible=12.1.0.0.0

*.control_files="+DATA_DG/pracl9c/controlO1.ctl’,’+DATA_DG/praci9c/control02.ctl’,’+DATA_DG/pracl9c/control03.
ctl

*.db_block_size=8192

*.db_domain="

*.db_name="pracloc’
*.db_recovery_file_dest="+DATA_DG’
*.db_recovery_file_dest_size=50G
prac19cl.diagnostic_ dest="/u01/admin/pracloct’
pracl19c2.diagnostic_dest="/u01/admin/pracl9c2’
*.enable_pluggable_database=true
prac1ocl.instance_number=1
pracl9c2.instance__number=2

* log_archive_format="%t_%s_ %r.dbf’
*.sga_max_size=16G

*.sga_target=16G

*.open_cursors=1000

* processes=1000

* parallel_max_servers=100

* poga_aggregate_target=2G

* remote_login_passwordfile="exclusive’
prac1ocl.thread=1

pracl9oc2.thread=2
prac19cl.undo_tablespace="UNDOTBSO"
pracl9c2.undo_tablespace="UNDOTBS02’

*.use_large_pages='only’
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Oracle Initialization Parameters (Oracle19¢c-OL8-Primary)

*.audit_file_dest="/u01/admin/ORA19C/adump’
*.audit_sys_operations=TRUE

*.audit_trail="db’

*.compatible="12.1.0.0.0’

*.control_files="+DATA_DG/controlO1.ctl’,’+DATA _DG/controlO2.ctl’,’+DATA_DG/control03.ctl’
*.db_block_size=8192

*.db_create_file_dest="+DATA_DG’

*.db_domain="
*.db_file_name_convert="+DATA_DG/ORA19CSB’,’+DATA_DG/ORA19C’
*log_file_name_convert="+DATA_DG/ORA19CSB’,’+DATA _DG/ORA19C’
*.db_name="ORA19C’

*.db_unigue_name=’oraloc’

*.db_recovery_file_dest="+DATA_DG’
*.db_recovery_file_dest_size=10G
*.diagnostic_dest="/u01/admin/ORA19C’
*.enable_pluggable_database=true

*.fal_client="ORA19C’

*.fal_server="ORA19CSB’

*.instance_name="oral9c¢’

*.instance_number=1

* log_archive_config="dg_ config=(oral9c,oral9csb)’

*.log_archive_dest_1="location=use_db_recovery_file_dest valid_for=(all_logfiles,all_roles) db_unique_
name=oraloc’

* log_archive_dest_2="service=oral9csb async valid_for=(online_lodfiles,primary_role) db_unique_name=oral9csb’
*log_archive_dest_state_2="ENABLE’

* log_archive_format="%t_%s_ %r.dbf’

*log_archive_max_processes=10

*.job_queue_processes=0

*.open_cursors=1000

* parallel _instance_group="ORA19C’

* parallel_max_servers=100

*.poga_aggregate_limit=6G

*.pga_aggregate_target=256M

* processes=2000
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* remote_login_passwordfile="exclusive’
*.resource_manager_plan="
*.result_cache_max_size=4M
*.sga_max_size=16G

*.sga_target=16G

* standby_file_management="AUTO’
*.thread=1
*.undo_tablespace="UNDOTBSOT

Oracle Initialization Parameters (Oracle19¢c-OL8-Standby)

*.audit_file_dest="/u01/admin/ORAT9CSB/adump’
*.audit_sys_operations=TRUE

*.audit_trail="db’

*.compatible="12.1.0.0.0’

*.control_files="+DATA_DG/stdby_ controlO1.ctl’,’+DATA_DG/stdby_controlO2.ctl’,’+DATA _DG/stdby_control03.ctl’
*.db_block_size=8192

*.db_create_file_dest="+DATA_DG’

*.db_domain="
*.db_file_name_convert="+DATA_DG/ORA19C’,'+DATA_DG/ORAT9CSB’
*log_file_name_convert="+DATA_DG/ORA19C’,'+DATA_DG/ORA19CSB’
*.db_name="ORA19C’

*.db_unigue_name="oral9csb’

*.db_recovery_file_dest="+DATA_DG’
*.db_recovery_file_dest_size=10G

* diagnostic_dest="/u01/admin/ORA19CSB’
*.enable_pluggable_database=true

*.fal_client="ORA19CSB’

*.fal_server="ORA19C’

*.instance_name="oral9csb’

*.instance_number=1

* log_archive_config="dg_ config=(oral9c,oral9csb)’

*.log_archive_dest_1="location=use_db_recovery_file_dest valid_for=(all_logfiles,all_roles) db_unique_
name=oralocsb’

* log_archive_dest_2="service=oral9c async valid_for=(online_logfiles,primary_role) db_unique_name=oraloc’
*log_archive_dest_state_2="ENABLE’
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* log_archive_format="%t_%s_ %r.dbf’
*log_archive_max_processes=10
*job_queue_processes=0
*.open_cursors=1000

* parallel _instance_group="ORA19C’

* parallel_max_servers=100

*. poga_aggregate_limit=6G
*.poa_aggregate_target=256M

* processes=2000

* remote_login_passwordfile="exclusive’
*.resource_manager_plan="
*.result_cache_max_size=4M
*.sga_max_size=16G
*.sga_target=16G

* standby_file_management="AUTO’
*.thread=1
*.undo_tablespace="UNDOTBSOT
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Custom Quiescing Scripts (Pre-Freeze and Post-Thaw)
Example of main script ‘10-freeze-thaw-databasse-vm-snapshot’ that invokes the freeze and thaw routines:

[root@oracle19c-ol8 ~]# cat /etc/vmware-tools/backupScripts.d/10-freeze-thaw-databasse-vm-snapshot
#!/bin/sh

if [[ $1 == “freeze” ]]

then

echo “This section is executed before the Snapshot is created”

su - oracle -c /home/oracle/pre-freeze-script

elif [ $1 == “freezeFail” 1]

then

echo “This section is executed when a problem occurs during snapshot creation and cleanup is needed
since thaw is not executed”

su - oracle -c “echo “Error in Freeze Operation” > /home/oracle/error.txt”

elif [[ $1 == “thaw” ]]

then

echo “This section is executed when the Snapshot is removed”

su - oracle -c /home/oracle/post-thaw-script
else

echo “Usage: /bin/basename $0° [ freeze | freezeFail | thaw ]”

exit 1

fi
[root@oracle19c-ol8 ~]#
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Database Pre-Freeze scripts:

oracle@oracle19c-ol8:vvol19c:/home/oracle> cat pre-freeze-script
#!/bin/bash
export ORACLE _HOME=/uO1/app/oracle/product/19.0.0/dbhome _1

sglplus /nolog <<EOF

conn / as sysdba

alter database begin backup;
exit;

EOF

oracle@oracle19c-ol8:vvol19c:/home/oracle>

Database Post-Thaw scripts:

oracle@oracle19c-ol8:vvol19c:/home/oracle> cat post-thaw-script
#!/bin/bash
export ORACLE _HOME=/uO1/app/oracle/product/19.0.0/dbhome _1

sglplus /nolog <<EOF
conn / as sysdba

alter database end backup;
exit;

EOF

oracle@oracle19c-ol8:vvol19c:/home/oracle>
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