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Migrating Legacy and Non-vSphere Workloads to VMware Cloud Director

Use Case

Many organizations still run at least a piece of their infrastructure on old physical servers or legacy/non-VMware virtualization in
their data centers. The maintenance and day-to-day operations become a more significant challenge every day because of the old
hardware and hypervisors being out of support.

Because of that, these organizations look for possible solutions to deal with it by investing minimal time and money. One of the
many options is to migrate these workloads to a modern and up-to-date virtualization platform.

It makes such migrations an essential part of the Cloud Providers' offerings so they can be competitive and deliver a valuable
service to their tenants.

VMware Cloud Director Availability already offers a migration option for legacy vSphere workloads running on vSphere 5.5U3,
6.0U2, and 6.0U3. [Read more]

Several other tools provide migration capabilities from legacy or non-vSphere sources, but they are usually expensive or have
quite a few limitations when it comes to VMware Cloud Director clouds being the destination.

Note: VCPP partners are charged O points per migrated workload using VMware Cloud Director Availability.

Purpose
This whitepaper aims to present a simple and cost-effective way for VCPP partners to offer a native migration path for non-
vSphere or legacy vSphere workloads to their VMware Cloud Director clouds.

The suggested solution is entirely based on VMware tools and does not require any 3rd party products or licenses.

VMware Products in Scope

Product Purpose

vCenter Converter Standalone Convert and migrate the VMs from the
source non-vSphere or Legacy vSphere
to an intermediate vSphere

vSphere Intermediate for the migration process.
Destination for the vCenter Converter
Standalone conversions and a source
for the VMware Cloud Director
Availability migrations to VMware Cloud
Director

VMware Cloud Director Availability Migrations from the intermediate
vSphere to the destination VMware
Cloud Director cloud under the desired
organization

VMware Cloud Director The destination cloud

Please note that the following products need to run interoperable versions:
- vCenter Converter Standalone with Intermediate site vSphere
« VMware Cloud Director Availability with Intermediate site vSphere and Destination site VMware Cloud Director

To understand more about the supported versions, please refer to the V/Mware Interoperability Matrix.

Scenarios
There are several possibilities when offering a workload migration service from non-vSphere or legacy vSphere sources:

« As a self-service fully operated by the tenant
+ As a fully managed service by the provider

« As a mixed service — part of the operations handled by the tenant and the rest by the Cloud Provider
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Limitations

With Converter Standalone, you can convert physical machines, legacy VMware, and Hyper-V virtual machines. Since there are
several specifics about each machine type, you can find more information about each of the supported sources here.

You can install Converter Standalone components only on Windows operating systems. Converter Standalone supports Windows
and Linux operating systems as sources for powered-on-machine conversions and virtual-machine conversions. You cannot
reconfigure Linux distributions.

You can find more about the supported Operating Systems here.

For any conversion limitations, please check here.

Considerations

To apply any Guest Customization properties on the migrated VM at the destination site, VMware tools need to be installed before
the migration to the tenant organization is initiated. It can be done prior to starting the process while the VM is running at the
source or after it is converted at the intermediate site.

Flow

Physical/Mon-vSphere/Legacy vSphere Source® Intermediate Site G Cloud Provider Cloud

Hypervisor Wware Cloud

irector Avatability
[~ ][ ][] -, & © . oA

Vhiware

ITHA
Ty

* The deployment might vary depending on the source environment and VM type

The steps are as follows:
1. Prepare the destination cloud if it doesn't have VMware Cloud Director Availability running.
Deploy and configure the intermediate site.
Deploy vCenter Converter Standalone and its components accordingly at the source site.
Convert a VM/physical machine to the intermediate site.
Verify all the properties (GuestOS type, version, SCSI controller, etc.) are correctly populated through the vSphere Ul.
(Optional) Power on the VM if needed.
Configure the migration using VMware Cloud Director Availability.

(Optional) If the VM is powered off, perform a manual sync.

© o N o o M WD

(Optional) Configure the Recovery settings - Network configuration (Re-1P), Guest Customization.
10. Initiate the migration.

The non-optional steps are marked with their numbers on the diagram.

Destination Site

Since the intended destination for the converted workloads is VMware Cloud Director, the presumption is that the VMware Cloud
Director cloud (including its organization structure) is already in place. If, for some reason, it is not, please follow the VMware
Cloud Director documentation to set it up properly.

The first mandatory requirement is to have all the VMware Cloud Director Availability appliances deployed and configured at the
VMware Cloud Director cloud.
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You can refer to the VMware Cloud Director Availability Reference Architecture and documentation for specific suggestions and
instructions on how to do it.

The cloud site is ready for migrations when VMware Cloud Director Availability is ready, and its Service Endpoint address is
accessible.

Intermediate Site

The intermediate site can be deployed and managed by the Cloud Provider or by the tenants in their data center. Which option is
more suitable must be determined based on several factors such as cost, available hardware, workload criticality, etc.

The site must run vSphere 6.7U3', 7.0, 7.0U1, 7.0U2, or 7.0U3. There must be at least one existing user with the following
permissions required by vCenter Converter Standalone.

One of the following vSphere licenses should be applied:

vSphere Evaluation license (if the migration is accomplished within 60 days of provisioning the vSphere intermediate site)

vSphere Essentials Plus

vSphere Standard

vSphere Enterprise

vSphere Enterprise Plus

vSphere Desktop
The vCenter address must be accessible from the vCenter Converter Standalone machine.
There are two possible options for the deployment of the Intermediate vSphere environment:

1. A dedicated vSphere per tenant with a VMware Cloud Director Availability On-Premises to Cloud Director Replication
appliance paired to the tenant Organization in the VMware Cloud Director cloud. It can also be a vSphere environment
running at the tenant’s infrastructure and managed by them.

| On-Premises Source | Dedicated vSphere 5 Cloud Provider Cloud 5
! | E v | | VMware Cloud Director ;
i Hypervisor | ' A :
| oot o » | vCenter | Fe==== =i TenantOrg :
| ] ] N=c=-l=c=:lr=c=—F N A i
i ! P EsK ESKI ESXI N Bl ' 5

2. Ashared vSphere with a VMware Cloud Director Availability On-Premises to Cloud Director Replication appliance per
tenant paired to the tenant Organization in the VMware Cloud Director cloud.

On-Premises Source | Shared vSphere | Cloud Provider Cloud |
! i ! v i VMware Cloud Director
i Hypervisor | : | A ; i
! oo » | vCenter | [ » | TenantOrg |
[ | || ==l == =c=_] I R i
! i P EsK ESXI ESK | A s ' !

Option #1 is suitable when the Cloud Provider offers the migration as a self-service or a mixed service. Then the tenants can
control the whole process or just part of it. For example, the deployment and operation of the vCenter Converter Standalone.
Options #2 is suitable when the Cloud Provider offers a managed service because limiting the visibility of tenants only to their
resources in a shared vSphere environment might be challenging.

1 vSphere 6.7U3 is already past End of General Support
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Tip: To optimize the cost accumulated to the Cloud Provider by running the Intermediate site, the converted VMs can remain
powered off and instantly be migrated to the cloud (Cold Migration). It will require a manual sync after the migration is configured
but will allow even a deployment with less compute resources for the Intermediate vSphere environment. It can also utilize a
slower but cheaper storage solution (NFS, for example). However, these deployment decisions should be made only after
considering the number of workloads that will be migrated. Also, this approach might lead to a higher downtime period for the
converted workload.

Deployment steps
These steps must be followed to get the intermediate site ready to accommodate the converted VMs.

1. Deploy and prepare the vSphere infrastructure according to the chosen design (configure networking, storage, etc.).
VVMware Cloud Foundation can be used for automating the deployment process.

2. Deploy the VMware Cloud Director Availability On-Premises to Cloud Director Replication appliance following the steps
provided in the documentation.

3. Runthe initial setup wizard of the newly deployed appliance to pair it with the destination cloud. Use the VMware Cloud
Director Availability Service Endpoint address and Organization administrator credentials (depending on the design, the
credentials should be for a tenant or system Organization).

4. Create a user for vCenter Converter Standalone with at least these permissions.
5. Perform all the network configurations necessary to make the vCenter accessible from the tenant site.

Tip: During the initial setup wizard, consider enabling the Allow access from Cloud setting, which will let you configure the
migration from the cloud site.

Source Site
Because of the various sources supported by vCenter Converter Standalone (see Limitations for more information) and each has
different requirements, there is no recommended architecture for the source site.

The most suitable conversion approach should be determined by the machine (virtual or physical) owner according to its
compliance with the vCenter Converter Standalone requirements and limitations.

For example, it is possible to convert a Hyper-V VM using two methods:
« Powered-off virtual machine conversion
« Powered-on machine conversion

A decision must be made based on the Guest OS distribution, its compatibility with vCenter Converter Standalone, and some other
factors, such as downtime, the need to modify the network configuration, etc.

In case any configuration changes to the Guest OS are required during the migration (such as network reconfiguration, computer
name change, etc.), then VMware tools will be mandatory to be installed. Please refer to the Considerations section for more
information on what is needed.

Automation
Several steps can be automated to reduce the amount of manual work.

1. Shipping the binaries and silent installation of VMware tools. (Link for Windows & Link for Linux)
2. Intermediate site deployment through VMware Cloud Foundation. (Link)

3. OVF Tool to deploy the VMware Cloud Director Availability On-Premises to Cloud Director Replication appliance at the
Intermediate site. (Link)

4. Install vCenter Converter Standalone through command-line. (Link)

Example
In this example, we used Hyper-V running on Windows Server 2016 Standard as a source hypervisor.

The vCenter Converter Standalone is installed on the same host where the Hyper-V service is running.

The intermediate vSphere is dedicated and the VMware Cloud Director Availability On-Premises to Cloud Director Replication
appliance is paired using the Organization Administrator credentials of the ACME tenant Organization. (Option #7)

The VM that is migrated is a powered-off CentOS 7 (64bit) VM.
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Convert a VM using vCenter Converter Standalone
1. Open vCenter Converter Standalone and connect to the local server.

¥ VMware vCenter Converter Standalone X

vmware

VMware vCenter”

Converter Standalone

Welcome to VMware vCenter Converter Standalone

To log in to a server on this local machine, select "Connect to a
local server”. To log in to a remote server, enter the IP address or
host name of the remote Converter server.

@ Connect to a local server

" Enter the IP address or host name of the Converter server.

1P Address or name: [localhost =l
User name: |1AD3-NP-HV-99\Administrator
Password: |

Login Close

2. Select Convert machine.

B VMware vCenter Converter Standalone
File View Task Administration Help

¥ Convert machine | (8 Configure machine | Q
View by: : w Al tasksin ¥ Recent tasks

3.

Chose the source type. In this case it is a powered off VM hosted at Hyper-V. Provide the Hyper-V details.

¥ Conversion

[m] X
Source System
Select the source system you want to convert

Source System Source: none Destination: none
Source Machine
Destination System
Options

Summary |Hyper-V Server ~|

Select source type: ( Powered on  Powered off

Convert a virtual machine from Microsoft Hyper-V Server,

— Specify server connection information

Server:  |locahost -]

User name: |administrator

Password: |eessssse

Help Export diagnostic logs... < Back I Cancel

vmware
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4.  Select the VM.

ﬂ Conversion

m| X

Source Machine
Select the virtual machine you want to convert
Source System Source: (71 localhost Destination: none
Source Machine ) ; :
Destination System Virtual machines avaiable for conversion on the Hyper-V source.
Options Search for name with: | Clear
Surmmary
VM name /| Power state

iad3-np-sample-inux-96

@ iad3-np-sample-vm-98 Running

Refrash View source details...

Help Export diagnostic logs... < Back Cancel |

5.  Provide the intermediate vCenter details - URL and credentials.

H Conversion

Destination System
Select a host for the new virtual machine

Source System Source: [§1 iad3-np-sample-inux-96 on localhost Destination: none
Source Machine
Destination System Select destination type: IVMware Infrastructure virtual machine -l

Destination Virtual Machine
Destination Location
Options

Summary

Creates a new virtual machine for use on a YMware Infrastructure product.

VMware Infrastructure server detais

Server: |iad3-np—\rc100.cloudhappens.lom\ ﬂ

User name: |cnn\re rter@vsphere.local

Password: |eesesess|

Help Export diagnostic logs... < Back Cancel |

vmware
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6. Choose the destination folder where the VM will be placed.

B Conversion

m| x
Destination Virtual Machine
Select the destination VM name and folder
Source System Source: [§) ad3-np-... Destination: W iad3-np-sample-linux-96 on iad3-np-vc100.cloudhappens.local (VM...
Source Machine
Destination System Name: |iad3—np—5amp|e—hnux—96
Destination Virtual Machi
Destination Location Inventory for: ad3-np-vc100.cloudhappens.local Search for name with: | Clear
25:(:‘:"? [ iad3-np-vc100.coudhappens.local VM name ! |P0WEF5GtE
= [ Ashburn [12 VMs] {31 DESKTOP-6T941JF Powered off
-4 rter [1 VMs]
¥ Discovered virtual machine
£ veo
I 2|
s I LI Refresh

Help Export diagnostic logs... < Back Cancel |

7. Specify the Resource pool, Datastore and Hardware version.

¥ Conversion

[m] X
Destination Location
Select the location for the new virtual machine
Source System Source: (31 @d3-np-.. Destination: ¥ ad3-np-sample-inux-96 on iad3-np-vc100.cloudhappens.local (VM...
Source Machine .
Destination System Inventory for: iad3-np-vc100.cloudhappens.local Total source disks size: 15 GB
Destination Virtual Machine = —Datastore
Destination Location EE% gh ?::,r; 01
Options o NFS [~}
Summary @ 172.20.55.101 @
172.29.55.102 vsanDatastore P
172.29.55.103 T '. NFS.
@ ACME-VDC-01 (cb969c07-2586-41ed-9dd | ''P°
@ converter ~ Virtual machine version
@ Management
@ System vDC (333f8e78-5daa-49e5-8a46-1 [Version 14 =]

4 | jia|

Refresh

Help Export diagnostic logs... < Back Cancel |

vmware
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8. Configure the Disk controller and any other settings that might needs to be changed. If other source type is used, some

GuestOS customization options like installing VMware Tools might be available.

) Conversion ] X

Options
Set up the parameters for the conversion task

Source System Source: (§1 iad3-np-sample-inux... Destination: ¥ iad3-np-sample-linux-96 on Converter (VMware vCent...
Source Machine
Destination System
Destination Virtual Machine

Click on an option below to edit it.

Destination Location Canent settngs: ) Memory  Other I (X
o_p_m" R w Data to copy  Edit
Summary Copy type: Disk-based ~CPU Settings
VirtualDisk1: 15 GB 2
Number of virtual sockets: |1 vI
v Devices Edit
VCPUs: 1 (1 sockets ... Number of cores per socket: [T ~|
Dﬂtaﬁm‘;rm... Total number of cores: 1
= Hetwor;s Edit Changing the virtual CPU configuration after the guest operating
/4 system is installed might cause the virtual machine to become
NIC1: VM Network unstable.

v [\ Advanced ... Edit /i, The modified virtual CPU configuration might not comply with the
Power on destinatio... licensing policy of the guest operating system.
Install VMware Tools...
Customize Guest OS... Disk controller: |SCSI LSI Logic vI
A\ Reconfigure: N/A
w Throttling Edit
CPU: None
Network bandwidth:...

Help Export diagnostic logs... < Back Cancel l

9. Finalize the wizard and start the conversion.

) Conversion (m] X

Summary
Review the conversion parameters

Source System Source: (31 ad3-np-sample-inux... Destination: ) @ad3-np-sample-inux-96 on Converter (VMware vCent...
Source Machine
Destination System Source system information 3|
Destination Virtual Machine Source type: Hyper-V
Destination Location Name/IP address: localhost
Options Connected as: administrator
Summary VM name: iad3-np-sample-linux-96
CPU throttling: None
Network throttling: None
Virtual machine name: iad3-np-sample-linux-96
Hardware version: Version 14
Host/Server: iad3-np-vc100.cloudhappens.local
Connected as: administrator@vsphere.local
VM folder: Converter
Resource pool: Converter
Power on after conversion: No
Number of vVCPUs: 1 (1 sockets * 1 cores)
Physical memory. 4GB
Network: Preserve NIC count
NIC1 Connected
VM Network
Disk controller type: SCSILSI Logic —
Storage: Disk-based cloning
Number of disks: 1
Create disk 0 as: Thick provisioned disk [vsanDatastore]
Configuration files datastore: vsanDatastore

Help I Export diagnostic logs... < Back

vmware

WHITE PAPER | 10



Migrating Legacy and Non-vSphere Workloads to VMware Cloud Director

10. Monitor the conversion status.

B Viware vCenter Converter Standalone
Fie View Task Admnstaton Heb
) Convert machine {3 Configure machne ()

Viewby: ¥ Tasks Show: ¥ Al tasksn ~ Recent tasks

Task ID [ 106 D | sourcs | Destraton | status | start tme End tme
»3 3 . Bd3-np-vc100.. ~ Completed  1/6/2023 4:54. 1/6/2023 4:57 AM

¥ Completed

Tyoe: Convert wrtual machne or bacup image 1/6/2023 4:57 AM  Completed clonng disk C:\Users\P\ VVrtual Hard Je-inLx-96.vhix on the vitiial machine ‘ad3-np-samp.
Created: 1/6/2023 4:54 AM by Administrator 1/6/20234:54 AM  Starting to done disk C:\Users\Public\Documents\Hyper-V\Virtual Hard Disks\iad3-np-sample-inux-56.vhdx on the vitual machine “ad3-np-sample
Status: Completed 1/6/2023 4:54 AM  Completed cloning NVRAM fi on the vitual machine ‘isd3-np-sample-Inux-96",

Started: 1/6/2023 4:54 AM 1/6/2023 4:54 AM  STartng to done NVRAM fil on the witual machine ‘ad3-np-sample-inu96',

Completed 1/6/2023 4:57 AM 1/6/2023 4:54 AM  Task: Convert witual machine.

Running teme: 2 miutes

Average tansfer rate: 905 MB/s

1. Once completed, navigate to the intermediate vCenter Ul and verify the VM details. Perform any necessary changes. In
this case | had to manually update the GuestOS and GuestOS version as they appeared as Other.

& iad3-np-sample-linux-96 ] & H © ACTIONS ~

Summary Monitor Configure Permissions Datastores MNetworks Updates

Guest OS: Other (32-bit)
Compatibility: ESXi 6.7 and later (VM version 14}
VMware Tools: Not running, not installed

Powered Off More info
DNS Name:
IP Addresses:
Host: 172.29.55.101

Launch Remote Console @
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Migrate a converted VM using VMware Cloud Director Availability

1. Open the VMware Cloud Director Availability Ul and click on New migration. It can be done through the VMware Cloud
Director Availability Plug-in for vSphere, VMware Cloud Director Plug-in for VMware Cloud Director or directly through
the VMware Cloud Director Availability portal. In this case we use the vSphere Plug-in.

2. Select the VM(s) to be migrated.

New Outgoing Migration Source VMs

Select VMs to replicate from: IAD3-NP-VC100.CLOUDHAPPENS.LOCAL

1 Source VMs
a Group VMs to a single vApp

O w r cPU Memory Disk capacity

L [ 1eUS TSR LU U TS AU HuUUn zowu oo

D (& lad3-np-nsxv104 4 16.00 GB 60.00 GB

B & iad3-np-sample-linux-96 1 4.00 GB 15.00 GB

[] & iad3-np-vedi0s 2 12.00 GB 112,00 GB

O & iad3-np-veda-110 8 8,00 GB 10.00 GB

O G iad3-np-veda-120 8 8,00 GB 10.00 GB

O @& iad3-np-veda-mgmt-107 2 4.00 GB 10.00 GB

D L:_I' iad3-np-veda-on-prem-97 B 4,00 GB 10.00 GB

1 DESELECT ALL tems per page 20 1-19 of 19 results

/A ©ne or more of the selected VMs are powered off.
The replication traffic will not start until the VMs are powered on or the user synchronizes the replication
manually.

CANCEL NEXT

3. Choose the destination VDC and Storage policy.

New Outgoing Migration Destination VDC and Storage policy

Select a virtual data center from Londen-Cloud to be used as replication target:
1 Source VMs

T Used Used ‘Ongoing

2 Destination VDC and Storage policy R CoE-d memory storage R Guata replications
O [Facme. oM 0008 48.08 GB 1 Unlimited o
il | ltems per page 20 1-10f 1results

Storage policy
Select the new storage policy placement for the recovered VMs @

Name r Encryption capability Used T Limit T
© vsAN Default Storage Policy No 4808 GB Unlimited
VM Encryption Policy Yes 0.00B Unlimited
O | Any No 0.00B Unlimited
items per page 20 1-30f 3 results

CANCEL BACK NEXT

4. Specify any additional settings if needed and finalize the Migration configuration.
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5. Monitor the progress. If the VM is powered off, perform a manual Sync when the migration is ready.

@) New protection

(3> New migration

¢* Fast migration Sy nc iad3-np-sample-linux-96

Settings
&} Replication settings

You are about to manually create an instance for the selected replications.
(= Disk settings

B change storage policy

This will reschedule the next automatic instance with regard to the RPC settings.
Instances

5 sync
00 Pause A 1 of the affected virtual machines are powered off.
The operation may take a long time and meanwhile these virtual machines will
Recovery be inaccessible.

3 Recovery settings

¢3; Migrate
g Failover
CANCEL SYNC
@ Test
[ Delete replication

6. While the synchronization is performed, configure the Recovery settings if needed. In this example, we change the

network adapter configuration and the computer name.

Recovery settings

iad3-np-sample-linux-96

Migrate/failover Test

@ Networks

[ @ During recovery VCDA will use the original NICs configuration. Customize NIC(s) if specific scenarios are required during recavery.

@ Nics vApp

N\ Guest customization B iod3np-sample-linux-96

@ iad3-np-sampl...

4 jad3-np-sample-linux-96

[ IP MODE ALL NICS ] [ NICS

. ] [ MACS

+ nic 0 ( ACME-ISOLATED  + |
Status Connect At Power On
state (D © Primary nic
MAC Address 00:50:56:97:d9:7c v
IP Address Static - IPPO ~ /

ANCEL APPLY

vmware
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Recovery settings | iada-np-sample-iinux-96

Migrate/failover Test

@ Networks @ The computer name and network settings configured for the VMs are applied to its Guest OS when the VM is powered X
@ Nics (S):rne of the VMs below require Guest Customization enablement due to NICs configuration.
4\ Guest customization [ uest customizaTions
v (3 iad3-np-sample-linux-96 Activated C’ Use source settings.
~ General
Guest customization @) () Activated

Computer name

Change SID @ (I Deactivated
> Password Reset

> Join Demain (Applicable for Windows VMs)

APPLY

7. After making sure the manual/initial synchronization is completed, start the Migration by clicking Migrate. You can also
test the migration prior to migrating the VM.

Migrate Migrate Settings

Select configuration for the recovered VMs
1 Migrate Settings
Power settings
Power on recovered VMs

Network Settings
° Apply preconfigured network settings on migrate

(O Connect all VMs to network

VDC compute and sizing policies
Select a VM placement and sizing policy to be applied to the recovered virtual machine.

VDC VM placement policy ~ None

VDC VM sizing policy  None

[@ The selected settings will be used during the recovery operation without changing the current policy settings of the replication

A\ Al source VMs will be powered-off after successtul recovery.
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Migrating Legacy and Non-vSphere Workloads to VMware Cloud Director

8. Monitor the migration status.

Outgoing Replications
’ Show details Grouping
v @ & ALL ACTIONS ,, toroLocy | instances | resources | [ mvace [ EEE
M T vApp SLA profile T RPO Recovery state Replication type T Overall health ) 4 Last changed
@ iad3-np-sample-linu. (% 8 iad3-np-sample-linu.. (% A @24n © Failed-Over @ Migration @ Green 1/6/2023, 3:43:52 PM
1 (] DESELECT ALL  RESET COLUMNS ftems perpage 20 1-10f 1 resuits
[ Details [¥] Tasks [ Traffic & Disk usage @ RPO Violations
& iad3-np-sample-linux-96 & @ Converter-Intermediate Source o London-Cloud Destination
RPO ®24n VM & 1ad3-np-sample-linux-96 Organization # ACME
Retention policy Keep latest instance only vApp & lad3-np-sample-linux-96 vie (B AcMe-vDC
Compression Activated Replication state @ Healthy Latest instance None
Quiescing Deactivated Recovery state ® Failed-Over
Overall health © Green Recovered VM @& iad3-np-sample-linux-96
Optimized reverse 113/23, 3:44 PM Recovered vApp # iad3-np-sample-linux-96
Storage policy VSAN Default Storage Policy
VM placement policy None

9. Ifit finishes successfully, the migrated VM will appear under the destination Organization resources in VMware Cloud
Director.

< Al Virtual data centers

i Compute
vApps
Virtual Machines
Alfinity Rules

@ Networking
Networks
Edges

2 storage
Named Disks
Storage Policies

@ Settings
General
Metacata
Sharing

Kubernetes Policies

1722855105 = Organization: ACME

Virtual Machines
Find by: Name
2 Virtual Machines

Expirea No x

MEW VM

iad3-np-sample-linux-96

BADGES

ACTIONS w

DETAILS

ACME-VDC

ADVANCED FILTERING

Clear sl filters

DESKTOP-6T94JJF

Moo Wiasws 19 (545

= 2
' 1me8

BADGES
ACTIONS v DETAILS

Sort by: Creation Date

O Muttiselect

10. The migration is completed! Make sure the VM is running properly, and all the desired settings are in place.

vmware
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Summary
Even though the flow requires multiple manual steps, most are trivial and require no special knowledge. Following the
documentation is sufficient for the successful completion of the tasks. Still, some of them can be automated to reduce the amount

of manual work.

The combination of vCenter Converter Standalone and VMware Cloud Director Availability is a practical and efficient solution for
migrating workloads from legacy or non-vSphere environments to VMware Cloud Director clouds with minimal effort. It can take
just a few hours to successfully migrate and power-on a workload in the VMware Cloud Director cloud.

The cost-effectiveness of this solution is also a fact that should be considered (O points per migration).

Update History

Revision Description

Feb 2023 Initial version.
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