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Executive summary 
In this paper, we give AI/ML training workload performance test results for the VMware vSphere virtualization 
platform using multiple NVIDIA A100-80GB GPUs with NVIDIA NVLink; the results fall into the “Goldilocks Zone,” 
which refers to the area of good performance with virtualization benefits.  

Our results show that several virtualized MLPerf Training1 v3.0 benchmarks’ training times perform within 1.06% 
to 1.08% of the same workloads run on a comparable bare metal system. Note that lower is better.  

In addition, we show the MLPerf Inference v3.0 test results for the vSphere virtualization platform with NVIDIA 
H100 and A100 Tensor Core GPUs. Our tests show that when NVIDIA vGPUs are used in vSphere, the 

workload	performance measured as queries served per second (qps)	is	94% to 105% of the performance on the 
bare metal system. Note that higher is better. 

Introduction 
VMware vSphere provides easy management and fast workload processing using NVIDIA vGPUs, device groups 
connected by flexible NVLinks, and other vSphere virtualization technologies to leverage AI/ML infrastructure for 
training, inference, and graphics. Virtualization lowers the total cost of ownership of an AI/ML infrastructure by 
requiring less hardware. 

Our tests show results that are in the “Goldilocks Zone,” where you get the best of both worlds: bare metal 
performance and ease of data center management with cost savings. 

This technical paper highlights the power of NVIDIA GPUs connected with NVLink in vSphere 8.0.1 used for 
AI/ML training and inference workloads. Our performance numbers are published in the MLPerf Inference 
benchmark results for v0.7, v1.1, and v3.0. We’re the only virtualization platform to do so. 

Note: Our performance results for MLPerf Training v3.0 were not verified by the MLCommons Association. 

VMware, Dell, and NVIDIA achieved performance close to or higher than the corresponding bare metal 
configuration with the following setups: 

• Dell PowerEdge XE8545 server with 4x virtualized NVIDIA SXM A100-80GB GPUs  

• Dell PowerEdge R750xa with 2x virtualized NVIDIA H100-PCIE-80GB GPUs 

Only 16 of the total 128 logical CPU cores were needed for inference in both configurations, leaving the other 112 
logical CPU cores in the data center accessible for other work. 

Achieving the best performance for the VMs during training requires 88 logical CPU cores out of 128. The 
remaining 40 logical CPU cores in the data center can be used for other activities. 

 

1 Unverified MLPerf® Training v3.0 closed BERT-large and RNNT. Results were not verified by MLCommons. The MLPerf® 
name and logo are registered and unregistered trademarks of the MLCommons Association in the United States and other 
countries. All rights reserved. Unauthorized use is strictly prohibited. See	www.mlcommons.org for more information. 

http://www.mlcommons.org/
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VMware and NVIDIA AI Enterprise  
The partnership between VMware and NVIDIA brings virtualized GPUs to vSphere with NVIDIA AI Enterprise. 
This lets you not only achieve quicker processing times for virtualized machine learning and artificial intelligence 
workloads—it also lets you leverage the many benefits of vSphere, such as cloning, vMotion, distributed resource 
scheduling, and suspending and resuming VMs.  

Hardware and software 
Table 1 shows the hardware configurations used to run the AI/ML workloads on bare metal and virtualized 
systems. The most salient difference in the configurations is that the virtual setup used a virtualized NVIDIA H100 
GPU, denoted by GRID H100-80c vGPU. Note that the H100-80c vGPU profile is for time-sliced mode. Both 
systems had the same 2x H100-PCIE-80GB physical GPUs. The benchmarks were optimized with NVIDIA 
TensorRT.  

Table 1. Bare metal vs. virtual server configurations for virtualized H100 

 Bare metal Virtual 

System Dell PowerEdge R750xa Dell PowerEdge R750xa 

Processors 2x Intel Xeon Platinum 8358 2x Intel Xeon Platinum 8358 

Logical processors 128 • 16 allocated to the VM for inference		
(112 available for other VMs/workloads)	 

• 88 allocated to the VM for training	 
(40 available	for other VMs/workloads)	 

GPUs 2x NVIDIA H100-PCIE-80GB 2x NVIDIA GRID H100-80c vGPU 

Memory 256GB 128GB (for inference VM) 

Storage 3.0TB NVMe SSD 3.0TB NVMe SSD 

OS Ubuntu 20.04 Ubuntu 20.04 VM in vSphere 8.0.1 

NVIDIA AIE VIB for ESXi – vGPU GRID Driver 525.85.07 

CUDA 12 12 

TensorRT 8.6.0 8.6.0 

MLPerf Inference v3.0 v3.0 

 

Table 2 describes the hardware configurations used for bare metal and virtual runs for the virtualized NVIDIA 
A100. The most salient difference in the configurations is that the virtual configuration used a virtualized A100 
GPU, denoted by GRID A100-80c vGPU. Note that the A100-80c vGPU profile is for time-sliced mode. Both 
systems had the same 4x A100-SXM-80GB physical GPUs. The benchmarks were optimized with NVIDIA 
TensorRT. 
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Table 2. Bare metal vs. virtual server configurations for virtualized A100 

 Bare metal Virtual 

System Dell PowerEdge XE8545 Dell PowerEdge XE8545 

Processors 2x AMD EPYC 7543 2x AMD EPYC 7543 

Logical processors 128 • 16 allocated to the VM for inference  
(112 available for other VMs/workloads) 

• 88 allocated to the VM for training 
(40 available for other VMs/workloads) 

GPUs 4x NVIDIA A100-SXM-80GB 4x NVIDIA GRID A100-80c vGPU 

Memory 1TB 128GB (for inference VM) 
900GB (for training VM) 

Storage 3TB NVME SSD 
 

3TB NVME SSD 
 

OS Ubuntu 20.04 
 

Ubuntu 20.04 VM in vSphere 8.0.1 
 

NVIDIA AIE VIB for ESXi - vGPU GRID Driver 525.85.07 

CUDA 12 12 

TensorRT 8.6.0 8.6.0 

MLPerf Training v3.0 BERT-large, RNNT v3.0 BERT-large, RNNT 

MLPerf Inference v3.0 v3.0 

 

AI/ML training performance in vSphere with NVIDIA vGPU  
ML/AI workloads are becoming pervasive in today’s data centers and cover many domains. To show the flexibility 
of vSphere virtualization in disparate environments, we chose different types of workloads. For training, we chose 
natural language processing, represented by BERT, and speech, represented by RNNT, as shown in table 3. 

Table 3. The MLPerf Training workloads used in our performance study 

Area Benchmark Dataset Quality target Reference 
implementation 
model 

Language Speech 
recognition 

LibriSpeech 0.058 Word Error 
Rate 

RNNT 

Language NLP Wikipedia 
2020/01/01 

0.72 Mask-LM 
accuracy 

BERT-large (340 
Million parameters) 
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Figure 1 compares the training times of MLPerf Training v3.0 benchmarks using vSphere 8.0.1 with NVIDIA vGPU 
4x A100-80c against the bare metal 4x A100-80GB GPU configuration. The bare metal baseline is set to 1.00, and 
the virtualized result is presented as a relative percentage of the baseline. (Note that lower is better.) 

vSphere with NVIDIA vGPUs delivers near bare metal performance with a difference of just 6-8% for training 
when using RNNT and BERT.	

Figure 1. Normalized training times: vGPU 4x A100-80c vs bare metal 4x A100-80GB 

 

Table 4 shows training times in minutes for the MLPerf Training v3.0 benchmarks. 

Table 4. vGPU4x A100-80C vs. Bare Metal 4x A100-80GB training times (mins) 

Benchmark Bare metal 4x A100 
training times 
(mins) 

vGPU 4x A100-80c 
training times 
(mins) 

vGPU/BM 

BERT-large 32.792 35.28 1.08 

RNNT  55.086 58.447 1.06 

 

Dell obtained the bare metal results, which are published in the MLPerf Training v3.0 closed division with the 
submitter id of 3.0-2050.2  

 

2 The virtualized results by VMware were not verified by the MLCommons Association. The MLPerf® name and logo are 
registered and unregistered trademarks of the MLCommons Association in the United States and other countries. All rights 
reserved. Unauthorized use is strictly prohibited. See www.mlcommons.org for more information. 
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Flexible AI/ML infrastructure using device groups in vSphere with 
NVIDIA GPUs and NVLink 
NVLink is	a high-speed connection for GPUs and CPUs formed by a robust software protocol, typically riding on 
multiple pairs of wires printed on a computer board. A device group in vSphere 8 can comprise 2 or more GPUs 
connected by NVLinks, allowing more efficient communication between them. Figure 2 shows device groups 
consisting of GPUs connected by NVLinks. It also shows a table listing different generations of NVLinks and 
throughput improvements. NVLinks are extremely critical for ML/AI performance. They allow multiple GPUs to 
share the high bandwidth memory (HBM) associated with each of the GPUs on a single host. Thus, it allows larger 
machine learning models to fit into HBM. 

Figure 2. Device groups and generations of NVLink (source: www.nvidia.com/en-us/data-center/nvlink/) 

  

NVLink can be programmatically enabled and disabled to create new device groups. When a machine learning 
model is trained, it is typically trained with FP32 precision. Before deploying this model for inference, it is often 
quantized to use lower precisions like FP16, BF16, or Int8. The conversion to lower precision reduces the model 
size and its computation requirements. Now the model can be deployed on a smaller number of GPUs for 
inference.  

Figure 3 shows disabling NVLinks to go from a 4-GPU device group to a 2-GPU device group. These two groups 
of GPUs are isolated from each other and can be allocated to two different VMs belonging to different tenants. 
They could be used for deploying two ML models for inference. This is what VMware did when leveraging the 
same hardware for ML training and inference. 

http://www.nvidia.com/en-us/data-center/nvlink/
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Figure 3. Enabling and disabling NVLinks to create device groups in vSphere 

 

 

MLPerf Inference performance in vSphere with NVIDIA vGPU  
VMware used the MLPerf Inference v3.0 suite to test the data center apps shown in	table 4 below. MLPerf 
published the official results for these benchmarks. For inference, we chose natural language processing, 
represented by BERT; object detection, represented by Retinanet; medical imaging, represented by 3D UNET; 
and speech, represented by RNNT. 

  

https://mlcommons.org/en/inference-datacenter-30
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Table 4. The MLPerf Inference benchmarks used in our performance study 

 

We focused on Offline and Server scenarios. The Offline scenario processes queries in a batch where all the input 
data is immediately available. Latency is not a critical metric in this scenario. In the Server scenario, the query 
arrival is random. Each query has an arrival rate determined by the Poisson distribution parameter. Each query 
has only one sample, and, in this case, the latency for serving a query is a critical metric. 

MLPerf Inference performance results for bare metal and virtual 
configurations 
Figures 4 and 5 compare the throughput (queries processed per second) of MLPerf Inference benchmark 
workloads using vSphere 8.0.1 with the NVIDIA vGPU H100-80c against the bare metal H100 GPU configuration. 
The bare metal baseline is set to 1.000, and the virtualized result is presented as a relative percentage of the 
baseline.  

Figures 5 and 6 show that virtualized performance is very near that of bare metal, with results ranging from only a 
3-5% difference between the two systems. 

Area Task Model Dataset QSL 
Size 

Quality Scenarios Server 
latency 
constraint 

Vision Object 
detection Retinanet OpenImages 

(800x800) 64 99% of FP32 (0.20 mAP) Server, 
Offline 100ms 

Vision 
Medical 
image 
segmentation 

3D UNET KITS 2019 
(602x512x512) 16 

99% of FP32 and 99.9% of 
FP32 (0.86330 mean DICE 
score) 

Offline 
N/A 

Speech Speech-to-
text RNNT 

Librispeech dev-
clean (samples < 15 
seconds) 

2513 99% of FP32 (1 - WER, where 
WER=7.452253714852645%) 

Server, 
Offline 1000ms 

Language Language 
processing 

BERT-
large 

SQuAD v1.1 
(max_seq_len=384) 10833 99% of FP32 and 99.9% of 

FP32 (f1_score=90.874%) 
Server, 
Offline 130ms 

https://en.wikipedia.org/wiki/Poisson_distribution
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Figure 4. Normalized throughput for OFFLINE scenario (qps): vGPU 2x H100-80c vs bare metal 2x H100  

 

 

Figure 5. Normalized throughput for SERVER scenario (qps): vGPU 2x H100-80c vs bare metal 2x H100 

 



 

Performance Study | 11 

VMware vSphere 8 Performance Is in the “Goldilocks Zone” for AI/ML Training and Inference 
WorkloadsBest Practices 

Tables 5 and 6 show throughput numbers in queries per second for MLPerf Inference benchmarks on 2x H100 for 
the Offline and Server scenarios. 

Table 5. vGPU 2x H100-80c vs bare metal 2x H100 throughput (queries per second) for OFFLINE scenario 

Benchmark Bare metal 2x H100 vGPU 2x H100-80c vGPU/BM 

RNNT Offline 33741.00 32771.40 0.97 

Retinanet Offline 1892.09 1800.60 0.95 

3d-UNET-99 Offline 9.05 8.76 0.97 

3d-UNET-99.9 HA Offline 9.05 8.76 0.97 

 

Table 6. vGPU 2x H100-80c vs bare metal 2x H100 throughput (queries per second) for SERVER scenario 

Benchmark Bare metal 2x H100 vGPU 2x H100-80c vGPU/BM 

RNN-T Server 32004.00 31131.20 0.97 

RetinaNet Server 1852.24 1772.81 0.96 

 

The above results are published by MLCommons in the closed division with the submitter id of 3.0-0017.  

Figures 6 and 7 compare throughput (queries processed per second) for MLPerf Inference benchmarks using 
vSphere 8.0.1 with the NVIDIA vGPU A100-80c against the bare metal A100 GPU configuration. The bare metal 
baseline is set to 1.000, and the virtualized result is presented as a relative percentage of the baseline. 

Our results show that vSphere with NVIDIA vGPUs delivers near bare metal and above bare metal performance 
ranging from 94.4% to 105% for Offline and Server scenarios when using the MLPerf Inference benchmarks. 

https://mlcommons.org/en/inference-datacenter-30
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Figure 6. Normalized throughput for OFFLINE scenario (qps): vGPU 4x A100-80c vs bare metal 4x A100-80GB 

 

Figure 7. Normalized throughput for SERVER scenario (qps): vGPU 4x A100-80c vs bare metal 4x A100 
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Tables 7 and 8 show throughput numbers for MLPerf Inference benchmarks. 

Table 7. vGPU4x A100-80C vs bare metal 4x A100-80GB throughput (queries/second) for OFFLINE scenario 

Benchmark Bare Metal 4x A100 vGPU 4x A100-80c vGPU/BM 

RNN-T Offline 57084.00 56174.00 0.98 

RetinaNet Offline 2910.78 2876.56 0.99 

BERT Offline 15090.00 14923.10 0.99 

BERT HighA Offline 7880.00 7767.84 0.99 

3d-UNET-99 Offline 14.44 15.10 1.05 

3d-UNET-99.9 HA Offline 14.44 15.10 1.05 

 

Table 8. vGPU4x A100-80C vs bare metal 4x A100-80GB throughput (queries/second) for the SERVER scenario 

Benchmark Bare Metal 4x A100 vGPU 4x A100-80c vGPU/BM 

RNN-T Server 54000.40 51001.80 0.94 

RetinaNet Server 2848.84 2798.93 0.98 

Bert Server 13597.00 13497.90 0.99 

Bert HighA Server 7004.00 7004.02 1.00 

 

The above inference results are published by MLCommons in the closed division with the submitter id 3.0-0018. 

  

https://mlcommons.org/en/inference-datacenter-30
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Takeaways 
• VMware vSphere with NVIDIA vGPU and AI technology performs within the “Goldilocks Zone”—the area of 

performance for good virtualization of AI/ML workloads.  

• vSphere with NVIDIA AI Enterprise using NVIDIA vGPUs and NVIDIA AI software delivers from 106% to 108% of 
the bare metal performance measured as training times for MLPerf Training v3.0 benchmarks.  

• vSphere achieved training performance with only 88 logical CPU cores out of 128 available CPU cores, thus 
leaving 40 logical CPU cores for other jobs in the data center. 

• VMware used NVIDIA NVLinks and flexible device groups to leverage the same hardware setup for ML training 
and ML inference. 

• vSphere with NVIDIA AI Enterprise using NVIDIA vGPUs and NVIDIA AI software delivers from 94% to 105% of 
the bare metal performance measured as queries served per second for MLPerf Inference v3.0 benchmarks. 

• vSphere achieved inference performance with only 16 logical CPU cores out of 128 available CPU cores, thus 
leaving 112 logical CPU cores for other jobs in the data center. 

vSphere combines the power of NVIDIA vGPUs and NVIDIA AI software with the data center management 
benefits of virtualization.  
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