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VMware vSAN for Azure VMware Solution

Overview

VMware vSAN is the default storage platform for the Azure VMware Solution (AVS) private cloud. Local storage from each host
within a vSphere cluster is pooled together to create a single, cluster-wide, vSAN datastore. Virtual machine files are distributed
across hosts to ensure availability. vSAN is provisioned automatically during the private cloud deployment, or addition of a new
cluster to an existing private cloud, and managed from the vSphere Web Client. It integrates core vSphere features including
vMotion, HA, and DRS. vSAN delivers enterprise-class features, scale and performance, making it the ideal storage platform for
VMs.

At the time this document was published, AVS private cloud clusters are using vSAN 7 Update 3c Enterprise with on-disk format
v10. VSAN Enterprise licensing is included with the service.
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VvSAN Clusters

Default Configuration
Microsoft manages the vSAN cluster configuration, and customers do not have the ability to modify the configuration.

Enabled by default:

e Space efficiency services (deduplication and compression)

e Data-at-rest encryption
o Provider managed, encryption keys are created at the time of deployment and stored in Azure Key Vault.

o If a host if removed from a cluster, the data on the local devices is invalidated immediately.

o Customers have the option to manage their own keys after deployment.

Disabled by default:
e Operations reserve
e Host rebuild reserve
e vSAN iSCSI Target Service
e File Service
Capacity

AVS offers three different host types; in addition to having different CPU and RAM specs, they also have different storage
footprints. vSAN datastore capacity is increased by adding additional hosts to the cluster.

AV36 AV36P AV52
VSAN Storage
Cache: 3.2 TB (2x 1.6 TB NVMe) Cache: 1.5 TB (2x 750 GB Intel Optane Cache) Cache: 1.5 TB (2x 750 GB Intel Optane Cache)
Capacity: 15.4 TB (8x 1.92 TB SSD) Capacity: 19.2 TB (6x 3.2 TB NVMe) Capacity: 38.4 TB (6x 6.4 TB NVMe)
— 2x Dual Port 25 GbE  ————,
@i | Networking ) )
2x VDS Uplinks 2x N-VDS Uplinks
Management, vSAN NSX-T overlay
vMotion northbound edge interfaces

The total amount of storage per host is shown as raw capacity, for example, a 3 host AV36 cluster provides 46.2 TB of raw
capacity. The total usable capacity will vary based on a number of variables such as RAID, Failures to Tolerate (FTT), compression,
deduplication, thin vs thick provisioning, and slack space.

Slack Space

Slack space is the amount of storage space recommended to keep available for vSAN operational tasks and host failures/rebuilds.
Not only will vCenter alarms be triggered, but Microsoft will also provide alerts and metrics via Azure Monitor when consumption of
the vSAN datastore is greater than 75%. Microsoft requires customers to maintain 25% slack space to guarantee the AVS SLA.
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Storage Policies

VMware vSAN leverages storage policy based management (SPBM) for VM placement, availability, and performance. Storage
policies can be applied to multiple VMs, single VMs, and even single VMDKs. This allows you to apply specific attributes to multiple
VM objects and disks. For example, we can apply RAID-1 mirroring to the VM as a whole, but apply RAID-5 erasure coding to a
specific disk (VMDK) of the VM.

VMware and Microsoft have built a number of pre-defined storage policies for customer consumption. These policies cannot be
modified or deleted, but new policies can be created. The pre-defined storage policies are well thought out and should meet the
needs of most use cases.

Management Storage Policy
The default policy for all of the SDDC management VMs—including the vCenter Server Appliance, NSX-T Manager, and NSX-T
Edges—is labeled Microsoft vSAN Management Storage Policy with the following configuration
General
Name Microsoft vSAN Management Storage Policy

Description

Rule-set 1: VSAN

Placement
Storage Type VSAN
Site disaster tolerance None - standard cluster
Failures to tolerate 1 failure - RAID-1 (Mirroring)

Number of disk stripes per object 1

IOPS limit for object 0

Object space reservation Thick provisioning
Flash read cache reservation 0%

Disable object checksum No

Force provisioning No

Encryption services No preference
Space efficiency No preference
Storage tier No preference

Default Storage Policy

If you're familiar with vSAN, you know there is a vSAN Default Storage Policy. In AVS, this does exist, however it is NOT the
default storage policy applied to the cluster. This policy exists for historical purposes only, and this is where confusion may set in.
This is a vSAN Default Storage Policy ... policy.

Upon closer inspection you'll notice that the Object space reservation is set to thick provisioning.
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— vSphere Client
<

Policies and Profiles

E2 VM storage Policies CHECK

G’i VM Customization Specifications

Fh Host Profiles

'JT? Compute Policies

% Storage Policy Components

VM Storage Policies

D Name

O e o rovison
(OJ | & VM Encryption Policy

2 VMware_Horizon

Rules VM Compliance VM Template

General
Name

Description

Rule-set 1: VSAN

Placement
Storage Type
Site disaster tolerance
Failures to tolerate
Number of disk stripes per object
IOPS limit for object
Object space reservation
Flash read cache reservation
Disable object checksum
Force provisioning
Encryption services
Space efficiency

Storage tier

I vSAN Default Storage Policy I

Storage Compatibility

Storage policy used as default for vSAN datastores

VSAN

None - standard cluster

1 failure - RAID-1 (Mirroring)
1

]

Thick provisioning
0%

No

No

No preference
No preference

No preference

The actual default storage policy setting for this vSAN cluster is set to RAID-1 FTT-1, with Object space reservation set to Thin

provisioning.
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General
MName

Description

Rule-set 1: VSAN

Placement
Storage Type
Site disaster tolerance
Failures to tolerate
Mumber of disk stripes per object
IOPS limit for object
Object space reservation
Flash read cache reservation
Disable object checksum
Force provisioning
Encryption services
Space efficiency

Storage tier

RAID-1FTTA

VSAN

None - standard cluster
1 failure - RAID-1 (Mirroring)
1

0

Thin provisioning

0%

No

No

Mo preference

Mo preference

Mo preference

The difference between the two is one is set to thick provisioning, and one is set to thin provisioning.

In a 3 host cluster, this policy enables RAID-1 mirroring and protects VMs against a single host failure. However, this policy also

requires double the storage per virtual machine.

Configuring Storage Policies

As hosts are added to the cluster, it's recommended to change both the default storage policy and VM disk policies to ensure
appropriate capacity utilization, availability, and performance for each virtual machine based on the number of hosts provisioned.

It’s important to understand that storage policies are applied during initial VM deployment, or during specific VM operations -
cloning or migrating. The default storage policy cannot be changed on a VM after it's deployed, but the storage policy can be
changed per disk.

In most cases customers should be using RAID-5 or RAID-6 with FTT set to 1 or 2 depending on their cluster size. If you start off
with a 3 host cluster, the policy will default to RAID-1 FTT-1. If you know that you’ll expand the cluster in the near future, |
recommend deploying with 4-6 hosts from the start. The table below shows the different RAID configurations with FTT and the
minimum required hosts for each.

Note: A storage policy for RAID-0 is not available out of the box, but can be created. Any storage policy created and used with no
data redundancy options is not covered under the Microsoft SLA.

RAID FTT Minimum Hosts
RAID-0 0 3
RAID-1 (Default) 1 3
RAID-5 1 4
RAID-1 2 5
RAID-6 2 6
RAID-1 3 7
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Run Commands

Azure Run commands allow admins to perform tasks via the Azure portal that they don’t have privileges to perform directly in the

vSphere Client. As it relates to storage policies, there are seven Run commands.

e Get-StoragePolicies
o Lists all the vSAN storage policies available to apply to a VM.

New-AVSStoragePolicy
o Creates a new, or overwrites an existing, storage policy.

e Remove-AVSStoragePolicy
o Removes a storage policy.

e Set-ClusterDefaultStoragePolicy
o Allows an admin to set the default storage policy for a cluster.
e Set-LocationStoragePolicy
o Allows an admin to modify the storage policy for all VMs in a specific cluster, resource pool, or folder.
e Set-VMStoragePolicy
o Allows an admin to modify the storage policy on VMs sharing the same name (example: “Web*")
e Set-vSANCompressDedupe

o Sets compression and deduplication on vSAN cluster(s).

o Deduplication and compression are already enabled on the vSAN cluster by default. The admin can choose to
disable both, or just disable deduplication, leaving only compression enabled. If deduplication is enabled,

compression is always enabled along with it.

To perform these tasks, simply login to the Azure portal, and navigate to your AVS Private cloud. Select Run command >

Microsoft.AVS.Management (under Packages).

Home > AVS-SDDC

= AVS-SDDC | Run command

AVS private cloud

P search « O Refresh A7 Feedback

@ Ovenview
Packages  Run execution status

= =

VMWARE, INC. (ONEVAW.ONML

& Activity log
A Access control (IAM) v Name Description
@ Tags > JSDR Configuration (500 1o forspport
& Do proskens
Settings ‘Add-GroupToCloudAdrmins Add a group from the external identity to the CloudAdmins group.
A Locks Get-CloudAdminGroups Get all groups that have been added to the cloud admin group
Mansge Get-ExternalidentitySources Gets al external identity sources
ana
P Get-StoragePolicies Gets all the VSAN based storage policies available to set on a VM.
& Connectivity
— New-AVSStoragePolicy This function creates a new or overwrites an existing vSphere Storage Policy. Non vSAN-Based, vSAN Only, VMEncryption Only, Tag Only based andor any combination of these policy types are supported.
lusters
@ Eaypion New-LDAPIdentitySource Not (use New-L1 Add anot identity source (Active Directory over LDAP) for use with vCenter Server Single Sign-On.
£ Vhware credentils New-L dda ] (Active Directory over LDAPS) for use with vCenter Server Single Sign-On.
dentity Remove-AVSStoragePolicy This function removes a storage policy:
= storage Remove-ExternalldentitySources Removes supplied identity source, o, if no specific identity source is provided, will remove al dentity sources.
B Placement polices Remove-GroupFromCloudAdmins Remove a previously added group from an extenal identity from the CloudAdmins group
+ Add-ons Restart-HCXManager Restarts the HCX Manager VM
Workioad networkd Set-ClusterDefaultStoragePolicy Specify default storage policy for a cluster(s)
orkload networking
- Set-CustomDRS This allows the customer to change DRS from the default setting to one step more conservative.
< Segments
= oucr Set-HorScaledCpuAndMemorySetting Scale the HCX manager vm to the new resource allocation of 8 vCPU and 24 GB RAM (Default 4 vCPU/12G8)
- Fort mimoring Set-LocationStoragePolicy Modify VSAN based storage policies on all VMs in a Container
© ons Set-ToolsRepo This willcreate a folder on every datastore (/vmfs/volumes/datastore/tools-repo) and set the ESXi hosts to use that folder as the tools-repo. The customer s responsible for putting the VMiware Tools zip fle in a
downloadable location.
8 Intemet connectivity Set-VMstoragePolicy Modify vSAN based storage policies on a VM(s)
Operations Set-ySANCompressDedupe Set VSAN compression and deduplication on a cluster or clusters. If deduplication is enabled then compression is required. The default cluster configuration is deduplication and compression but the customer can
change that. Choosing neither compression nor wil disable both. This ‘on every physical disk and will take time to complete
™ Run command
Upd: tiicat Update the SSL Certificates used for authenticating to an Active Directory over LDAPS
B8 Azure hybrid benefit
Update-IdentitySourceCredential Update the password used in the credential to authenticate an LDAP server

Monitoring
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Monitoring and Alerts

Shared Responsibility

Customers are responsible for applying appropriate storage policies to their VMs, and adding hosts to maintain adequate vSAN

slack space.
Microsoft is responsible for:

e Compute / Network / Storage

o Rack, power, bare metal hosts, and devices

e SDDC Lifecycle

o ESXi deployment, patching and upgrades

o vCenter Server deployment, configuration, patching, and upgrades

o VSAN deployment, configuration, patching, and upgrades

e SDDC Compute
o Cluster configuration

o Virtual networking for vMotion, Management, vSAN, etc.

e SDDC Health

o Monitoring and corrective actions

o Replacement of failed hosts

For more information pertaining to responsibility, please refer to the AVS Shared Responsibility Model.

Real-time Health Status

The vSAN health service is used to monitor the health status of the cluster. Here you can check the status of cluster components,

capacity, performance and more.

= vSphere Client

 Cluster-1 | :actions
(i)} 2 @ Summary  Monitor
v vc.450be11861624cedb3faSc westus.avs.azure.co. svens
[ SDDC-Datacenter NEEnee DS v
I
Fauts
102-103 901 4500e1861624ce4b31a5
History
[ esx02-r06.p01.450bet1861624ceab3fas VM DRS Score
[] esx04-r16.p01 450bellg61624ce4b3fas GO iReacy
Memory Utiization
> @ Horizon-Management
Network Utiization
> Horizon-User B o
Summary
Heartbeat

Configuration Issues
Datastores under APD or P.
Resource Allocation v

cpy
Memory
Persistent Memory
Storage
Utilization
Storage Overview
Security
vSphere Cluster Services v
Health
VSAN v
Skyline Health
Virtual Objects
Resyncing Objects
Proactive Tests
Capacity
Performance

Support

A RecentTasks  Alarms

vmware
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Configure

Permissions ~ Hosts  VMs  Datastores  Networks  Updates

‘ /A You have not finished or skipped the cluster Quickstart. vSAN Health checks are suppressed. Go to Quickstart

Skyline Health

Last checked: 04/28/2023, 309:51PM

VSAN object health

RETEST  overview  info

QB view Heatn History

& Overview Health/Objects

Object count
> Online health (Disabled) VIEW DETALS 211
> Network

> Physical disk

v Data

@ VSAN object health !

@ VSAN object format health

> Cluster

v Capacity utilization

@ storage space

@ Read cache reservations

@ Component

@ What if the most consumed host f.
> Hardware compatibility

> Performance service

> Data-at-rest encryption

> VSAN Build Recommendation

Document | 9
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= vSphere Client

<
m B 8 e

v VC.450DeT1861624ce4b3fa5c westus.avs.azure.co.

« [ SDDC-Datacenter

450011861624 ce4b3fas.

450be11861624ce4D3a5

> @ HorizonManagement

> @ Horizon-User

A RecentTasks  Alarms

Azure Alerts

@ Cluster-1

1 ACTIONS

Summary  Monitor  Configure
Events
vsphere DRS v
Recommendations
Fauits
History
VM DRS Score
CPU Utiiization
Memory Utilization
Network Utiization
vSphere HA v
Summary
Heartbeat
Configuration Issues
Datastores under APD or P
Resource Allocation v
cPy
Memory
Persistent Memory
Storage
Utilization
Storage Overview
Security
vSphere Cluster Services v
Health
VSAN v
Skyline Health
Virtual Objects
Resyncing Objects
Proactive Tests
Capacity

Support

Permissions  Hosts  VMs  Datastores  Networks  Updates
Performance
[N vsan oect
TimeRange: LASTv 1 Hour(s)
Metrics about clusters in the perspective of VSAN backend.
1oPs @ 23
12852
6425
2306M 2456 3:00 M 3156M 330
—ReadIOPS  — ResyncRead 10PS  — Write IOPS  — Recovery Write I0PS
Latency @ 23
oo \/j%/\—/‘
0153 ms
oms
230m 2450m 300 315 PM 330M
— Readlatency  — ResyncRead Latency  — Write Latency  — Recovery Write Latency
Outstanding 10 @ [
168

NN N~

4
2308M 245 PM 3:00PM s15PM

3:30PM

EXPORT RESULTS
ASK VMWARE (7

Throughput @ 23
12.44 MB/s
522M8)s
0.008/s
230PM 245 300 PM s15oM 330
— Read Throughput — Resync Read Throughput Write Throughput
— Recovery Write Throughput
Congestions @ 6 v
10
0
230 M 2457 3:00PM 15 307

— Congestions

It’s recommended that customers configure Azure health alerts to receive notifications of triggered events that administrators can
define. Refer to the Microsoft documentation for manually configuring Azure Action Groups, Azure Alerts, and Azure Monitor
Metrics, or you can use the Microsoft Enterprise-Scale for AVS ARM templates for Monitoring to automate much of the

configuration.

In the video below, we demonstrate how to use the AVS ARM templates to setup basic monitoring of the Azure VMware Solution

private cloud.

Customers are encouraged to leverage vRealize Operations for more in-depth metrics, alerting, and capacity planning. In the video
below, we demonstrate creating an Azure application registration and using that to add an Azure VMware Solution private cloud as
an endpoint in vRealize Operations.
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Summary and Additional Resources

Additional Resources
For more information about vSAN, you can explore the following resources:

VMware vSAN Design Guide
vSAN on Tech Zone

VMware Documentation: Administering VMware vSAN

VMware Documentation: vSAN Monitoring and Troubleshooting

Configure vRealize Operations for AVS

vRealize Operations vSAN Capacity Dashboard

Changelog

The following updates were made to this guide:

Date Description of Changes

2023/05/23

2023/05/01

About the Author and Contributors
e Jeremiah Megie, Principal Cloud Solutions Architect, Cloud Services, VMware
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https://core.vmware.com/resource/vmware-vsan-design-guide
https://core.vmware.com/vsan
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.vsan.doc/GUID-AEF15062-1ED9-4E2B-BA12-A5CE0932B976.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.vsan-monitoring.doc/GUID-B5123101-975F-494F-95DB-D15C9A91B8F1.html
https://docs.vmware.com/en/vRealize-Operations/Cloud/com.vmware.vcom.config.doc/GUID-6CDFEDDC-A72C-4AB4-B8E8-84542CC6CE27.html
https://docs.vmware.com/en/vRealize-Operations/Cloud/com.vmware.vcom.config.doc/GUID-51167443-3D07-4829-A156-1E8D9E0B92DF.html?hWord=N4IghgNiBcIG4GcwDsQF8g
https://vmc.techzone.vmware.com/users/jeremiah-megie
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