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What's New in vSphere 6.7 Core Storage

Core Storage Whitepaper

UNMAP

On thin-provisioned datastores, reclaiming deleted space from various operating systems can be a challenge. How does the GOS
(guest operating system) notify the underlying filesystem it no longer needs unused or deleted space? There are two techniques
used to pass this data down to the filesystem; SCSI UNMAP and SSD Trim.

In vSphere 6.5, UNMAP added an automated crawler mechanism for reclaiming dead or stranded space on VMFS-6 datastores. This
is a big change from previous versions of vSphere, where UNMAP had to be manually run. With vSphere 6.5, UNMAP runs
continuously in the background at the default rate of 25MBps. Many flash storage vendors requested higher rates as they can
easily handle UNMAP rates higher than 25MBps.

In vSphere 6.7, we have introduced new configurable parameters for automatic UNMAP to enable more granularity in the rate at
which UNMAP recovers unused space in VMFS-6. You now have the option to configure an “UNMAP Method” being either “Priority”
or “Fixed.” With Priority, the options are none or low with low being the default and set to 25MBps. If Fixed is selected, you can set
an UNMAP rate between 100MBps and 2000MBps in 100MB increments. These setting can be changed via CLI or via the Ul.

Regarding the method, the values available are “priority” or “fixed.” When UNMAP priority is set, (default) then the rate is the
default 25 MBps. When you configure a specific rate, you are changing the method to fixed along with the rate value. For example,
if you set the UNMAP rate to 500 MBps, then your method would be changed to fixed.

UNMAP settings and progress may be set and monitored in the Ul and via CLI.
The UNMAP setting in the Ul are available as follows:
e Select a host, and go to “monitor” -> “performance” -> “advanced” in the VC Ul.
e Click on “chart options” and select “datastore” and at the bottom of the list, “UNMAP size” and “UNMAP 10s” are available
to be selected. Selecting these starts showing interval stats for UNMAP on available datastores.
Example of UNMAP Priority
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Example of UNMAP Fixed
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Space Reclamation Settings | Datastore

Space reclamation settings control how deleted or unmapped blocks will be

reclamed on the LUMN(S) backing the datastore.

ﬂ Enable automatic space reclamation at fixed rate

Reclamation rate 1000 MB/fs

(_) Disable automatic space reclamation

Deleted or unmapped blocks are not reclaimed

Figure 3

UNMAP may also be configured via CLI or API; below are some examples of configuring UNMAP via esxcli.

To check the current configuration:

esxcli storage vmfs reclaim config get --volume-label <volume-name>

To set the rate to 100 MBps:

esxcli storage vmfs reclaim config set --volume-label <volume-name> --reclaim-

method fixed -b 100

}ﬂ{gﬁ © VMware LLC.
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To set the rate to 1GBps:

esxcli storage vmfs reclaim config set --volume-label <volume-name> --reclaim-
method fixed -b 1000

For additional monitoring of UNMAP, there have been two fields added to ESXTOP under the disk monitoring screen. Now you can
monitor UNMAPSTATS = Unmap Stats and UNMAPRESULTS = Unmap Results.

esxtop virtual machine, disk field ordering screen:

Current Field order: aBCDEfghIJK

ID = Vscsi Id

GID = Grp Id

VMNAME = VM Name

VDEVNAME = Virtual Device Name

NVDISK = Num of Virtual Disks

NUMIOFILTERS = Num of IOFilters

IOFILTERCLASS = IOFILTERCLASS TYPE

IOFILTERSTATS = IOFILTER STATS

IOSTATS = I/0 Stats

LATSTATS/rd = Read Latency Stats (ms)

LATSTATS/wr = Write Latency Stats (ms)

UNMAPSTATS = Unmap Stats <------ NEW VSCSI STATS GROUP
UNMAPRESULTS = Unmap Results <------ NEW VSCSI STATS GROUP

R S S

ErrXuHIoOTMOO >

GID VMNAME VDEVNAME NVDISK  CMDS/s READS/s WRITES/s MBREAD/s MBWRTN/s LAT/rd LAT/wr
[<--mn-- STATS (L) ------ S| |<-e---- RESULTS (M) ----- >|
UNMAPS/s MBUNMAP/s UNMAPFAIL/s UNMAPOK/s

UNMAP SESparse

In vSphere 6.7, we now have UNMAP for SESparse disks on VMFS-6. SESparse is a sparse virtual disk format used for snapshots as
a default for VMFS-6. In this release, we are providing automatic space reclamation for VM's with SESparse snapshots on VMFS-6.
Previously, UNMAP from GOS were processed by SESparse, and its metadata was updated to indicate grains have been unmapped.
However, they were not unmapped VMFS and the storage. In vSphere 6.5, the only way to UNMAP from VMFS and storage was a
call to an internal APl which was used by Horizon Connection Broker. Consequently, it only worked in VDI environments. Now, in
vSphere 6.7, UNMAP for SESparse now supports automatic UNMAP. For example, in Windows 10 and above or Linux GOS using -0
discard mount option will allow UNMAP for SESparse to reclaim unused space in the SESparse snapshot. It will also work with GOS
that do manual UNMAP, for example, optimize drive on Windows, and fstrim on Linux.

In SESparse snapshots, the data is tightly packed, and it may not be possible to get one contiguous filesystem block to UNMAP. In
vSphere 6.7, for UNMAP SESparse to get the contiguous space, we need to de-fragment the VMDK. At the end of de-fragment
operation, we end up with all the used blocks in the beginning of the file and all un-used blocks at the end of the file; the file is
then truncated up to the end of valid data, freeing space on the filesystem. In supported filesystems, the freed space triggers an
UNMAP, this workflow is known as “shrink” which is automatically completed in the background.

Before vSphere 6.7, this was a manual process. In vSphere 6.7, auto-UNMAP, also known as auto-shrink, is only done when the VM
is powered on and only to the top-most level of the SESParse snapshot in the snapshot hierarchy. The shrink workflow is highly 10
intensive and time-consuming. To make sure there is no impact to the running VMs, it is done after accumulating a reasonable
amount of free space in the VMDK and is done in smaller fragments. This is controlled by the SESparse config-option /SE/
SEAtioshrinkThresholdMB. It is set to 2GB by default and can be changed based on requirements using CLI “esxcli system settings
advanced set -option /SE/ SEAutoshrinkThresholdMB -1 <value in MB>."” This is a system-wide setting.

A common helper queue is used to handle the background UNMAP. The helper does the UNMAP in time-slice for all the VMDKs. A
maximum of 512MB worth of UNMAP is processed for a given VMDK in one-time slice, then the process moves to the next VMDK
and so on. Once all the VMDK's are processed, it repeats the same process for all the VMDK's until all the VMDK's done with
UNMAP processing.

Below is the State Machine process for reclaim space, this shows how space is monitored and what happens when triggered.

o IDLE: When there is not enough free space accumulated. The auto UNMAP currently is not active.

vmware
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o INITIATED: When the freespace threshold is reached, the VMDK moves to this state. This state indicates, the
VMDK is queued to helper for auto UNMAP processing. From this state, the VMDK moves to INPROGRESS when
the helper picks up for processing.

o INPROGRESS: When helper picks up the VMDK and starts the auto UNMAP, VMDK moves to this state. From
this, the VMDK can either move to PAUSED or SUSPEND or IDLE (i.e., auto UNMAP is done).

o PAUSED: This is when the VMDK uses up its timeslice and needs to wait for its next turn to process the
UNMAP. From this state, the VMDK moves to INPROGRESS when it turns arrives.

SUSPEND: This is when a manual “shrink” is issued or for some other reason, we need to temporarily stop
the auto-UNMAP processing. From this state, the VMDK moves to INPROGRESS when it is ready to process
the auto- UNMAP again
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Figure 4

4kn SWE (Software Emulated)

Storage Vendors are moving towards cost-efficient 4K Native drives. The migration to 4K-sized sectors will provide quicker paths to
higher areal densities and hard drive capacities as well as more robust error correction. The HDD vendors have been
manufacturing 4K sectored drives but using emulation (a.k.a 512e) in the firmware to reduce the impact of the format change to
the host clients. 512e drives were introduced to enable the transition to 4Kn drives. Vendors expect mass adoption of 4Kn within
the next few years. Subsequently, VMware has been working to enable 4Kn drives in vSphere to ensure utilization of the latest
technology.

4Kn drives have various benefits over 512 sector size drives. Higher capacity and improved performance from the more optimized
placement of data on the drive. Efficient space utilization with optimized meta-data giving up to 10% more available data.
Improved drive reliability and error correction with larger meta-data by increasing the ECC block from 50 to 100 bytes. This
provides a much-needed improvement in error correction efficiency.

vmware
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‘ AL A | A |-t New in VMware
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SW Emulation Layer for
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VMware vSphere®

20 95 o9

212N HDD/SSD 912e/512N 4Kn HDD/SSD
HDD/SSD

Local Storage Local Storage

Local Storage

Figure 5

The release of vSphere 6.7 4Kn (4K native) direct attached drives are now supported natively via 4Kn SWE (Software Emulation).
The software emulation layer allows the use of 4Kn drives while still allowing legacy OS, applications, and existing VMs to run on
newer 4Kn drives.

There are some limitations for 4Kn drives; only local SAS, SATA HDDs are supported, must use VMFS6, and booting from 4Kn drives
requires UEFI. Also, 4Kn SSD, NVMe, and RDM to GOS are not supported. 4K VMDKs may only be created on datastores made up of
4Kn disks or 512e disks. vSAN and VVOL may declare themselves as 512e if they can handle both 512 byte and 4k I/Os without
any atomicity issues. Third party multi-pathing plugins are not supported.

Datastore VDS
512n 512e 4K
512n (physical sector=512, logical sector=512) Yes Yes No
512e (physical sector=4096, logical sector=512) Yes Yes Yes
4K (physical sector=4096, logical sector=4096) Yes (With RMW)  Yes (With RMW)  No
Table 1
vmware

by Broadeom © VMware LLC. Document | 7



What's New in vSphere 6.7 Core Storage
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FS5 and FDS layers
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For writes, if the WRITE 1/0 is less than 4K or /0O is misaligned (logical to physical), then an RMW (Read-Modify-Write) action is
triggered otherwise, the WRITE 1/0 goes straight to disk. If an RMW is triggered, it reads the entire 4K sector from disk into
memory, modifying the 512 sector, then writes the 4k sector of data to disk. If a second I/O request occurs on the same 4K sector,
the original RMW is completed before allowing the second 1/0 to write the same block. This is called overlap detection and

prevents parallel writes and data loss.

SW Emulation

Figure 7
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For reads, if the READ 1/0 is less than 4K or I/O is misaligned (logical to physical), then an RMW (Read-Modify-Write) action is
triggered otherwise the READ 1/O goes straight to memory. If an RMW is triggered for READ 1/0, the 4K sector is read into memory;
the RMW completes the original 512 byte command, then the additional allocated memory is freed. The overlap detection also
monitors for READ I/O overlaps to ensure memory is not overwritten.
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Creating a new datastore:

New Datastore
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vSAN and 4Kn
4Kn drives with disk group format 4 and above are supported for capacity only. There are no backward compatibility concerns
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since 4Kn HDDs have not been supported by vSphere or vSAN before vSphere 6.7. vSAN addresses this concern by already being
4Kn aware of vSAN format 4 capacity tier disks.

This is done by having all higher layer vSAN data 1/0 be 4KB-aligned and 4KB-multiple-sized. Reading/writing from/to the VSAN
caching tier disks using 4KB-aligned and 4KB-multiple-sized 1/0, and de-staging 1/O from the caching tier to capacity tier disks as
4KB-aligned and 4KB-multiple-sized 1/0. All vSAN control plane 1/0 that is issued as raw SCSI/ATA commands to a vSAN disks are
changed to utilize the physical sector size of the disk. Therefore, all 4Kn disks will be vSAN format 4 (or greater) and all I/0 to these
disks will be 4KB-aligned and 4KB-multiple-sized. vSAN disks with vSAN format 3 or below will be aligned and sized according to
the logical block size of the vSAN capacity tier physical disk. That is 512 bytes for vSAN disk format versions 3 and earlier.
Hardware upgrade from 512n/512e to 4Kn HDDs has no restrictions. A vSAN disk group may contain a mix of disks with different
sector sizes. 4Kn HDDs utilized as vSAN capacity tier disks are not required to be formatted as vSAN version 4 disks so 4Kn disks
may be added to existing disk groups that are not formatted as version 4. A vSAN Health Ul check is provided to alert a customer
whenever a 4Kn disk claimed by vSAN is not formatted as a version 4 disk.

To enable 4Kn drives for vSAN you must enable using the command below. Once enabled, on the vSAN management page, “4Kn
SWE" is displayed for the format type.

#esxcfg-advcfg --set <1|0> /VSAN/Device4KSupport

1K/4K LUN/Path Maximum Increase

With the release of vSphere 6.7, the maximum number of LUNs and paths per host has increased. Now, you can have up to 1024
LUNs and 4096 Paths per host. This is double the previous 512 LUNs/2048 Paths. At the VM level, the number of vDisks has
increased from 16 to 64 disks. This equates to 256 disks using PVSCSI adapters. This increase is a major enhancement for
Microsoft WSFC. Previously Microsoft WSFC VM pRDMs were limited to 45 LUNs, with vSphere 6.7 that number has increased to
192. This enables the customer to have larger clusters and reduce the overhead of managing multiple smaller clusters. The reason
there are only 192 disks/LUNs per VM for Microsoft WSFC is one of the four controllers is used for management leaving three
controllers with 64 vDisks/LUNs each. Applications not requiring SCSI controller 0 for management may have up to 256 PVSCSI
devices.

Old PVSCSI device limit - 45 per WSFC
New PVSCSI device limit - 192 per WSFC

e e

Shared Storage
Figure 11
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XCOPY Enhancements

Within the VAAI (vStorage API for Array Integration) primitives, XCOPY is used to offload storage-intensive operations such as
copying, cloning, and zeroing to the storage array instead of the ESXi host. This frees up host CPU, buffers, and network resources
to be utilized elsewhere. Previously, specific transfer sizes were limited to EMC VMAX arrays. With vSphere 6.7, we have enabled
XCOPY to be configured with specific parameters to optimize the storage array’s XCOPY operations. We have implemented this in
two stages; Support for arrays using the standard SCSI T10 plugin (VMW_VAAIP_T10) and support for vendor-specific plugins
(vmkAPI).

To enable support and optimize XCOPY, we use a claim rule with the specific values and array details.

Parameters introduced (These parameters can be set via esxcli storage core claimrule add)

» xcopy-use-array-values(-a): Enable usage of storage reported parameters to size the XCOPY
segment.

o xcopy-use-multi-segs(-s): Enable usage of multiple data segments in single XCOPY command

o xcopy-max-transfer-size(-m): Specify the maximum transfer Size in MBs in case the user wants
to use a different transfer Size than the array reported.

With Vshpere 6.7, a new option is added to specify max transferSize in KBs. This allows setting max transfer Sizes lower than 1MB
(For example, preferred transfer size for XtremelO is 64K/128K).

o --xcopy-max-transfer-size-kib(-k): Maximum transfer size in KiB to use for XCOPY commands if the admin
wants to use a transfer size different than array reported. This option takes precedence over -xcopy-max-transfer-size
option

A few Examples

Add the VAAI claimrule specifying XCOPY parameters (with vendor-specific VAAI plugin).

esxcli storage core claimrule add -r 914 -t vendor -V XtremIO -M XtremApp -P
VMW VAAIP T10 -c VAAI -a -s

Add the VAAI claim rule specifying XCOPY Parameters (without vendor-specific VAAI plugin).

esxcli storage core claimrule add -r 65430 -t vendor -V EMC -M SYMMETRIX -P
VMW VAAIP SYMM -c VAAI -a -s -m 200

Virtual Volumes (vVols)

Virtual Volumes (vVols) offers a new paradigm in which an individual virtual machine and its disks, rather than a LUN, becomes a
unit of storage management for a storage system. vVols encapsulate virtual disks and other virtual machine files and natively
store the files on the storage system. With Virtual Volumes, the model changes from managing space inside datastores (tied to
LUNS) to managing abstract storage objects handled by storage arrays. Each vVol is exported to the ESXi host through a small set
of protocol end-points (PE). Protocol Endpoints are part of the physical storage fabric, and they establish a data path from virtual
machines to their respective vVols on demand.

With vSphere 6.7, three features added to enhance the functionality of vVols.

1. IPv6 support for management access to the VASA provider
2. SCSI-3 Persistent Group Reservations (PGRs) support for supported arrays.
3. TLS 1.2 default VP security.

With end to end support for IPv6, this enables many organizations including the government, to implement vVols using IPv6.

With vVols supporting SCSI-3 reservations this adds support for Microsoft WSFC clusters. What are SCSI reservations? This allows
multiple nodes to access a LUN at a storage level while restricting simultaneous access to that LUN from other nodes to avoid data
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corruption. By allowing multiple nodes access to an individual LUN, this allows Microsoft WSFC (Windows Server Failover
Clustering) to manage the locking along with the storage. This is called registration and reservation, which allows one node to
eject another node. Other features of SCSI-3 include persistent reservations across reboots and supporting multi-pathing to disks.

With SCSI-2 reservations, only one node can access a LUN at a time. Consequently, to use Microsoft WSFC, you had to use RDMs to
the virtual machines because the storage arrays support physical SCSI-3 reservations. Also, SCSI-2 does not allow multipath from
host to disk, and rebooting loses the reservation (non-persistent).

Why is this a big deal? With SCSI-3 reservation in vVols, you can now eliminate RDMs for Microsoft WSFC clusters! SCSCi-3 vVols
allows shared virtual disks/volumes across nodes. By eliminating RDM, you now have access to virtualized benefits such as
vMotion, snapshots, DRS, HA, etc.

Private network

VM node 1 VM node 2

Clustering
software

Clustering
software

ESXi Host
. ESXiHost 1 \ ESXi Host 2

Public Network

“Wol

Figure 12

There are some caveats specific to WSFC; the cluster must be across nodes and not in the same node or host unless part of a
separate cluster. Virtual hardware must be version 14 or above, NFS vVols are not supported, and the array must support SCSI-3
Persistent Reservation at the secondary LUN (vVol) level. When setting up the virtual machine, the SCSI controller should have the
“SCSI bus sharing” field set to physical.

Secondary LUN ID

vVols with block-based storage (FC & iSCSI) use something called a secondary LUN ID to communicate with the virtual volumes on
the array. This enables ESXi hosts to connect to a very large number of vVols (up to 64,000 per host) via a small number of
Protocol Endpoint LUNs. This scaled out approach to I/O does rely on your HBAs supporting this secondary LUN ID so a PE

can distinguish the I/0O to individual vVols associated with it.

You can check that your HBAs support vVol by going to the VMware Compatibility Guide for 10 devices, selecting your HBA vendor,
and then selecting the feature support “Secondary LUNID (Enables vVol)". If your HBA vendor supports the Secondary LUN ID
feature you can then drill down into the search results to view specific driver and firmware versions supporting this feature.

VMFS-3 EOL

Up to vSphere 6.5, VMFS-3 volumes are supported, from vSphere 6, and above VMFS-3 volumes cannot be created. In vSphere 6.7,
VMFS-3 has been End Of Lifed and will not be supported. Subsequently, if you do not upgrade your VMFS-3 volume(s) to VMFS-5 or
above, when installing vSphere 6.7 your VMFS-3 volume(s) will automatically be upgraded to VMFS-5 when mounted. If VMFS-3
volume is not upgraded, it will not be automounted, and files cannot be created or opened on a VMFS-3 volume. If the automatic

vmware
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upgrade fails, the volume will need to be retired manually. Failures from the upgrade will remain unmounted and flagged
(FAILED_TO_UPGRADE). VMFS-3 volumes will remain accessible from hosts running vSphere 6.5 or below. The upgrade will occur
on the first host upgraded to vSphere 6.7. Any new datastores/volumes created under vSphere 6.7 will use VMFS-6 as the default.

VPMwsrs whiphane WHwsrs viphers, 7

LT
WiHware viphers

vSphere 5.0 vSphere 6.5 vSphere 6.7
VMFS-S ?MFS-B 1"4.\\"fm"|FS 6:
64TB datastore 512e & 4K sector native VMFS-6 default FS
« ->=2TB disk support « Auto unmap for Sesparse
. VM2 * Automatic unmap snapshot
+ RDM, ATS locking * Support. * (Configurable unmap rate
+ performance and * 512/2k lun/path support » 1k/4k lun/path support
scalability + Affinitized Resource + VMFS3 EOL
improvements Allocation. « XCOPY support Array
+ VOMA fix mode for specific xfer size
VIMES-5
Figure 13

Upgraded VMFS-5 partitions will retain the partition characteristics of the original VMFS-3 datastore, including file block-size, sub-
block size of 64K, etc. To take full advantage of all the benefits of VMFS-5, migrate the virtual machines to another datastore(s),
delete the existing datastore, and re-create it using VMFS-5. (KB 2003813)

Note: Increasing the size of an upgraded VMFS datastore beyond 2TB changes the partition type from MBR to GPT. However, all
other features/characteristics continue to remain the same.

Intel VMD

Intel has released a new technology called Intel VMD (Volume Management Device) which enables the serviceability of NVMe
drives. Intel VMD is a hardware logic provided inside the Intel Xeon processor. It aggregates the NVMe PCle SSDs attached to its
root port and acts like an HBA does for SATA and SAS.

X\B/Edcg © VMware LLC. Document | 13
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Before VMD After VMD

Intel® Xeon®

Intel® Xeon® Scalable

ES5v4 Processor:

Processor

Figure 14

Intel VMD provides Error management, Surprise Hot-plug, and LED Management. With compatible hardware, you may now enable
status LEDs and hot-swap NVMe drives as you can with SAS or SATA drives. Subsequently, in the event of a drive needing to be
located or replaced you can turn on the status LED, locate and swap the drive without shutting down the system. Now with the
release of vSphere 6.7, VMware can also use these functions with vSAN and/or other local or DAS NVMe drives without the need to
install VIBS. All Intel VMD function will be in box and support vSAN and DAS storage. This is important as you need to be able to
replace individual disks in case of upgrades or in the event of a failure.

System Requirements

¢ Intel Xeon Scalable platform with The Intel VMD enabled on NVMe PCle SSD connected PCle lanes
e Intel VMD-enabled NVMe driver is installed.

e Intel VMD LED management command-line tool is installed on the following VMware* ESXi operating system versions: 6.0
U3 & 6.5.

e Before using the command line tools, the ESXi command-line shell should be enabled from either the vSphere client or from
the direct console of the ESXi host system.

Note: On ESXi systems, the tools only work on PCle NVMe drives using the Intel VMD-enabled NVMe driver.

RDMA (Remote Direct Memory Access)

RDMA or Remote Direct Memory Access allows the transfer of memory from one computer to another. This is a direct transfer and
minimizing CPU/ kernel involvement. By bypassing the kernel, we get extremely high I/O bandwidth and, low latency. To use
RDMA, you must have HCA (Host Channel Adapter) device on both the source and destination.
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Initiator Host Target Host

Memory . Memory
=T} =T}

RDMA HCA RDMA HCA

Q i / K 4

Figure 15

The figure below shows the different paths between a standard transfer and an RDMA transfer. As you can see the RDMA bypasses
several layers by bypassing the kernel. There are a few types of network technologies that RDMA supports; iWARP, Infiniband, and
RoCE.

Sockets API RDMA Verbs API

TCcP RDMA data

Kernel IPV4/IPv6 path

NetworkDevice

Device Dr ver

ost Channel Adapter (HCA)

IWARP RoCE
(Internet Wide Area RDMA, (RDMA over Converged
Protocol) Ethernet)

InfiniBand

=~ InfiniBand Ethernet
Switch Switch

Figure 16

With the release of vSphere 6.7, VMware now supports RDMA and iSER. With vSphere 6.7, VMware is only supporting RoCE (RDMA
over Converged Ethernet). RDMA may be used in two forms;

RDMA in ESXi

e RDMA can be useful to accelerate many of the hypervisor services, including; vMotion, SMP-FT, NFS, and iSCSI.
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RDMA between Virtual Machines Referred to as vVRDMA. There is a wide range of applications that may use RDMA for
low latency and high throughput communication.

e High-performance computing, databases, trading application, etc.

e Emerging big data applications such as Hadoop

With vVRDMA, there are three transport modes that can occur and are selected automatically.

1. Memcpy - RDMA between VMs on the same host.
2. TCP - RDMA between hosts without Host Channel Adapters(HCA).
3. RDMA - Fast Path RDMA between hosts with HCAs

ESX Host ESX Host ESX Host

High speed RDMA
path is available if
both hosts have
the RDMA adapter

Figure 17

iSER (iSCSI Extensions for RDMA)

How is RDMA relevant to storage? With vSphere 6.7, iSER (iSCSI Extensions for RDMA) provides high-performance iSCSI
connectivity with standard RDMA HCAs (NICs). It lowers CPU utilization by replacing the TCP transport protocol with RDMA
transport. Using RDMA, the data is sent to the destination without the overhead of copying from the TCP packet buffers. iSER
maintains comprehensive iSCSI management capabilities such as discovery, naming, security, error-recovery, and boot. It allows
the use of standard management tools and interfaces while leveraging well-known iSCSI practices. With this release of iSER, we
will support; RoCE protocol versions 1 & 2, adapters speeds of 40Gbps and 100Gbps, and IPv4 and IPv6.
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Block Storage Access

SCSI
ISCSI

————— Datamover Interface ss===

ISER Target iISCSI Target

1

Figure 18

Architecture

iSER driver sits between the PSA and the Networking (RDMA) layers, providing the transport mechanism for ESXi’'s iSCSI (transport)
layer. iSER driver load creates a new iSER logical device. iSER driver creates/registers a PSA device (vmhba), and it registers that
vmhba with iSCSI transport layer to become the (RDMA) transport mechanism. iSCSI target portal is discovered on TCP/IP network.
Once vmkiscsid discovers the target, it calls into iSER to start iSCSI session(s) to the target. iSCSI sessions from iSER are
maintained in the RDMA context via RDMA CM (Connection Manager) The actual data transfer for Reads/Writes happens via pure
RDMA via Core RDMA Interfaces (PostSend and PostReceive). RDMA NIC (R-NIC) registers two logical devices.

e Logical uplink (vmnic #)

e |ogical RDMA device (vmrdma#)

Figure 19
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Logical uplink and the logical RDMA device are mapped one-to-one. Connections with the target are established using iSCSI target
IP addresses. Multipathing of iSER LUNs are managed by NMP.

PFC (Priority Flow Control) must be enabled end-to-end. Including RoCE driver, RDMA switch ports for initiator and target, and for
RoCE drivers on the targets if applicable. Two vSwtiches are needed with one RDMA capable NIC per vSwitch. NIC teaming is not
supported with R-NICs.

vSphere support for Persistent Memory (PMem) NVDIMM

Persistent Memory or PMem is a type of non-volatile DRAM (NVDIMM) that has the speed of DRAM but retains contents through
power cycles. Subsequently, resuming functionality is significantly faster as the content of RAM does not need to be reloaded. In
addition to being non-volatile, it's byte addressable, meaning it can be used as storage.

AND Flash

Figure 20

This brings incredible performance possibilities as NVDIMMs are equal to or near the speed of DRAM; almost 100 times faster than
SSDs! By moving the data closer to where the analysis is done, the CPU can access the data as if it was in RAM with DRAM-like
latencies.

External Device Block Storage Model Byte-Addressable PMEM Model
: Processor Pack PR Processor Package |
64-Byte
Cacheline
4-KByte
block

PMEM

-]y 'r
DRAN (RMW duration can be a few

hundred nanoseconds)

(RMW duration can be a few hundred microseconds |

Updating storage at finer-granularity
y, \_ can reduce storage overhead. |
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Figure 21

With the release of vSphere 6.7, pMEM or NVDIMMs are now supported and can be used for the host and or a VM. Now
applications, whether modified to use NVDIMMs or legacy VMs, can take advantage of PMEM on VMware vSphere.

When NVDIMM modules are installed in supported hardware and with vSphere 6.7, a PMem datastore is automatically created on
the host. That datastore is managed by the Virtual Center and DRS, no action is required to manage.

@ v b 8 s — 1%
eng-proto2-dhcp418.eng.vmware.com JEED SRR CARRLT BR G
Version:  6.6.3 (Build 7339902) MEWORY FREE: 801.56 G8
State Normal (not connected 1o any vCenler I 1%
Uptime 0 44 days USED: 6.1 GB CAPACITY: 800.07 GB
STORAGE FREE 154 TB
a B4
USED: 84.38 GB CAPACITY: 162 T8
@ You are currently using ESXi in evaluation mode. This license will expire in 52 days. x ‘
'+ Hardware I
Manufacturer HPE
Maodel ProLiant DL380 Gen10
» | cPU 28 CPUs x IntekR) Xeon(R) Goid 5117 CPU @ 2.00GHz
B Memory 609.67 GB
Bl Fersistent Memory 926 GB
» (g Virtual fiash 0 B used, 0 B capacity
~ €3 Networking
Figure 22

Datastores  Adapters  Devices Persistent Memory |

Modules
i | | ¢ Q Search
Interleave sets E ( )
e v Cmecy ~ wem /s« Lowwons
VMW-PMemNS-1 926 GB Normal Inuse 1
1 items 7
Figure 23
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Virtual machine support: PMem storage is supported by all hardware versions, and legacy guest OS may use the storage.
Virtual NVDIMM requires hardware version 14 or higher. The OS must also support the use of PMem, for example, Windows Server
2016 and Enterprise RedHat 7.4 or later. With DRS support for PMem, VM'’s utilizing PMem will still have most of the virtualization
features available. HA and snapshots are currently unsupported.

' @ PMemVM | acrions~
Summary MONITOr Configure Permissions Datastores MNetworks
£y
VM Hardware ,
CPU 1 CPUs
Memory D 4 GB, 0 GB memory active
Persistent Memory 16 MB
Hard disk 1 B MB
Network adapter 1 VM Network (disconnected
CD/DVD drive 1 Disconnected
Video card B MB
MNVDIMM 1 8 MB
VMCI device b t tual machine P that
des su f he virtual mach
ommunication interface
Other Additional Hardware
Compatibility ESXi 2016p6 and later (VM version 14
Figure 24

Virtual NVDIIMs always use persistent memory and cannot be moved to a regular datastore. They can be migrated to
another host if that host also contains PMem.

Persistent Memory Disks use migrate workflows and can be moved to or from a regular datastore and can be moved
between hosts as we as datastores.
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PMemVM - Migrate

+ 1Select a migration type Select storage
v 2 Select a compute resource  Select the destination storage for the virtual machine migration

3 Select storage

4 Select networks © standard PMem Configure per disk ()
S Ready to complete Select virtual disk format:  Thin Provision
VM Storage Policy Keeap existing VM storage policies w
Mame Capacity Provisioned Fres
& bulld-tookchain eng vmw 3TB 87487 GB 215 a
8 datastoret 775 GB 141GB 6.3¢
& nfso1 3802GB 571G8 362
& scmrees engvmware 4TB 155 T8 2 4%
i B
Compatibility

v Compatibility checks succeeded

Figure 25

Putting a host in maintenance mode with the use of NVDIMMs requires a few more steps. All VMs, including
those powered-off, must be moved. Ensure the PMem datastore is empty, then remove all namespaces.
Then the host may be powered off, enabling you to add, remove or reconfigure NVDIMMs. Once the host
has been powered back on, the PMem datastore will again be created, and DRS can be used to move VMs
back to the host.

SW-FCoE (Fiber Channel over Ethernet)

Software FCoE (vmkfcoe) driver with no hardware offloaded cards required. This eliminates the need for expensive FCoE capable
CNA (Converged Network Adapter). SW-FCoE will work with any L2 NIC with DCB (Data Center Bridging) capability. Software FCoE
Driver can work at many speeds, including 10Gb, 20Gb, 40Gb, and 100Gb. The new driver works in a native device driver
framework. The SW-FCoE driver also supports fabric and Vn2Vn (Virtual node to virtual node) connections.

Architecture

Component Interactions and communication channels involved

e Uplink creates vmkfcoe device
o “com.vmware.com” device is a child device to uplink

Device manager loads vmkfcoe driver

vmkfcoe creates a vmhba (scsi adapter) on its successful loading

“esxcli fcoe” command is used to create/delete fcoe HBAs.

State full installation maintains config information in “esx.conf”

Stateless installation uses host profiles to maintain config information.

The native FCoE requires no changes to “esxcli fcoe” or to the GUI/UI. The driver module registers the vmhba with the PSA layer
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and maintains the internal mapping between the vmnic# and vmhba#. The configurations are persistent across reboots, and the
vmhba is instantiated only when the corresponding uplink device is ready.

Example of how the FCoE components interact:

e VMKCTL
o ESXCLI issues fcoe device Create/Delete operations to Uplink Driver using vmkctl code.

e Uplink Native Driver
o Uplink Creates FCoE (com.vmware.fcoe) Child Device Object

e FCoE Native Driver (vmkfcoe)
o Claims FCoE device created by Native Uplink Driver

e FCoE transport functionality is managed by vmkfcoe software driver.
o SCSI_Adapter to VMKernel

FCoE Native Driver registers vmk_ScsiAdapter (aka vmhba) using existing VMKAPI with PSA

ESXCLI

Network

Storage

Figure 26

SW-FCoE communicates using vSwitch Uplink and requires a vSwitch to be created and paired with the uplink. Because of the
stack limitations and frame size limitation of 2112 bytes, FCoE needs an MTU size of 2500 (MinijJumbo Frame). Minimum NIC/link
speed supported is 10Gb.

Example switch configuration:
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Switch Name NumPorts UsedPorts ConfigPorts MTU
vSwitch1 10496 14 128 2500

Figure 27

FCoE Configuration
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Figure 28

FCOE Configuration - VC Ul - Storage Adapters
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vSphere 6.7 Ul Enhanced Round Robin Load Balancing

Round Robin PSP

For many vendors, the default policy is VMW_PSP_RR (Round Robin) for their PSP. With RR, the policy uses an algorithm for path
selection rotating through the configured paths. It can be used with active/active and active/passive connectivity to implement
balancing across paths for different LUNs. PSP_RR shares |0 equally between paths in a Round Robin sequence.

Problem

With the current PSP policies, none of them consider the latency of the paths when making a path selection for |0. There could be
latency due to switch congestion, overloaded targets, or hops in a path that can add to latency and are not considered.
Consequently, we end up with sub-optimal bandwidth utilization, and slow response times for guest applications.

Solution

Consider both latency and pending 10s to decide the optimal path for 10. By doing this we get a bigger picture of the path's
bandwidth and latency.

New with vSphere 6.7 Ul Enhanced Load Balancing Path Selection Policy

New Policy uses logic to monitor available paths to determine the path(s) with the lowest latency. It then directs |0 down those
paths for a set amount of time before re-evaluating latency and load to make another path selection.

For a deep dive into the Round Robin Latency Path Selection Policy, see the Deep Dive Latency Round Robin Path Selection Policy
article.
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